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Random tensors with low-rank structure

We consider n data points: (z; @ 4

r3)ijk = T1iT25 L3k
Xi€Ci © Xi=(-1%%1® - Qpup+2Z; € RPLXXPk

where [Z;]5,...5, ~N(0,1) i.i.d. and denote M = 11 ® - - @ pup,.

> Generalizes the classical model (k = 1), i.e. z; = (—=1)%p1 + 2;.
> Even for k > 2, the standard approach consists in flattening the data.
> What is the optimal classifier? Theoretical misclassification?
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Supervised Learning

Given X = [X1,...,Xp]) € RPLXPEX™ and y = [y1,...,yn] € {-1,1}"
Denote X = X(g11) € R™*P with P = [[*_ p..
p

We study the Ridge classifier

-1
min [ly — Xw|> + 9wl & w'=(X'X+4I) X'y
w

For some v >> || X T X|| (optimal for the above data model)

where p = Zi:l p;. In tensor notations, the decision function is

. - Ci 1
X)) =(W,X;) <0 W = X X
fR( 1) ( z) C>2 \/ﬁ k+1Y

with X; a test datum independent of X.
.

[ Assumption. p; = O(n) and ||M| = O(1).
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Data Flattening

s

-

Theorem. For X; independent of X

%(fR(Xl)_ma) 2)./\/'(0,1) = g:Q(ln:_a|)

where mq, = (71)"‘||M||2\/g and o =/ %||M||2 + %.
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Figure: n = 200, shape (15, 30, 20) and ||[M|| = 3.
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Tensor-based Classification

Given the data model, we have

k
n 1
W = 7(g)u‘+fz
pi*l ‘ \/Ij

with Z = ﬁ > i, yiZi (Universality with CLT!).

' )
Tensor-Ridge classifier is defined as
~ ~ C1
frr(Xs) ®u; Xi) =0
i=1 Cz
where (best rank-one approximation of W)
& 2
()\*, {uf}i.c:l) =  argmin W — X\ ® u;
AERT ,u; €SPi—1 im1 .
| J
g B
Remark. The above MLE is NP-hard but feasible if |M|| > O(P'/4/p'/?).
| J
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Random Tensor Theory

» Spiked Tensor Model:

A>0,[Ju;|[=1

k k
1
T=ﬂ®ﬂ?i+%2 — (A, u;) = argmin T—)\®ui
=1 i=1

-
Theorem (Seddik et al. 2023)2. As p; — oo with —£+— — ¢; € (0,00),
Dy
Jj=1
there exists 85 > 0 s.t. for all 8 > Bs:
AEB e u))] 25 aV)

where X satisfies f(\, ) = 0 with

FB) =2 +9() = BII, ai(2), @) = f1— L2

9(z) =38 1 6i(2), g2(2) — (9(2) + 2)gi(z) — i = 0

|

?MEA.Seddik, R.Couillet, M.Guillaud, “When Random Tensors meet Random Matrices”, Annals
of Applied Probability, 2023 (arXiv:2112.12348).

~\
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Tensor-based Classification

(

Theorem. For X; independent of X
1 - D Mg
2 (%) —ma) BNy = =)
g g
K =
where mq = (~1)20 M| TT"_, ¢; () and f (a, ||M||\/g) —0.
- J

Tensor-Ridge
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Figure: n = 200, shape (15, 30, 20) and ||M|| = 3.
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Misclassification Errors
Learning from
Low-Rank Tensor
Data: a Random
Tensor Theory

p; =(20, 15, 5), n =50 p; =(20, 15, 5), n =1000 AT
B MEA. Seddik
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Phase Diagram
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where ap = i ([M]| /75, 52 ) and op = /1 — a2
|\
'

Linear and Tensor-based Clustering

> Linear clustering: compute the left singular vector of

X = X(x41) =y ®@ flatten(M) + Z € RYP = gt

» Tensor-based clustering: compute the best rank-one approximation of

X=M@y+2ZeRP1XXprxn - 457
g

Theorem (Linear Clustering). The estimated class for X; is given by sign(gjf)

~ (vait—op) B0y 5 e-o(2)

o¢

~

J
A
Theorem (Tensor Clustering). The estimated class for X; is given by sign(g/ )
1 D v
— (VAT —ag) BN O,1) = £-0Q (i)
oT oT
where a7 = g1 (A*), o7 = /1 — a2 and f (A*, (IM]| 4 /HLTL) =0.
| J
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Linear and Tensor-based Clustering

> Linear clustering: compute the left singular vector of

X = X(g41) = y ® flatten(M) + Z € RYP = gt

> Tensor-based clustering: compute a best rank-one approximation of

X=M®y+2ZecRP X Xpexn - g7

Linear (error= 6.3%)

Tensor (error= 0.1%)

Figure: n = 200, shape (15, 30, 20) and ||[M|| = 3.
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Theoretical Performances

= Linear clustering
N Tensor clustering
% 047 . - = = Tensor clus. (Alg.)
1
c ]
E o '
S 2 '
?ﬁ 024 8 NP-hard : Possible
4 Q.
o 3 '
2 - ' Tensor improvement
1
= '
1
0 1
\ \ \ \ T
0 5 10 15 20
(Ml

> Possible clustering if |[M|| > O ((P x n)/4/(p + n)1/2).

> Optimal clustering with the tensor approach.

» What about the NP-hard region?

Thank you for your attention!
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