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The following proofs relate to theorems presented in sec-
tion 5 of the paper.

Theorem 1 (Non-triviality) Let o be the solution to
the score-function optimisation problem (9). Then ot #
0.

Proof: The constraints in the score-function optimisa-
tion problem ensure that ¢;(y) < 0 Vy € Y;_1. More-
overas g;(y) = 1if o' = 0 it may be seen that to satisfy
the constraints of the score-function optimisation prob-
lem it must be true that o’ # 0. O

Theorem 2 (Margin Minimisation) Let ol be the so-
lution to the score-function optimisation problem (9). Let
Y9+* be the estimated Pareto front defined by g;. The min-
imum distance between Y;_1 and the estimated Pareto
Sfront Y9¢* is zero:
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Proof: Suppose the theorem is false. Then by def-
inition of the estimated Pareto front Y9¢* and obser-
vational consistency it must be true that g,(y) < 0
Vy € Yi—1. Let 6 = minyey, , g:(y) < 0. Defining
a' = (1+0) La! we see that &' is a feasible solution to
the score-function optimisation problem, and moreover
lat|ly < |lat|1, so a' cannot be the optimal solution,
which is a contradiction. It follows that the theorem must
be true. ]

Theorem 3 (Sparsity) Let ' be the solution to the
score-function optimisation problem (9). Then o! = 0
Vi :y; & Y}, (ie. points not in the estimated Pareto
front cannot be support vectors).

Proof: Let o be the optimal solution of the score func-
tion optimisation problem with the additional constraint

al =0Vi:y; ¢ Yy, It follows from Theorem 1 that
> aiL(yiyy;) > 1Vi:y; ¢ Vi, Hence we see
that o is also the optimal solution to the score-function
optimisation problem without the additional constraint,
proving the theorem. ]

Theorem 4 (Heaviside Limit) Let k = x|, where

k1 (y) = lim % (1+sgn(y)),
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and Pi # j :y; = yj. Thenal = 1Vi : y; € Y4,

al = 0 otherwise (ie. in the limiting case the support
vectors are precisely the estimated Pareto set).

Proof: By theorem [3|it may be seen that o = 0 Vi :
vi ¢ YV} ;. Moreover to satisfy the constraints of the
score-function problem it must be true that Vi : y; €
Vi

> L (yisyj) = afky (0) + ...

co Tt Z a;’ﬁ- (minq (yiq - yjq)) = %af > %
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andhence af =1Vi:y; € V5 ;. O



