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A Appendix

A.1 EXPERIMENTAL DETAILS

For the experiments on CIFAR datasets (section ??) we
used the following implementations (embedded links):

• Shake-Shake-2x64d

• PyramidNet-272

• VGG-16

• Preactivation-ResNet-164

• Wide ResNet-28-10

Models for ImageNet are from here. Pretrained networks
can be found here.

SWA learning rates. For PyramidNet SWA uses a
cyclic learning rate with α1 = 0.05 and α2 = 0.001
and cycle length 3. For VGG and Wide ResNet we used
constant learning α1 = 0.01. For ResNet we used con-
stant learning rates α1 = 0.01 on CIFAR-10 and 0.05 on
CIFAR-100.

For Shake-Shake Net we used a custom cyclic learn-
ing rate based on the cosine annealing used when train-
ing Shake-Shake with SGD. Each of the cycles replicate
the learning rates corresponding to epochs 1600 − 1700
of the standard training and the cycle length c = 100
epochs. The learning rate schedule is depicted in Figure
4 and follows the formula

α(i) = 0.1 ·
(
1 + cos

(
π · 1600 + epoch(i) mod 100)

1800

))
,

where epoch(i) is the number of data passes completed
before iteration i.

∗Equal contribution.
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Figure 8: Cyclical learning rate used for Shake-Shake as
a function of iteration.

For all experiments with ImageNet we used cyclic learn-
ing rate schedule with the same hyperparameters α1 =
0.001, α2 = 10−5 and c = 1.

SGD learning rates. For conventional SGD training
we used SGD with momentum 0.9 and with an annealed
learning rate schedule. For VGG, Wide ResNet and Pre-
activation ResNet we fixed the learning rate to α1 for the
first half of epochs (0B–0.5B), then linearly decreased
the learning rate to 0.01α1 for the next 40% of epochs
(0.5B–0.9B), and then kept it constant for the last 10%
of epochs (0.9B – 1B). For VGG we set α1 = 0.05,
and for Preactivation ResNet and Wide ResNet we set
α1 = 0.1. For Shake-Shake Net and PyramidNets
we used the cosine and piecewise-constant learning rate
schedules described in Gastaldi [2017] and Han et al.
[2016] respectively.

A.2 TRAINING RESNET WITH A CONSTANT
LEARNING RATE

In this section we present the experiment on training
Preactivation ResNet-164 using a constant learning rate.
The experimental setup is the same as in section ??. We
set the learning rate to α1 = 0.1 and start averaging after
epoch 200. The results are presented in Figure 5.

https://github.com/hysts/pytorch_image_classification
https://github.com/dyhan0920/PyramidNet-PyTorch
https://github.com/pytorch/vision/blob/master/torchvision/models/vgg.py
https://github.com/bearpaw/pytorch-classification/blob/master/models/cifar/preresnet.py
https://github.com/meliketoy/wide-resnet.pytorch/blob/master/networks/wide_resnet.py
https://github.com/pytorch/vision/tree/master/torchvision
https://github.com/pytorch/pytorch/blob/master/torch/utils/model_zoo.py
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Figure 9: Test error as a function of training epoch for
constant (green) and decaying (blue) learning rate sched-
ules for a Preactivation ResNet-164 on CIFAR-100. In
red we average the points along the trajectory of SGD
with constant learning rate starting at epoch 200.
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