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This volume contains all papers that were accepted for the 29th Conference on Uncertainty in Artificial Intelligence (UAI), held in Bellevue, Washington, USA, from July 12 to 14th 2013. 233 papers were submitted to the conference and each was peer-reviewed by 3 or more reviewers. From the 233 papers, a total of 73 papers were accepted, 26 for oral presentation and 47 for poster presentation, for an acceptance rate of 31%. We are very grateful to the senior program committee and program committee members for their diligence in generating over 700 reviews for the 233 submitted papers.

In addition to the presentation of technical papers, the following invited speakers were also scheduled to give keynote talks at UAI 2013: Tom Mitchell (Carnegie Mellon University), Ralf Herbrich (Amazon), and Josh Tenenbaum (MIT).
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Abstract

We present a comprehensive study of the use of generative modeling approaches for Multiple-Instance Learning (MIL) problems. In MIL, a learner receives training instances grouped together in bags with labels for the bags only (which might not be correct for the comprised instances). Our work was motivated by the task of facilitating the diagnosis of neuromuscular disorders using sets of motor unit potential trains (MUPTs) detected within a muscle which can be cast as a MIL problem. Our approach leads to a state-of-the-art solution to the problem of muscle classification. By introducing and analyzing generative models for MIL in a general framework and examining a variety of model structures and components, our work also serves as a methodological guide to modelling MIL tasks. We evaluate our proposed methods both on MUPT datasets and on the MUSK1 dataset, one of the most widely used benchmarks for MIL tasks.

Following the introduction of the framework, various problems have been expressed as MIL. MIL approaches have, for example, been employed for content-based image retrieval [Maron and Ratan, 1998, Zhang et al., 2002], text classification [Settles et al., 2007, Andrews et al., 2002b], protein identification [Tao et al., 2004], music information retrieval [Mandel and Ellis, 2008] and activity recognition [Stikic and Schiele, 2009]. In medical domains, prediction problems often naturally occur as MIL tasks. One example is the original MUSK prediction task; Dundar et al. [2008] also show that learning problems for computer-aided detection applications can often be considered as MIL problems.

Our work was motivated by an application which uses quantitative analysis of clinically detected electromyographic (EMG) signals to assist with the diagnosis of certain neuromuscular disorders. The diagnosis of a neuromuscular disorder often requires the characterization of several individual muscles. A muscle characterization, in turn, is based on characterizing a sampling of its motor units (MUs). A motor unit potential train (MUPT) created by a MU and extracted from a needle-detected EMG signal can be used to obtain a characterization of the MU (see Section 2 for details). The classification of a muscle based on the set of MUPTs representing a sampling of its MUs can therefore be formulated as a MIL problem wherein each muscle is a bag and each MU of a muscle is an instance of that bag. We propose that generative modeling approaches—models that describe the full joint distribution of the data—are useful and effective for data that naturally occurs in MIL form, such as muscle classification based on a set of MUPTs. Predicting with a generative model is particularly suitable for medical domains for several reasons: Generative models allow

1 Introduction

In Multiple-Instance Learning (MIL), training instances are grouped together in bags which have labels. Each instance in a bag has a label that may be different from that of the bag, but instance labels are not observed; only the label of the bag is available for learning. The MIL framework was first introduced by Dietterich et al. [1997] for a problem in a medical (pharmaceutical) domain. Their task was to predict the binding properties of molecules, which depend on the shape of the molecule. However, a molecule can take on several shapes. Thus, each molecule is represented as a bag of instances, where each instance represents a shape the molecule can take on. If none of the possible shapes enable binding, the bag (molecule) gets a negative label. But as soon as one shape allows for binding, the bag is labeled positive. The MUSK dataset from this problem has remained one of the most widely used benchmark datasets for MIL tasks.

Following the introduction of the framework, various problems have been expressed as MIL. MIL approaches have, for example, been employed for content-based image retrieval [Maron and Ratan, 1998, Zhang et al., 2002], text classification [Settles et al., 2007, Andrews et al., 2002b], protein identification [Tao et al., 2004], music information retrieval [Mandel and Ellis, 2008] and activity recognition [Stikic and Schiele, 2009]. In medical domains, prediction problems often naturally occur as MIL tasks. One example is the original MUSK prediction task; Dundar et al. [2008] also show that learning problems for computer-aided detection applications can often be considered as MIL problems.

Our work was motivated by an application which uses quantitative analysis of clinically detected electromyographic (EMG) signals to assist with the diagnosis of certain neuromuscular disorders. The diagnosis of a neuromuscular disorder often requires the characterization of several individual muscles. A muscle characterization, in turn, is based on characterizing a sampling of its motor units (MUs). A motor unit potential train (MUPT) created by a MU and extracted from a needle-detected EMG signal can be used to obtain a characterization of the MU (see Section 2 for details). The classification of a muscle based on the set of MUPTs representing a sampling of its MUs can therefore be formulated as a MIL problem wherein each muscle is a bag and each MU of a muscle is an instance of that bag. We propose that generative modeling approaches—models that describe the full joint distribution of the data—are useful and effective for data that naturally occurs in MIL form, such as muscle classification based on a set of MUPTs. Predicting with a generative model is particularly suitable for medical domains for several reasons: Generative models allow
for expert domain knowledge to be incorporated in an intuitive way, which leads to good inductive bias in the modeling assumptions. As we will demonstrate, a model with good inductive bias (elicited from experts in biomedicine) can result in highly accurate predictions even on the basis of a relatively small training set. Most importantly, they yield not only a classification tool, but a simulation tool for the problem domain. In our setting, such a simulator provides a stepping stone toward a more sophisticated system that not only helps with the diagnosis of neuromuscular disorders but also provides a measure of their severity.

Our contributions are two-fold: First, we provide a state-of-the-art solution to the problem of muscle classification. We show that modeling the muscle as a two-stage generative model (according to the way its MUPTs are actually generated) significantly improves classification accuracy over previous strategies for this task both at the instance and bag level [Adel et al., 2012]. Second, we introduce a general framework and provide intuition and guidelines for applying generative models to MIL problems. Generative models have only recently been successfully applied to MIL tasks [Yang et al., 2009, Foulds and Smyth, 2011]; these can be viewed as special cases of our framework. We compare different possible model structures for MIL generative models both conceptually and experimentally, and we discuss the impact of their differing conditional independence structures and parametric modeling assumptions. We suggest several possible implementations for these structures and validate the proposed methods both on the MUPT and MUSK data. Because we examine a variety of model structures and components (not just those appropriate for muscle classification) our work also serves as a methodological guide to modelling MIL tasks.

2 Muscle Classification using QEMG

Quantitative electromyography (QEMG) is a method used to help diagnose neuromuscular disorders by quantitatively analyzing EMG signals detected during a slight to moderate level, voluntary muscle contraction using an inserted needle electrode. A muscle is comprised of several MUs which are repeatedly activated during muscle contraction. A motor unit consists of a group of muscle fibers and the α motor neuron that activates those fibers. The voltage signal detected by an electrode created by the activation of the fibers of a motor unit is called a motor unit potential (MUP). The train of MUPs created by the repeated activity of a MU is called a MUPT. Each EMG signal is thus a compound signal that represents the sum of the MUPTs of all active motor units. For analysis purposes, an EMG signal is decomposed into its constituent MUPTs using a state-of-the-art pattern recognition based decomposition system (see also the work of Adel et al. [2012] and Farkas et al. [2010] for more details). Figure 1 illustrates this MUPT extraction process. Usually, 4 to 6 EMG signals, each detected with the needle at a distinct location in the muscle, are recorded and decomposed to obtain a representative set of MUPTs of sufficient size (15-25).

Muscles are classified as either normal, myopathic or neurogenic based on clinical expertise. Initially, MUPTs are labeled normal, myopathic or neurogenic on the basis of being detected in a normal, myopathic or neurogenic muscle. For normal muscles, this is largely correct as it is unlikely that a motor unit of a normal muscle would generate a disordered (myopathic or neurogenic) MUPT. However, passing on the muscle label to each MUPT is not accurate for disordered muscles: myopathic and neurogenic muscles commonly have some normal MUs, and thus produce some normal MUPTs. Thus, labelling all MUPTs in a disordered muscle as disordered is incorrect.

Classifying a muscle as normal, myopathic or neurogenic can be posed as a MIL problem in a straightforward manner: In this task, a bag corresponds to the muscle that produces the MUPT instances, with each instance representing a sampled MU within that muscle. The features of an instance correspond to the features used to represent the MUPT of the MU. The instances of a normal bag are all normal, while neurogenic and myopathic bags might contain both normal and neurogenic or myopathic instances, respectively. It is exceedingly unlikely that a neurogenic (resp. myopathic) disordered muscle contains/generates a myopathic (resp. neurogenic) MU/MUPT. While it is possible for a domain expert to manually classify individual MUPTs, this task is time-consuming. Clinical experts therefore typically provide only the diagnosis.
for the whole muscle, which gives the bag label. Thus a learner must learn how to classify new MUPTs and muscles from a training set providing only muscle labels.

The machine learning techniques implemented in this work are known as quantitative EMG techniques. The main goal of quantitative EMG techniques is to extract suitable information from detected EMG signals and then interpret this information to assist with the diagnosis of their respective muscles. It is also desirable that quantitative EMG analysis provides a measure related to the severity of the predicted disorder [Pino, 2008]. Two muscles can both be myopathic, but one may be mildly myopathic while the other is severely myopathic; it is hypothesized that severe cases are indicated by increased numbers of MUPTs from within their class as well as that some of the MUPTs may be outliers within their class. By identifying when an instance is atypical within its class label, in future our generative model may be used for estimating the severity of muscular disorders. Our ultimate goal is to build a clinical decision support system that assists with the diagnosis of muscles (both in terms of classification and assessment of severity) by inspecting sets of MUPTs extracted from EMG signals.

3 Related work

The last decade and a half has seen the development of a large body of work on MIL, both in terms of theoretical analysis and the development of practical algorithms for various application areas as we mentioned in the introduction.

Dietterich et al. [1997] suggest several algorithms for learning axis-aligned rectangles for the original MIL problem on the MUSK data. Maron and Lozano-Pérez [1998] introduced the diverse density (DD) algorithm, a paradigm for MIL that, similar to the axis-aligned rectangle learning approach, assumes that there is a specific region of positive instances to be identified in the feature space. The algorithm has been further developed to EM-DD by Zhang and Goldman [2001]. This is one of the most successful approaches for MIL and we discuss how it relates to our framework in Section 4.2. Wang and Zucker [2000] adapted Nearest Neighbor learning to MIL. Several studies present kernels to use Support Vector Machines on MIL problems [Gärtner et al., 2002, Andrews et al., 2002a, Tao et al., 2004], or adaptations of boosting [Andrews and Hofmann, 2003, Xu and Frank, 2004, Viola et al., 2005] and, more recently, incorporate methods from semi-supervised or active learning into the MIL setting [Rahmani and Goldman, 2006, Zhou and Xu, 2007, Settles et al., 2007]. The original bag labeling rule (where the label of the bag is the logical OR of its instances as in the MUSK data) has been modified and generalized to apply to other areas (Foulds and Frank [2010] provide an overview).

Long and Tan [1998] analyze the original problem of learning axis-aligned rectangles from MIL data in the Probably Approximately Correct (PAC) learning framework. This set-up assumes independence of the instances that occur together in a bag and the goal is to learn a low-error instance level classifier. Blum and Kalai [1998] show that this framework is equivalent to PAC-learning with one-sided noise, a problem that has recently been analyzed in Simon [2012]. However, in most MIL problems, it is not appropriate to assume that instances occurring together in a bag are conditionally independent and the goal is to learn a bag-level classifier rather than an instance-level classifier. Sabato et al. [2010] provides a comprehensive study with upper and lower bounds on the sample complexity of the bag-level learning problem without the independence assumption. Diochnos et al. [2012] tighten some of those lower bounds.

Generative model approaches have only rather recently been introduced to the MIL setting [de Freitas and Kiick, 2005, Yang et al., 2009, Foulds and Smyth, 2011]. The former two studies suggest more complex model structures for modifications of the MIL problem. The work of Foulds and Smyth [2011] fits into our framework with specific choices for the model components. We discuss the modeling choices that were made in Foulds and Smyth [2011] and Yang et al. [2009] in the context of our framework below.

4 Generative Models for MIL

We denote random variables in upper case, and their realizations in lower case. Let $t$ be the number of possible bag/instance labels. Let $B \in \{1, 2, ..., t\}$ represent a bag’s label, and let $I_j \in \{1, 2, ..., t\}$ represent the label of the $j$th instance belonging to the bag. The number of instances in the bag is denoted by $m$; we refer to the $m$ instance labels together as the vector $\vec{I}$. Let $\vec{F}_j \in \mathbb{R}^p$ be the $p$-dimensional feature vector belonging to the $j$th instance. We index elements of a vector with a square-bracketed subscript, so $\vec{F}_{j[k]}$ is the $k$th element of the observed feature vector of the $j$th instance in a bag. In our models, marginal and conditional distributions involving only $I_j$ and $\vec{F}_j$ are the same for all $j$, so we refer to a “generic” instance label as $I$ and a “generic” feature vector as $\vec{F}$.

Most MIL work to date considers binary labels, i.e. $t = 2$. In our muscle classification problem $t = 3$, since a bag or instance can be either normal ($B = 1$), myopathic ($B = 2$), or neurogenic ($B = 3$). Fur-
thermore, in our problem, a bag may only generate a compatible instance label: We call the value of a single instance label \( i_j \) compatible with a bag label \( b \) iff \( i_j \in \{1\} \cup \{b\} \). We call a joint labelling \( \vec{i} = i_1, \ldots, i_m \) feasible iff \( \exists b(\forall j, i_j \in \{1\} \cup \{b\}) \).

We begin by discussing possible Bayes net structures for our MIL model in Section 4.1. We then discuss possible modelling choices for marginal and conditional distributions in Section 4.2.

### 4.1 Model Structures

The main inductive bias that we retain from the original MIL formulation is the assumption that the bag label is conditionally independent of the feature vectors given their corresponding instance labels. This is implied by the assumption that the feature distribution of normal instances in a normal bag should be the same as the feature distribution of normal instances in an abnormal bag. This restricts us to three possible Bayes net structures presented below, two of which we will use as candidate structures for our generative model. For completeness, we also discuss a fourth structure that does not satisfy the conditional independence assumption. We name the structures based on the partial order in which the variables appear in the graph. Alpaydin [2010] gives a concise overview of directed graphical models; Koller and Friedman [2009] give a comprehensive treatment.

#### 4.1.1 BIF: \( B \rightarrow I \rightarrow \vec{F}_m \)

This structure best represents the generative process underlying our MUPT data. Under this structure, the bag (muscle) generates its \( m \) instances (MUPTs) independently given its label. Each instance in turn generates its own feature vector given its label, but independent of the bag label and independent of the other instances and features in the bag. The structure of this model is given concisely by the plate diagram \( B \rightarrow I \rightarrow \vec{F}_m \) for which we give the expanded version in Figure 2. The other model structures we consider are the same except for the directions of the edges. We will see that the choice of the edge directions has important consequences.

For this structure, we must learn \( P(B) \) from observed data, and learn \( P(I|B) \) and \( P(\vec{F}|I) \) using a hidden variable method like EM. Constraints on \( P(I|B) \) are simple to encode; to ensure that a bag can never generate an incompatible instance, we can restrict the values in the conditional probability table of \( I|B \) by requiring \( P(I = i|B = b) = 0 \) for all \( i \notin \{1\} \cup \{b\} \). It follows that sets of instance labels drawn from this model are always compatible with the bag label. Furthermore, we can easily impose a Dirichlet prior on the proportion of instance labels that match the bag label while obeying these constraints. Since we have continuous features, \( P(\vec{F}|I) \) is modeled using density estimation.

The main departure this model makes from other probabilistic models for MIL is that it assumes that the bag label is the cause of the instance label, rather than the other way around. Under this model, it is possible for a non-normal bag to produce all normal instances, which is disallowed in other MIL models. However, for our system, this is entirely appropriate; it is possible (though unlikely) for a muscle with a myopathic or neurogenic disorder to produce all normal MUPTs. Among existing models, that of Yang et al. [2009] is most similar to BIF.

#### 4.1.2 FIB: \( B \leftarrow I \leftarrow \vec{F}_m \)

FIB represents another way of expressing an MIL model where the instances generate the bag label. Under this structure, the feature vectors are drawn from some \( P(\vec{F}) \), then they generate the instance labels, which in turn determine the bag label. The probability \( P(I|\vec{F}) \) can be expressed using any discriminative learner, which is attractive, though we still must use a hidden variable method like EM for training because the instance labels are not observed. In order to make the model fully generative we must also model \( P(\vec{F}) \) using density estimation. In previous work, for example, EM-DD, this model structure is used (though not made explicit) since if the model does not need to be generative (i.e. if we will always condition on \( \vec{F} \)) then density estimation is not required at all. We will show in Section 4.2 that the well-known EM-DD MIL algorithm [Han et al., 2007] can be implemented using this model structure.

Note that \( B \) has all \( m \) instances as parents, and \( m \) can vary from muscle to muscle, so we must express \( P(B|\vec{F}) \) to allow different sized joint labellings; this is discussed in Section 4.2. Unfortunately, in our 3-class
setting, this structure suffers from an important drawback: it offers no way of prohibiting infeasible instance label assignments, i.e. assignments where for example $I_1 = 2$ and $I_2 = 3$. In order to have a fully consistent generative FIB model, therefore, we must add an additional possible bag “label” $b = 0$ that has positive probability given infeasible labelings. This does not reflect the generative process of the MUPT data, but we can still use this model structure and condition on the event $B \neq 0$ where necessary. Foulds and Smyth [2011] note that prior knowledge about the frequency of instance labels given bag labels is difficult to incorporate with a directed edge from $I$ to $B$.

4.1.3 IBF: $B \leftarrow I \rightarrow \vec{F} \leftarrow m$

Under this structure, the instances are generated independently according to some $P(I)$, and they subsequently generate both the bag label and the feature vectors. This model structure is essentially the “Multi-Instance Mixture Model” of Foulds and Smyth [2011]. As in the FIB model, we have $m$ directed edges from the $I_j$ to $B$, which causes the same drawbacks described in the FIB model but does not give us the additional flexibility of using a discriminative learner for the instance labels. Therefore, we will not consider this structure for our generative model. Foulds and Smyth [2011] observe that the EM-DD algorithm can be expressed using this structure given an appropriate model of $P(\vec{F}|I)$ and a “discriminative learning objective”; this is equivalent to our FIB structure described above.

4.1.4 Alternative model BFI: $B \rightarrow I \leftarrow \vec{F} \rightarrow m$

This model attempts to combine two attractive properties: The ability to use a discriminative model $P(I|\vec{F})$, and the ability to easily assign values for $P(I|B)$. Unfortunately, in this model, $B$ and $\vec{F}$ are dependent given $I$, which we know to be untrue in our problem. In this model, normal instances where $B = 1$ may have a different feature distribution from normal instances where $B = 2$. Since we count on being able to generalize from normal instances in normal bags to normal instances in abnormal bags, this model is not appropriate. Note that the BFI model is essentially a clustering model with $I$ as the cluster label and $B$ acting simply as an additional feature along with $\vec{F}$.

4.2 Model Components

Choosing the model structure determines the conditional independence properties of our model but does not specify a form for the various distributions. We discuss some possibilities for components of the model that have different assumptions and inductive biases.

4.2.1 $P(B)$ and $P(I|B)$ for the BIF Structure

Since $B$ and $I$ take on a small number of discrete values, a tabular representation is appropriate. As noted earlier, one can impose restrictions on possible values of $I|B$ by clamping appropriate values in the conditional probability table.

4.2.2 $P(\vec{F}|I)$ for the BIF Structure

Because we assume a continuous feature space, $P(\vec{F}|I)$ can be modeled using any density estimation method. We discuss some well-known possibilities here.

Multivariate Gaussian One simple choice for $P(\vec{F}|I = i)$ is a multivariate Gaussian distribution with mean $\mu_i$ and covariance $\Sigma_i$ for $i \in \{1, ..., t\}$. Depending on the availability of data and desired modeling assumptions, one can restrict $\Sigma_i$ to be diagonal.

Gaussian Copula with KDE Marginals A drawback of the multivariate Gaussian approach is that much real-world data is not in fact Gaussian. Since we want our generative model to be as realistic as possible, we propose a copula-based model that is practical to estimate and can fit the observed data more closely.

Sklar’s theorem [1959] implies that any multivariate density $g$ with marginal densities $g_1, g_2, ..., g_p$ and marginal cumulative distribution functions (CDFs) $G_1, G_2, ..., G_p$ can be expressed in the form

$$g(\vec{F}) = g_1(f_1) \cdot g_2(f_2) \cdot ... \cdot g_p(f_p)$$

$$\cdot c(G_1(\vec{f}_1), G_2(\vec{f}_2), ..., G_p(\vec{f}_p))$$

(1)

where $c$ is a copula density that captures the dependence structure of the feature vector $\vec{F} = (\vec{F}_1, ..., \vec{F}_p)$. If the elements of $\vec{F}$ are independent, then $c \equiv 1$.

Because they are all one-dimensional, the marginals can be estimated well using Kernel Density Estimation (KDE) Alpaydin [2010] even with a modest amount of data, giving $\hat{g}_k$ and $\hat{G}_k$ for $k = 1, ..., p$. This allows our model to capture non-Gaussian aspects of the data, such as relatively heavy or light tails, skewness, or even multi-modality, thus making it more realistic.

The copula model allows us to achieve more high-fidelity marginals without resorting to an unrealistic independence assumption: we can still capture pairwise dependencies in the data by assuming a parametric form for $c$ and estimating the necessary parameters. We will assume a Gaussian copula, whose parameter is the covariance matrix of $(\Phi^{-1}(G_1(\vec{f}_1)), \Phi^{-1}(G_2(\vec{f}_2)), ..., \Phi^{-1}(G_p(\vec{f}_p)))$ where $\Phi^{-1}$ is the inverse of the standard normal CDF.
This can be estimated by the empirical covariance of \( \Phi^{-1}(G_1(\vec{F}[1])), \Phi^{-1}(G_2(\vec{F}[2])), ..., \Phi^{-1}(G_p(\vec{F}[p])) \) over the observed \( \hat{f}[I] = i \) in the data. (We estimate a separate copula model for each possible value of \( I \).) Other, more flexible copula models are possible; we have elected to use the Gaussian copula for simplicity.

**Kernel Density Estimation** Kernel Density Estimation (KDE) is a non-parametric method that estimates a probability density or distribution function by summing up kernel functions placed at every observed data point. We use the most common form of KDE, which uses a Gaussian kernel. To choose the kernel width, we employ the maximum smoothing principle [Terrell, 1990] as a simple but effective choice; other more fine-tuned choices are possible. The advantage of KDE is that it is capable of modeling complex marginals and complex dependencies among the variables of interest, but it does not always work well in moderate to high dimensions.

### 4.2.3 \( P(\vec{F}) \) for the FIB Structure

In principle, any of the density estimators proposed for \( P(\vec{F}|I) \) could be used here; however, the marginal \( P(\vec{F}) \) is likely to be multi-modal, so the copula or KDE models may be more appropriate.

### 4.2.4 \( P(I|\vec{F}) \) for the FIB Structure

Since \( I \) has a discrete domain, any classification method that supplies class probabilities can be used to model \( P(I|\vec{F}) \). We examine four such methods.

**Logistic Regression** This well-known model assumes \( P(I = i|\vec{F}) \propto \exp(\beta_{0i} + \sum_{j=1}^{p} \beta_{ij} \vec{F}_j) \), \( i < t \). Note that the maximum likelihood estimate of \( \beta \) is not unique if the data are linearly separable.

**Support Vector Machines** Although the classic SVM formulation [Cortes and Vapnik, 1995] does not provide conditional class probabilities, subsequent work [Huang et al., 2006, Chang and Lin, 2011] has added this capability. It has the added advantage that in the event of feature separability, we get a large-margin classifier whereas logistic regression would fail to converge. Furthermore, kernelized SVMs allow us to easily create non-linear separators in a feature space.

**K Nearest Neighbours** If the decision boundary between instance labels is believed to be complex and if we have sufficient data, a non-parametric model may be warranted. K nearest neighbours uses the empirical distribution of the instance labels of the K closest feature vectors to \( \hat{f} \) to estimate \( P(I|\vec{F} = \hat{f}) \).

**“Diverse Density”** When bag and feature labels are binary (\( t = 2 \) where 2 is positive and 1 is negative) we may assume \( P(I = 2|\vec{F}) = \exp(-\sum_{k=1}^{p} s_{k}^2(\hat{f}_k - \bar{w}_k)^2) \). Here, \( s \) and \( \bar{w} \) are parameters fit by maximum likelihood. Note that this is not a gaussian distribution; its conditional distributions are Bernoulli such that \( P(I = 2|\vec{F} = \hat{f}) \approx 1 \) when \( \hat{f} \) is near \( \bar{w} \). We infer that the reason for its use in the DD and EM-DD algorithms comes from the assumption that the positive instances were localized in feature space, whereas the negative instances were assumed only to be far from the positive ones; they were explicitly assumed not to form a cluster of their own. Because it requires \( t = 2 \) we cannot use this model for our MUPT data, but we can use it on the MUSK data (described later) for comparison purposes.

### 4.2.5 \( P(B|I) \) for the IBF and FIB Structures

Since \( m \) varies from bag to bag, we must express \( P(B|I) \) as a function that can take a variable number of parameters. Recall that in this setting, we must, allow for the possibility that the joint labelling of \( I \) is not feasible; we add \( b = 0 \) to the domain of \( B \) to capture this event. We can adhere to the standard MIL assumptions by making \( P(B|I) \) deterministic as follows. For feasible labelings, we set

\[
P(B = b|I_1, I_2, ..., I_m) = \begin{cases} 1 & \text{if } b = \max_j I_j \\ 0 & \text{otherwise}, \end{cases}
\]

and for infeasible labelings we set

\[
P(B = b|I_1, I_2, ..., I_m) = \begin{cases} 1 & \text{if } b = 0 \\ 0 & \text{otherwise}. \end{cases}
\]

### 5 Learning and Inference

All of the components described in Section 4.2 have associated off-the-shelf learning algorithms for completely observed data. We must learn our models without ever observing \( I \) (though with substantial information about \( I \) provided through \( B \)), so we use a hard-Expectation-Maximization (EM) procedure for simultaneously learning the model parameters and inferring the most likely \( I \) given the observed \( B \) and \( \vec{F} \). This worked well on our MUPT data; the conceptual groundwork we lay here could also be used with sampling-based approaches if desired.

#### 5.1 Learning

For learning, we use a “hard-EM” approach [Koller and Friedman, 2009]. We assume access to a collection of \( n \) bags of the form \((b, \vec{f}_1, \vec{f}_2, ..., \vec{f}_{m_{\nu}}), \nu \in \mathbb{N}\).
which are independent and identically distributed. Given an initial label assignment to all of the instances in our dataset, our learning method has a straightforward implementation; a sketch is presented in Algorithm 1. We discuss the two main steps.

5.1.1 Parameter Estimation

**BIF** For the BIF model, we must estimate $P(B)$, $P(\bar{I} | B)$, and $P(\bar{F} | I)$. The marginal probability $P(B)$ is estimated from observed bag label counts only; it does not change across iterations. Because we assume $P(I|B)$ is the same for all instances in all bags, we pool all the bags together and use the aggregated counts to estimate $P(I|B)$. We may add “pseudo-counts” to this estimate if a dirichlet prior is desired; in our experiments we assume for each bag type that we have seen each compatible instance label once, and each incompatible label zero times. To learn $P(\bar{F} | I)$, again we may pool all of the instances together to learn $t$ density estimates $P(\bar{F} | I = 1), P(\bar{F} | I = 2), \ldots, P(\bar{F} | I = t)$.

**FIB** For the FIB model, we must estimate $P(\bar{F})$ and $P(I|\bar{F})$; we assume that $P(B|I)$ is fixed according to the standard MIL definition. To estimate $P(\bar{F})$, we pool all feature vectors together and estimate the necessary parameters. These are completely observed so $P(\bar{F})$ does not change across iterations. To learn $P(I|\bar{F})$, again we pool all of the instances together to learn the conditional distribution using a supervised learning method.

5.1.2 Label Updating

To update the labels for each bag given the learned parameters, we must find the most likely instance labels $\hat{i}$ given the observed data, that is, we must compute $\arg\max_i P(\bar{I} = \bar{i} | B = b, \bar{F}_1 = \bar{f}_1, \ldots, \bar{F}_m = \bar{f}_m)$ for each bag.

**BIF** From the conditional independence structure of the BIF model, we have

$$P(\bar{I} = \bar{i} | B = b, \bar{F}_1 = \bar{f}_1, \ldots, \bar{F}_m = \bar{f}_m) \propto P(\bar{I} = \bar{i} | B = b)P(\bar{F}_1 = \bar{f}_1, \ldots, \bar{F}_m = \bar{f}_m | \bar{I} = \bar{i})$$

Since the labels and feature vectors for different instances are independent given the bag label, we have

$$P(\bar{I} = \bar{i} | B = b)P(\bar{F}_1 = \bar{f}_1, \ldots, \bar{F}_m = \bar{f}_m | \bar{I} = \bar{i}) = \prod_{j=1}^m P(I_j = i_j | B = b)P(\bar{f}_j | I_j = i_j),$$

so to maximize the probability of the joint label assignment $\hat{i}$, we may maximize each instance label independently:

$$\hat{i}_{[j]} \leftarrow \arg\max_{i_j} P(I_j = i_j | B = b)P(\bar{f}_j | I_j = i_j),$$

**FIB** From the conditional independence structure of the FIB model, we have

$$P(\bar{I} = \bar{i} | B = b, \bar{F}_1 = \bar{f}_1, \ldots, \bar{F}_m = \bar{f}_m) \propto P(B = b | I = \bar{i})P(\bar{I} = \bar{i}, \bar{F}_1 = \bar{f}_1, \ldots, \bar{F}_m = \bar{f}_m).$$

However, in this model, the instance labels are not conditionally independent given the bag label and we cannot maximize them independently. For example, if $B = 2$, and $I_1, I_2, \ldots, I_{m-1}$ are all equal to 1, then $I_m$ must be equal to 2 according to the MIL assumption encoded in $P(B | \bar{I})$. However, we can still avoid searching over all $t^m$ possible label vectors. We defined in Section 4 that if $\hat{i}$ is a feasible vector for $B = b$, then we have $P(B = b | \bar{i}) = 1$ and therefore we have

$$P(B = b | \bar{i})P(\bar{I} = \bar{i}, \bar{F} = \bar{f}) = \prod_{j=1}^m P(I_j = i_j | \bar{f}_j = \bar{f}_j).$$

We can find the best feasible $\bar{i}$ in two steps:

1. Let $\bar{i}_{[j]} \leftarrow \arg\max_{i_j \in \{1, \ldots, t\}} P(I_j = i_j | \bar{f}_j = \bar{f}_j)$

2. If $\bar{i}_{[k]} = \bar{i}$, set $\bar{i}_{[k^*]} \leftarrow b$ for $k^*$ given by

$$\arg\max_k \left[ P(I_k = b | \bar{f}_j = \bar{f}_j) \prod_{j \neq k} P(I_j = 1 | \bar{f}_j = \bar{f}_j) \right].$$

The vector $\bar{i}^*$ is feasible and maximizes $\prod_{j=1}^m P(I_j = i_j | \bar{f}_j = \bar{f}_j)$ over all feasible vectors when $B = b$.

5.2 Inference

Once we have learned all of the model parameters, given a new bag where only feature values $\bar{f}$ are observed, we wish to compute $\arg\max_{\hat{i},B} P(\bar{I} = \bar{i}, B = b | \bar{F}_1 = \bar{f}_1, \ldots, \bar{F}_m = \bar{f}_m)$. These are the most likely bag and instance labels given the $m$ feature vectors in the new bag.
BIF In the BIF model,
\[ \arg\max_{\vec{i}, b} P(\vec{I} = \vec{i}, B = b|\vec{F}_1 = \vec{f}_1, ..., \vec{F}_m = \vec{f}_m) \]
\[ = \arg\max_{\vec{i}, b} P(B = b)P(\vec{I} = \vec{i}|B = b) \cdot P(\vec{F}_1 = \vec{f}_1, ..., \vec{F}_m = \vec{f}_m|\vec{I} = \vec{i}) \]
\[ = \arg\max_b \left[ P(B = b) \arg\max_{\vec{i}} \left( P(\vec{I} = \vec{i}|B = b) \cdot P(\vec{F}_1 = \vec{f}_1, ..., \vec{F}_m = \vec{f}_m|\vec{I} = \vec{i}) \right) \right]. \]

Therefore we can apply the instance label updating method presented in Section 5.1 for each possible bag label and weight them according to \( P(B) \) to find the joint MAP assignment to \( b \) and \( \vec{i} \).

FIB In the FIB model,
\[ \arg\max_{\vec{i}, b} P(\vec{I} = \vec{i}, B = b|\vec{F}_1 = \vec{f}_1, ..., \vec{F}_m = \vec{f}_m) \]
\[ = \arg\max_b \left[ \arg\max_{\vec{i}} \left( P(B = b|\vec{I} = \vec{i}) \cdot P(\vec{F}_1 = \vec{f}_1, ..., \vec{F}_m = \vec{f}_m|\vec{I} = \vec{i}) \right) \right]. \]

Therefore we can apply the instance label updating method presented in Section 5.1 for each possible bag label to find the joint MAP assignment to \( b \) and \( \vec{i} \).

6 Experiments

We now give the details of how our MUPT dataset was constructed, and we discuss the results of the various generative models as applied to our MUPT dataset. We find that the BIF structured models perform very well for several different component choices. The FIB structured models perform less well, but still much better than chance on both bags and instances. Based on our results, we recommend structure and component choices that lead to a high-fidelity generative model of MUPT data. We also give the performance of the models on the MUSK1 dataset [Dietterich et al., 1997].

6.1 The MUPT dataset

Recall that each detected EMG signal is a composite signal that represents the activity of all of the MUs that were active during a muscle contraction. After acquiring an EMG signal, it is decomposed into its constituent MUPTs, each of which ideally represents the electrical activity of a single, sampled MU. As such, the MUPTs are our instances and are the source of our instance level features. From each MUPT, it is common practice to compute a MUP template which is a single MUP whose shape is representative of all MUPs in the MUPT [Stashuk, 1999]. All but two of the features we use are functions of this MUP template, while the rest of the features describe aspects of the MUPT itself. We use \( p = 8 \) features, which were chosen by automated feature selection (both wrapper- and filter-based) in prior work [Adel et al., 2012].

1. **Number of turns** is the number of positive and negative peaks; a function of the MUP template.
2. **Amplitude** represents the maximum difference of voltage between two points [Dumitru et al., 1995]; a function of the MUP template.
3. **Area** represents the area under the curve; a function of the MUP template.
4. **Thickness** refers to the ratio of area to amplitude; a function of the MUP template.
5. **Size index** given by \( 2 \log(\text{amplitude}) + \frac{\text{area}}{\text{amplitude}} \); a function of the MUP template.
6. **Turn width** is given by \( \frac{\text{duration}}{\text{turns}} \). Duration is the interval from the first signal deflection from baseline to its final return to baseline [Dumitru et al., 1995]; a function of the MUP template.
7. **Firing rate MCD (mean consecutive difference)** refers to the sequential change in the firing rate of the MU over time; a function of the MUPT.
8. **A-jiggle** is a measure of the shape variability of band-pass filtered MUPs \((2^{nd} \text{ derivative of the signal})\); a function of the MUPT.

We have two MUPT datasets, one acquired from upper-leg recordings containing 88 bags and 1534 instances, and another acquired from lower-leg recordings with 70 bags and 1500 instances. All data were collected under IRB approval and were de-identified. Prior versions of the MUPT data were used by Adel et al. [2012]; our versions have been cleaned to remove obvious outlier errors. For example, instances with highly improbable feature values were removed.

6.2 Results

Table 1 shows the performance of different models on our data. Because one of the authors [TA] manually labeled the instances, we can estimate both the accuracy of each model for classifying bags and the accuracy for classifying instances given only the features within a new bag. Note, the manually assigned instance labels were not used for learning or inference. The accuracy results were computed using leave-one-bag-out cross-validation. We also present the log likelihood of the observed data maximized over the model parameters and the hidden instance labels, which measures how well the models fit the training data.

We present the results for the BIF structure using five different density estimators for \( P(\vec{F}|\vec{I}) \). We use two
Table 1: MUPT Dataset Results. To give a sense of the statistical uncertainty, we mark all accuracies that are within the 99% Bernoulli confidence interval of the maximum observed accuracy in bold. We mark the highest log likelihoods for the BIF and FIB structures in italics.

<table>
<thead>
<tr>
<th>Upper Leg</th>
<th>BIF: $B \rightarrow I \rightarrow F_m$</th>
<th>FIB: $B \leftarrow I \leftarrow F_m$</th>
<th>Non-MIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rnd: 0.33</td>
<td>$\perp$ Gauss $\perp$ Cop. Gauss Cop. KDE</td>
<td>LR KNN SVM QDA</td>
<td>$\perp$ QDA</td>
</tr>
<tr>
<td>Bag Acc.</td>
<td>0.955 0.955 0.955 0.955</td>
<td>0.728 0.568 0.250 0.898</td>
<td>0.841</td>
</tr>
<tr>
<td>Inst. Acc.</td>
<td>0.984 0.978 0.983 0.983</td>
<td>0.728 0.674 0.415 0.978</td>
<td>0.850</td>
</tr>
<tr>
<td>Log lik.</td>
<td>-36843 -37104 -36810 -37066</td>
<td>-34298 -32998 -34382 -32938</td>
<td>—</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lower Leg</th>
<th>BIF: $B \rightarrow I \rightarrow F_m$</th>
<th>FIB: $B \leftarrow I \leftarrow F_m$</th>
<th>Non-MIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rnd: 0.33</td>
<td>$\perp$ Gauss $\perp$ Cop. Gauss Cop. KDE</td>
<td>LR KNN SVM QDA</td>
<td>$\perp$ QDA</td>
</tr>
<tr>
<td>Bag Acc.</td>
<td>0.986 0.971 0.971 0.957</td>
<td>0.814 0.586 0.371 0.886</td>
<td>0.771</td>
</tr>
<tr>
<td>Inst. Acc.</td>
<td>0.946 0.899 0.931 0.880 0.859</td>
<td>0.543 0.571 0.469 0.915</td>
<td>0.781</td>
</tr>
<tr>
<td>Log lik.</td>
<td>-38035 -38206 -37980 -38141</td>
<td>-35999 -34952 -35598 -35128</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 2: MUSK1 Dataset Results

<table>
<thead>
<tr>
<th>MUSK1</th>
<th>BIF: $B \rightarrow I \rightarrow F_m$</th>
<th>FIB: $B \leftarrow I \leftarrow F_m$</th>
<th>Non-MIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rnd: 0.50</td>
<td>$\perp$ Gauss $\perp$ Cop. Gauss Cop. KDE</td>
<td>LR KNN SVM QDA</td>
<td>$\perp$ DD $\perp$ QDA</td>
</tr>
<tr>
<td>Bag Acc.</td>
<td>0.870 0.848 0.696 0.641 0.772</td>
<td>0.783 0.772 0.837 0.837 0.620</td>
<td>0.783</td>
</tr>
<tr>
<td>Log lik.</td>
<td>-14921 -18437 -45815 -51031 -35994</td>
<td>-34076 -34833 -34076 -34105</td>
<td>—</td>
</tr>
</tbody>
</table>

We present results for the FIB structure using four different discriminative learning models. In all cases, $P(\tilde{F})$ was estimated using a multi-dimensional KDE with the MSP bandwidth. The discriminative learners were Logistic Regression (LR), K-nearest neighbors with $K = 7$ (KNN), SVMs with a radial basis function kernel, $C = 1$ and $\gamma = 1/8$, and Quadratic Discriminant Analysis (QDA). The parameter $K$ was chosen based on past experience with the data; SVM parameters are defaults. In the last column, we also present results using Quadratic Discriminant Analysis in a non multiple-instance setting by assuming the instance labels are in fact the bag labels and labelling new bags by majority vote.

Table 2 shows results on the MUSK1 dataset, which contains 92 bags and 476 instances. We use the same models and add a version of the FIB model with the “Diverse Density” (DD) model for $P(I|\tilde{F})$. Since the data are 166-dimensional, as a pre-processing step, we use PCA to eliminate near-collinearity; we choose enough components to capture 90% of the variance, leaving us with $p = 76$ features. Results are not state-of-the-art—Zhang and Goldman [2001] achieve 96.8%—but moderately good; among our models the BIF model with independent Gaussians for $P(\tilde{F}|I)$ has the highest cross-validation accuracy and log likelihood. No expert instance labels exist for MUSK1.

7 Conclusions

Results on the MUPT data indicate that all of our BIF-based generative models perform better than previous state-of-the-art work by Adel et al. [2012], whose best leave-one-bag-out bag label accuracy was 82.3% (lower leg.) In addition, we demonstrate that we are able to recover the instance labels with very high accuracy. The FIB models had worse performance on the MUPT data but better on the MUSK1 data, suggesting they may be useful for other tasks. If muscle classification accuracy is paramount, the parametric model components (Gaussian and Copula) appear best, but if high-fidelity simulation is paramount, then the KDE model component is a better fit to the observed data.

We have introduced a general framework for generative models in MIL. Although MIL is a well-developed sub-field of Machine Learning, generative model approaches had not received much attention so far. Our results suggest that models that are well aligned with the actual data generation in a problem domain (the BIF structure in the case of our muscle classification task) are an excellent choice for classification and modeling purposes.
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Abstract

Sensory inference under conditions of uncertainty is a major problem in both machine learning and computational neuroscience. An important but poorly understood aspect of sensory processing is the role of active sensing. Here, we present a Bayes-optimal inference and control framework for active sensing, C-DAC (Context-Dependent Active Controller). Unlike previously proposed algorithms that optimize abstract statistical objectives such as information maximization (Infomax) [Butko and Movellan, 2010] or one-step look-ahead accuracy [Najemnik and Geisler, 2005], our active sensing model directly minimizes a combination of behavioral costs, such as temporal delay, response error, and sensor repositioning cost. We simulate these algorithms on a simple visual search task to illustrate scenarios in which context-sensitivity is particularly beneficial and optimization with respect to generic statistical objectives particularly inadequate. Motivated by the geometric properties of the C-DAC policy, we present both parametric and non-parametric approximations, which retain context-sensitivity while significantly reducing computational complexity. These approximations enable us to investigate a more complex search problem involving peripheral vision, and we notice that the performance advantage of C-DAC over generic statistical policies is even more evident in this scenario.

1 Introduction

In the realm of symbolic problem solving, computers are sometimes comparable, or even better than, typical human performance. In contrast, in sensory processing, especially under conditions of noise, uncertainty, or non-stationarity, human performance is often still the gold standard [Martin et al., 2001, Branson et al., 2011]. One important tool the brain has at its disposal is active sensing, a goal-directed, context-sensitive control strategy that prioritizes sensing resources toward the most rewarding or informative aspects of the environment [Yarbus, 1967]. Most theoretical models of sensory processing presume passiveness, considering only how to represent or compute with given inputs, and not how to actively intervene in the input collection process itself, especially with respect to behavioral goals or environmental constraints. Having a formal understanding of active sensing is not only important for advancing neuroscientific progress but also for engineering applications, such as developing context-sensitive, interactive artificial agents.

The most well-studied aspect of human active sensing is saccadic eye movements, and early work suggests that saccades are attracted to salient targets that differ from surround in one or more of feature dimensions such as orientation, motion, luminance, and color contrast [Koch and Ullman, 1985, Itti and Koch, 2000]. This passive explanation does not take into account the fact that the observations made while attending the task can affect the fixations decisions that follow. More recently, there has been a shift to relax this constraint of passiveness, and the notion of saliency has been reframed probabilistically in terms of maximizing the informational gain (Infomax) given the spatial and temporal context [Lee and Yu, 2000, Itti and Baldi, 2006, Butko and Movellan, 2010]. Separately, in another active formulation, it has been proposed that saccades are chosen to maximize the greedy, one-step look-ahead probability of finding the target (greedy MAP), conditioned on self knowledge about visual acuity map [Najemnik and Geisler, 2005].

While both the Infomax and Greedy MAP algorithms brought a new level of sophistication – representing sensory processing as iterative Bayesian inference,
quantifying the knowledge gain of different saccade choices, and incorporating knowledge about sensory noise – they are still limited in several key respects: (1) they optimize abstract computational quantities that do not directly relate to behavioral goals (eg, speed and accuracy) or task constraints (eg, cost of switching from one location to another); (2) relatedly, it is unclear how to adapt these algorithms to varying task goals (eg, locating someone in a crowd versus catching a moving object); (3) there is no explicit representation of time in these algorithms, and thus no means of trading off fixation duration or number of fixations with search accuracy. In the rest of the paper, we refer to Infomax and Greedy MAP as “statistical policies”, in the sense that they optimize generic statistical objectives insensitive to behavioral objectives or contextual constraints.

In contrast to the statistical policies, we propose a Bayes-optimal inference and control framework for active sensing, which we call C-DAC (Context-Dependent Active Controller). Specifically, we assume that the observer aims to optimize a context-sensitive objective function that takes into account behavioral costs such as temporal delay, response error, and the cost of switching from one sensing location to another. C-DAC uses this objective to choose when and where to collect sensory data, based on a continually updated statistically optimal (Bayesian) representation of the sequentially collected sensory data. This framework allows us to derive behaviorally optimal procedures for making decisions about (1) where to acquire sensory inputs, (2) when to move from one observation location to another, and (3) how to negotiate the exploration-exploitation tradeoff between collecting additional data and terminating the observation process. We also compare the performance of C-DAC and the statistical policies under different task parameters, and illustrate scenarios in which the latter perform particularly poorly. Finally, we present two approximate value iteration algorithms, based on a low-dimensional parametric and non-parametric approximation of the value function, which retain context-sensitivity while significantly reducing computational complexity.

In Sec. 2, we describe in detail the C-DAC model. In Sec. 3, we apply the model to a visual search task, simulating scenarios where C-DAC achieves a flexible trade-off between speed, accuracy and effort depending on the task demands, whereas the statistical policies fall short – this forms experimentally testable predictions for future investigations. We also present approximate value-iteration algorithms, and an extension of the search problem that incorporates peripheral vision. We conclude with a discussion of the implications of this work, relationship to previous work, as well as pointers to future work (Sec. 4).

2 The Model: C-DAC

We consider a scenario in which the observer must produce a response based on sequentially observed noisy sensory inputs (e.g., identifying target location in a search task or scene category in a classification task), with the ability to choose where and how long to collect the sensory inputs.

2.1 Sensory Processing: Bayesian Inference

We use a Bayesian generative model to capture the observer’s knowledge about the statistical relationship among hidden causes or variables and how they give rise to noisy sensory inputs, as well as prior beliefs of hidden variables. We assume that they use exact Bayesian inference in the recognition model to maintain a statistically optimal representation of the hidden state of the world based on the noisy data stream.

Conditioned on the target location \( s \), hidden and the sequence of fixation locations \( \lambda_t := \{ \lambda_1, \ldots, \lambda_t \} \), the agent sequentially observes iid inputs \( \{ x_t := \{ x_1, \ldots, x_t \} \} \):

\[
p(x_t|s; \lambda_t) = \prod_{i=1}^{t} p(x_i|s; \lambda_i) = \prod_{i=1}^{t} f_{x_i,s}(x_i) \quad (1)
\]

where \( f_{x_i,s}(x_i) \) is the likelihood function. These variables can be scalars or vectors, depending on the specific problem.

In the recognition model, repeated applications of Bayes’ Rule can be used to compute the iterative posterior distribution over the \( k \) possible target locations, or the belief state:

\[
p_t := (P(s = 1|x_t; \lambda_t), \ldots, P(s = k|x_t; \lambda_t))
\]

\[
p_t' = P(s = i|x_t; \lambda_t) \propto p(x_t|s = i; \lambda_t)P(s = i|x_{t-1}; \lambda_{t-1}) = f_{x_i,s}(x_t)p_{i-1}
\]

where \( p_0 \) is the prior belief over target location.

2.2 Action Selection: Bayes Risk Minimization

The action selection component of active vision is a stochastic control problem where the agent chooses the sensing location and the number of data points collected, and we assume the agent can optimize this process dynamically based on ongoing data collection and size of sensory data, but the exact consequence of each action is not perfectly known ahead of time.
The goal is to find a good decision policy $\pi$, which maps the augmented belief state $(x_t, \lambda_t)$ into an action $a \in A$, where $A$ consists of a set of termination actions, stopping and choosing a response, and a set of continuation actions, obtaining data point from a certain observation location. The policy $\pi$ produces for each observation sequence $(x_1, \ldots, x_t, \ldots)$, a stopping time $\tau$ (number of data points observed), a sequence of fixation choices $\lambda_t := (\lambda_1, \ldots, \lambda_t)$, and an eventual target choice $\delta$.

In the Bayes risk minimization framework, the optimization problem is formulated in terms of minimizing an expected cost function, $L_{\pi} := \mathbb{E}[l(\tau, \lambda, \delta)]_{x,s}$, averaged over stochasticity in the true target location $s$ and the data samples $x$. We assume that the cost incurred on each trial takes into account temporal delay, switch cost (cost associated with each switch in sensing location), and response errors, respectively. In accordance with the typical Bayes risk formulation of the sequential decision problem, we assume the cost function to be a linear combination of the relevant factors:

$$l(\tau, \delta; \lambda, s) = ct + c_{\delta}n_{\tau} + 1_{\{\delta \neq s\}}$$

where $n_{\tau}$ is the total number of switches ($n_{\tau} := \sum_{t=1}^{\tau-1} 1_{(\lambda_{t+1} \neq \lambda_t)}$), $c$ parameterizes the cost of temporal delay, $c_{\delta}$ the cost of a switch, and unit cost for response errors is assumed (as we can always divide $c$ and $c_{\delta}$ by the appropriate constant to make it 1). The expected cost is $L_{\pi} := c\mathbb{E}[\tau] + c_{\delta}\mathbb{E}[n_{\tau}] + P(\delta \neq s)$, where the expectation is taken over $\tau$, $\lambda$, $\delta$, and $x$. Bellman’s dynamic programming equation [Bellman, 1952] tells us that the problem is optimized if at each time point, the agent chooses the action associated with the lowest expected cost (the Q-factor for that action), given his current knowledge or belief state, $p_t$. The Q-factors for the stopping actions are straightforward: $Q^*_t(p_t, \lambda_t) := \mathbb{E}[l(t, i)|p_t, \lambda_t] = ct + c_{\delta}n_t + (1 - p_t^*)$. Obviously, the best stopping action $\delta$ is to minimize the probability of error. Thus, the stopping cost associated with the optimal stopping action ($i^* := \text{argmax}_i p_t^*$) is:

$$Q^*_t(p_t, \lambda_t) := \mathbb{E}[l(t, i^*)|p_t, \lambda_t] = ct + c_{\delta}n_t + (1 - p_t^*)$$

The Q-factor associated with each continuation action $j$ (continue sensing in location $j$) is:

$$Q^j_t(p_t = p, \lambda_t) := c(t + 1) + c_{\delta}(n_t + 1_{(j \neq i)}) + \min_{\tau', \delta, \lambda_{\tau'}} \mathbb{E}[l(\tau', \delta)|p_0 = p, \lambda_1 = j]$$

with the optimal continuation action being $Q^*_t := \min_j Q^j_t = Q^j_t$. The expected cost of continuing observing in location $j$ is equivalent to solving the original optimization problem with the prior belief set to the posterior after the previous $t$ time-steps, and the first observation location being $j$. Suppose we define the value function $V(p, i)$ as the expected cost associated with the optimal policy, given prior belief $p_0 = p$ and initial observation location $\lambda_1 = i$:

$$V(p, i) := \min_{\tau, \delta, \lambda_{\tau'}} \mathbb{E}[l(\tau, \delta)|p_0 = p, \lambda_1 = i]$$

Then the value function satisfies the following recursive relation:

$$V(p, k) = \min(Q^*_t(p, k), Q^j_t(p, k)) = \min \left( \left( \min_i Q^i_t(p, k) \right), \right.$$

$$\min_j \left( c + c_{\delta}1_{(j \neq k)} + \mathbb{E}[V(p', j)] \right) \left) \right)$$

where $p'$ is the belief state at next time-step, and the expectation is taken over the stochasticity in the next observation $x$. The optimal policy effectively divides the belief state space into a stopping region ($Q^*_t \leq Q^*$) and a continuation region ($Q^*_t > Q^*$), each of which further divided into subregions corresponding to alternative continuation and stopping actions. Note that the optimal decision policy is a stationary policy: the value function depends only on the belief state and observation location at the time the decision is to be taken, and not on time $t$ per se.

Bellman’s dynamic programming principle implies a numerical algorithm for computing the optimal policy: guess an initial setting $V'(p, k)$ of the value function (e.g., minimal stopping cost associated with each belief state $p$ and observation location $k$), then iterate Eq. 7 until convergence, which yields the value function $V(p, k) = V^\infty(p, k)$.

## 3 Case Study: Visual Search

In this section, we apply the active sensing model to a simple, three location visual search task, where we can compute the exact optimal policy (up to discretization of the state space), and compare its performance with the statistical policies [Butko and Movellan, 2010, Najemnik and Geisler, 2005]. The target and distractors differ in terms of the likelihood of observations received, when looking at them.

### 3.1 C-DAC Policy

For simplicity, we assume that the observations are binary and Bernoulli distributed (iid conditioned on target and fixation locations):

$$p(x|s = i; \lambda_t = j) = 1_{(i = j)} \beta_1 (1 - \beta_1)^{1-x} + 1_{(i \neq j)} \beta_0^x (1 - \beta_0)^{1-x}$$
The difficulty of the task is determined by the discriminability between target and distractor, or the difference between \( \beta_1 \) and \( \beta_0 \). For simplicity, we assume that the only stopping action available is to choose the current fixated location: \( \hat{s}(\tau, \lambda_t = j) = j \). To reduce the parameter space, we also set \( \beta_0 = 1 - \beta_1 \), which is a reasonable assumption stating that the distractor and target stimuli only differ in one way (e.g., opposing direction of motion when using random dots stimulus with the coherence of dots kept the same). In the following, we first present a brief description of the greedy MAP and the infomax algorithms, before moving on to model comparisons.

### 3.2 Greedy MAP Policy

The *greedy MAP* algorithm [Najemnik and Geisler, 2005] suggests that agents should try to maximize the expected one-step look-ahead probability of finding the target. Thus, the reward function is:

\[
R^g(p_t, j) = \mathbb{E}_{x_{t+1}} \left[ \max_i P(s = i | x_t, x_{t+1}, \lambda_t, \lambda_{t+1} = j) \right] \\
= \mathbb{E}_{x_{t+1}} \left[ \max_i (p_{t+1}^i) | x_{t+1}, \lambda_{t+1} = j \right]
\]

To keep the notations consistent, we define the associated \( Q \)-factor, cost and policy as:

\[
Q^g(p_t, j) = -R^g(p_t, j) \\
V^g(p_t, j) = \min_j Q^g(p_t, j) \\
\lambda^g_{t+1} = \arg\min_j Q^g(p_t, j)
\]

### 3.3 Infomax Policy

The *infomax* algorithm [Butko and Movellan, 2010] tries to maximize the information gained from each fixation, by minimizing the expected cumulative future entropy. Similar to [Butko and Movellan, 2010], we can define the \( Q \)-factors, cost and the policy as:

\[
Q^{im}(p_t, j) = \sum_{t'=t+1}^T \mathbb{E}_{x_{t'}} [H(p_{t'}) | x_{t'}, \lambda_{t+1} = j] \\
V^{im}(p_t, j) = \min_j Q^{im}(p_t, j) \\
\lambda^{im}_{t+1} = \arg\min_j Q^{im}(p_t, j)
\]

where \( H(p) = -\sum_i p^i \log p^i \) is Shannon’s entropy. Note that neither the original greedy MAP nor the infomax algorithm provide a principled answer as to when to stop searching and respond. They need to be augmented to stop once the maximum probability of any location containing the target exceeds a fixed threshold. We come back to the problem of how we set this threshold when we present comparison results.

### 3.4 Model Comparison

Before we discuss the performance of different models in terms of “behavioral” output, we first visually illustrate the decision policies (Fig. 1). The belief state \( p \) is represented by discretizing the two-dimensional belief space \((p^1, p^2)\) with \( m = 201 \) bins in each dimension \((p^1 = 1 - p^1 - p^2)\). Although for C-DAC the policy also depends on the current fixation location, we only show it for fixating the first location; the other representations being rotationally symmetric. In Fig. 1, the parameters used for the C-DAC policy are \((c, c_+ \beta) = (0.1, 0.9)\), and for the statistical policies, \((\beta, \text{thresh}) = (0.9, 0.8)\). Note that for this simple scenario with no switch cost, the infomax policy looks almost like the C-DAC policy – fixate the most likely location unless there is very strong evidence that the fixated location contains the target, in which case the observer should stop. The greedy MAP policy, on the other hand, looks completely different, and is in fact ambiguous in the sense that for a large set of belief states the policy does not give a unique next fixation location. We show one instance of this seemingly random policy, and note that there are regions where the policy suggests to look at either location 1 or 2 (green region). Similarly, there are regions where the policy suggests to look at 1 or 2 (green+orange region). In fact, the performance of greedy MAP is so poor that we exclude it from the model comparisons below.

*Fig. 1: Decision policies – Infomax resembles C-DAC. Blue: stop. Green: fixate location 1. Orange: fixate location 2. Brown: fixate location 3. Environment \((c, c_+ \beta) = (0.1, 0.9)\). Threshold for infomax and greedy MAP = 0.8*

Fig. 2 shows the effects of how the C-DAC policy changes when different parameters of the task are changed. As seen in the figure, the stopping region expands if the cost of time increases (high \( c \)), intuitively this makes sense – if each time step is costlier then the observer should stop at a lower level of confidence, at the expense of higher error rate. Similarly, for the case when \( \beta \) is smaller (high noise), stopping with a lower level of confidence makes sense – the value of each additional observation depends on how noisy the data is, the noisier the less worthwhile to continue observing,
thus leading to a lower stopping criterion. Lastly, and arguably the most interesting case, is when there is an additional switch cost (added $c_s$); this deters the algorithm from switching even when the belief in a given location has reduced below 1/3. In fact, this is the scenario where optimizing for behavioral objectives turns out to be truly beneficial, and although infomax can approximate the C-DAC policy when the switch cost is 0, it cannot do so when switch cost comes in to play.

Next, we look at how these intuitions from the policy plots translate to output measures in terms of accuracy, response delay, and number of fixations. In order to set the stopping threshold for the infomax policy in the most generous/optimistic setting, we first run the C-DAC policy, and then set the threshold for infomax so that it matches the accuracy of C-DAC \(^3\), while we compare the other output measures. We choose two scenarios: (1) no switch cost, (2) with switch cost. For all simulations, the algorithm starts with uniform prior ($p = (1/3, 1/3, 1/3)$) and initial fixation location 1, while the true target location is uniformly distributed. Fig. 3 shows the accuracy, number of time steps and number of switches for both scenarios. Confirming the intuition from the policy plots, the performance of infomax and C-DAC are comparable for $c_s = 0$. However, when a switch cost is added, $c_s = 0.2$, we see that although the accuracy is comparable by design, there is small improvement in search time of C-DAC, and a notable advantage in the number of switches. The behavior of the infomax policy does not adapt to the change in the behavioral cost function, thus incurring an overall higher cost. Algorithms like infomax that maximize abstract statistical objectives lack the inherent flexibility to adapt to changing behavioral goals or environmental constraints. Even for this simple visual search example, Infomax does not have a principled way of setting the stopping threshold, and we gave it the best-scenario outcome by adopting the stopping policy generated by C-DAC in different contexts.

\(^3\)Since a binary search is required to set this matching threshold, and the accuracy is sensitive w.r.t. this threshold, we settle on an approximate accuracy match for infomax that is comparable or lower than C-DAC.

### 3.5 Approximate Control

Our model is formally a variant of POMDP (Partially Observable Markov Decision Process), or, more specifically, a Mixed Observability Markov Decision Process (MOMDP) [Ong et al., 2010, Araya-López et al., 2010], which differs from ordinary POMDP in that part of the state space is partly hidden (target location in our case) and partly observable (current fixation location in our case). In general, POMDPs are hard to solve since the decision made at each time step depends on all the past actions and observations, thus imposing enormous memory requirements. This is known as the curse of history, and is the first major hurdle towards any practical solution. An elegant way to alleviate this is to use belief states which serve as a sufficient statistic for the process history, thus requiring to maintain just a single distribution instead of the entire history. Converting a POMDP to a belief-state MDP is in fact a prevalent technique and the one we employ. However, this leads to another computational hurdle, known as the curse of dimensionality, since now we have a MDP with a continuous state-space, making tabular representation of value function infeasible. One way to work around the problem is to discretize the belief state space into a grid, where instead of finding the value function at all the points in the belief state simplex, we only do so for a finite number of grid points. The grid approximation, that we also use, has appealing performance guarantees which improve as the density of the grid is increased [Lovejoy, 1991]. To evaluate the value function at the points not in this set, we use some sort of interpolation technique (value at the nearest grid point, weighted average value at k-nearest grid point, etc.). However, although grid approximation may work for small state spaces, it does not scale well to larger, practical problems. For example, when used for the active sensing problem with $k$ sensing locations, a uniform grid of size $n$ has $O(kn^{k-1})$ complexity.

Although there is a rich body of literature on approximate solutions of POMDP (e.g. [Powell, 2007, Lagoudakis and Parr, 2003, Kaplow, 2010]) tackling both general as well as application-specific approximations, most are inappropriate for dealing with the MOMDP problem such as the one encountered here. Furthermore, most of the POMDP approximation algorithms focus on discounted rewards and/or finite-horizon problems. Our formulation does not fall into these categories and thus require novel approximation schemes. We note that the Q-factors and the resulting value function are smooth and concave, making them amenable to low dimensional approximations. At each step, we find a low dimensional representation of the value function, and use that for the update step of the
value iteration algorithm. Specifically, instead of re-computing the value function at each grid point, here we generate a large number of samples uniformly on the belief state space, compute a new estimate of the value function at those locations, and then extrapolate the value function to everywhere by improving its parametric fit.

The first low-dimensional approximation we consider is the Radial Basis Functions (RBF) representation:

1. Generate $M$ RBFs, centered at $\{\mu_i\}_{i=1}^M$, with fixed
   $\sigma$: $\phi(p) = \frac{1}{\sigma(2\pi)^{d/2}} e^{-\frac{||p-\mu_i||^2}{2\sigma^2}}$
2. Generate $m$ random points from belief space, $p$.
3. Initialize $\{V(p_i)\}_{i=1}^m$ with the stopping costs.
4. Find minimum-norm $w$ from: $V(p) = \Phi(p)w$.
5. Generate new $m$ random belief state points ($p'$).
6. Evaluate required $V$ values using current $w$.
7. Update $V(p')$ using value iteration.
8. Find a new $w$ from $V(p') = \Phi(p')w$.
9. Repeat steps 5 through 8, until $w$ converges.

While we adopt a Gaussian kernel function, other constructs are possible and have been implemented in our problem without significant performance deviation (not shown), e.g. multiquadratic ($\phi(p) = \sqrt{1+\epsilon||p-\mu_i||^2}$), inverse-quadratic ($\phi(p) = (1+\epsilon||p-\mu_i||^2)^{-1}$), thin plate spline ($\phi(p) = ||p-\mu_i||^2\ln||p-\mu_i||$, etc. [Buhmann, 2003].

The RBF approximation requires setting several parameters (number, mean, and variance of bases), which can be impractical for large problems, when there is little or no information available about the properties of the true value function. We thus also implement a nonparametric variation of the algorithm, whereby we use Gaussian Process Regression (GPR) [Williams and Rasmussen, 1996] to estimate the value function (step 4, 6 and 8). In addition, we also implement GPR with hyperparameter learning (Automatic Relevance Determination, ARD), thus obviating the need to preset model parameters.

The approximations lead to considerable computational savings. The complexity of the RBF approximation is $O(k(mM + M^3))$, for $k$ sensing locations, $m$ random points chosen at each step, and $M$ bases. For the GPR approximation, the complexity is $O(kN^3)$, where $N$ is the number of points used for regression. In practice, all the approximation algorithms we consider converge rapidly (under 10 iterations), though we do not have a proof that this holds for a general case.

In the simulations, the RBF approximate policy uses $m = 1000$ random point for each iteration, and $M = 49$ bases, uniformly placed in the belief simplex, with a unit variance. The GPR approximate policy uses a unit length scale, unit signal strength and a noise-strength of 0.1, with $N = 200$ random points used for regression. Fig. 4A shows the exact policy vs. the learned approximate policies for different approximations when the switch cost is 0, $(c, c_s, \beta) = (0.1, 0.1, 0.9)$. We notice that with handcrafted bases, RBF is a good approximation of the exact policy, whereas relaxing...
the parametric form in GPR and subsequently learning the hyperparameters in GPR with ARD, leads to a slightly poorer but more robust non-parametric approximation. Similar observations can be made in Fig. 4B, for the environment with added switch cost, $(c, c_s, \beta) = (0.1, 0.1, 0.9)$. All the results are shown over a 201x201 grid. These faster yet robust approximations motivated us to apply our model to more complex problems. We investigate one such problem of visual search with peripheral vision next, and show how our model is fundamentally different from existing formulations such as infomax, even when the cost of effort is not considered.

3.6 Visual Search with Peripheral Vision

In the very simple three-location visual search problem we considered above, we did not incorporate the possibility of peripheral vision, or the more general possibility that a sensor positioned in a particular location can have distance-dependent, degraded information about nearby locations as well. We therefore consider a simple example with peripheral vision (see Fig. 5B), whereby the observer can saccade to intermediate locations that give reduced information about either two (sensing locations on the edges of the triangle) or three (sensing location in the center) stimuli. This is motivated by experimental observations that humans not only fixate most probable target locations but sometimes also center-of-gravity locations that are intermediate among two or more target locations [Findley, 1982, Zelinsky et al., 1997].

![Figure 5: Schematics of visual search task. The general task is to find the target (left-moving dots) amongst distractors (right-moving dots). Not drawn to scale. (A) Task 1: agent fixates one of the target patches at any given time. (B) Task 2: agent fixates one of the blue circle regions at any given time](image)

Formally, we need an acuity map, the notion that it is possible to gain information about stimuli peripheral to the fixation center (fovea), such that the quality of that information decays at greater spatial distance away from the fovea. For example, the task of Fig. 5B would require a continuation action space of 7 elements, $L = \{l_1, l_2, l_3, l_{12}, l_{23}, l_{13}, l_{123}\}$, where the first three actions correspond to fixating one of the three target locations, the next three to fixating midway between two target locations, and the last to fixating the center of all three. We parameterize the quality of peripheral vision by augmenting the observations to be three-dimensional, $(x^1, x^2, x^3)$, corresponding to the three simultaneously viewed locations. We assume that each $x_i$ is generated by a Bernoulli distribution favoring 1 if it is the target, and 0 if it is not, and its magnitude (absolute difference from 0) is greatest when observer directly fixates the stimulus, and smallest when the observer directly fixates one of the other stimuli. We use 4 parameters to characterize the observations $(1 > \beta_1 > \beta_2 > \beta_3 > \beta_4 >= 0.5)$. So, when the agent is fixating one of the potential target locations ($l_1, l_2$ or $l_3$), it gets an observation from the fixated location (parameter $\beta_1$ or $1 - \beta_1$ depending on whether it is the target or a distractor), and observations from the non-fixated locations (parameter $\beta_4$ or $1 - \beta_4$ depending on whether they are a target or a distractor). Similarly, for the midway locations ($l_{12}, l_{23}$ or $l_{13}$), the observations are received for the closest locations (parameter $\beta_2$ or $1 - \beta_2$ depending on whether they are a target or a distractor), and from the farther off location (parameter $\beta_3$ or $1 - \beta_3$ depending on whether they are a target or a distractor). Lastly, for the center location ($l_{23}$), the observations are made for all three locations (parameter $\beta_3$ or $1 - \beta_3$ depending on whether they are a target or a distractor). Furthermore, since the agent can now look at locations that cannot be target, we relax the assumption that the agent must look at a particular location before choosing it, allowing the agent to stop at any location and declare the target.

3.7 Model Comparison

We first present the policies, and, similar to our discussion of simple visual search task, we only show the C-DAC policy looking at the first location ($l_1$) (the other fixation-dependent policies are rotationally symmetric). It is evident from Fig. 6 that now the C-DAC policy differs from the infomax policy even when no switch cost is considered, thus pointing to a more fundamental difference between the two. Note that for the parameters used here, C-DAC never chooses to look at the center $l_{23}$, but it does so for other parameter settings (not shown). Infomax, however, never even looks at the actual potential locations, favoring only midway locations before declaring the target location.

For performance comparison in terms of behavioral output, we again investigate two scenarios: (1) no switch cost, (2) with switch cost. The threshold for infomax is set so that the accuracies are matched to facilitate fair comparison. For all simulations, the al-
algorithm starts with uniform prior ($p = (1/3, 1/3, 1/3)$) and initial fixation at the center (location $l_{123}$), while the true target location is uniformly distributed. Fig. 7 shows the accuracy, number of time steps, and number of switches for both scenarios. Now we notice that C-DAC outperforms infomax even when switch cost is not considered, in contrast to the simple task without peripheral vision (Fig. 3). Note however that C-DAC makes more switches for $c_s = 0$, which makes sense since switches have no cost, and search time can potentially be reduced by allowing more switches. However, when we add a switch cost ($c_s = 0.005$), C-DAC significantly reduces number of switches, whereas infomax lacks this adaptability to a changed environment.

4 Discussion

In this paper, we proposed a POMDP plus Bayes risk-minimization framework for active sensing, which optimizes behaviorally relevant objectives in expectation, such as speed, accuracy, and switching efficiency. We compared this C-DAC policy to the previously proposed infomax and greedy MAP policies. We found that greedy MAP performs very poorly, and although Infomax can approximate the optimal policy for some simple environments, it lacks intrinsic context sensitivity or flexibility. Specifically, for different environments, there is no principled way to set a decision threshold for either greedy MAP or Infomax, leading to higher costs, longer fixation durations, and larger number of switches in problem settings when those costs are significant. This performance difference and the advantage of the added flexibility provided by C-DAC becomes even more profound when we consider a more general visual search problem with peripheral vision. The family of approximations that we present opens up the avenue for application of our model to complex, real world problems.

There have been several other related active sensing algorithms that differ from C-DAC in their state representation, inference, control and/or approximation scheme. We briefly summarize some of these here. In [Darrell and Pentland, 1996], the problem of active gesture recognition is studied, by using historic state representation and nearest neighbor Q-function approximation. Sensing strategies for robots in RoboCup competition is studied in [Kwok and Fox, 2004], which uses states augmented with associated uncertainty and model-free Least Square Policy Iteration (LSPI) approximation [Lagoudakis and Parr, 2003]. Context dependent goals are considered in [Ji et al., 2007] and [Naghshvar and Javidi, 2010]. The former concentrates on multi-sensor multi-aspect sensing using Point Based Value Iteration (PBVI) approximation [Pineau et al., 2006]. The latter aims to provide conditions for reduction of an active sequential hypothesis testing problem to passive hypothesis testing. A Reinforcement Learning paradigm where reward is not dependent on information gain but on how close a cascade brings the target to the optical axis has also been proposed [Minut and Mahadevan, 2001]. Other control strategies like random search, sequential sweeping search, “Drosophila-inspired” search [Chung and Burdick, April 2007] and hierarchical POMDPs for visual action planning [Sridharan et al., 2010] have also been proposed. We choose infomax to compare our C-DAC policy against because, as a human-vision inspired model, it not only explains human fixation behavior on a variety of tasks, but also has cutting edge computer vision applications (e.g. the digital eye [Butko and Movellan, 2010]).

A related problem domain, not typically studied as POMDP or MDP, is Multi-Armed Bandits (MAB) [Gittins, 1979]. The classical example of a MAB problem concerns with pulling levers (or playing arms) in a set of slot machines. The person gambling is unaware of the states and reward distribution of the levers, and has to figure out which lever to pull next in order to maximize the cumulative reward. Noting a correspondence between the ideas of pulling arms and fixating location, and between rewards and observations, the MAB framework seems to describe the active sensing problem. Concretely, given the locations fixated (arms played) so far, and the observations (rewards) received, how to choose which location to fixate (which arm to play) next. However, there are certain characteristics of the active sensing problem that make it difficult to study in a MAB framework as yet. Firstly, the problem is an instance of restless bandits [Whittle, 1988], where the state of an arm can change even when it is not played. In active sensing, the belief about a location being the target does change even when it is not fixated. Whittles index is a simple rule that assigns a value to each arm in a restless setting, and the
arm with the highest value is then played. The rule is asymptotically optimal only for a sub-class of problems (e.g. [Washburn and Schneider, 2008] and [Liu and Zhao, 2010]), but not optimal in general. Second, the states of the arms in the active sensing task are correlated (the elements of the belief-state have to add up to 1). There is some work on correlated arms for specific structure of correlation, like clustered arms [Pandey et al., 2007] and Gaussian process bandits [Dorard et al., 2009], but so far there is no general strategy for handling this scenario.

Active learning is another related approach, with hypothesis testing as a sub-problem that is related to the problem of active sensing. The setting involves an unknown true hypothesis, and an agent that can perform queries providing information about the underlying hypothesis. The task is then to determine which query to perform next to optimally reduce the number of plausible hypothesis (version space). In active sensing however, although the belief about a hypothesis (target location) can become arbitrarily low, the number of plausible hypothesis does not reduce. This problem is investigated in [Golovin et al., 2010], and a near-optimal greedy solution is proposed along with performance guarantees. Besides the sub-optimality of the approach, the same test cannot be performed more than once (whereas in active sensing, one location can be fixated more than once). The lack of this provision stems from the fact that the noisy observations considered are actually deterministic with respect to a hidden noise parameter. Thus, as of yet it is hard to cast the active sensing problem in this framework.

We thus conclude that although there is a rich body of literature on related problems, as can be seen from the few examples we presented, our formulation is novel (to our best knowledge) in its goals and principled approach to the problem of active sensing. In general, the framework proposed here has the potential for not only applications in visual search, but a host of other problems, ranging from active scene categorization to active foraging. The decision policies it generates are adaptive to the environment and sensitive to contextual factors. This flexibility and robustness to different environments makes the framework an appealing choice for a variety of active sensing applications.

References


Graph-based methods provide a powerful tool set for many non-parametric frameworks in Machine Learning. The common assumption behind these methods is the datapoints can be represented as the nodes of a graph whose edges encode some notion of similarity between the datapoints. Graph-based methods have been applied to various applications in ML including clustering (Ng et al., 2001a; von Luxburg, 2007; Amizadeh et al., 2012b), semi-supervised learning (Zhu, 2005; Zhou et al., 2003), link-analysis (Ng et al., 2001c,b) and dimensionality reduction (Belkin and Niyogi, 2002; Zhang et al., 2012).

On the algorithmic side, many of these methods involve computing the random walk on the graph which is mathematically represented by a (Markov) transition matrix over the graph. In general, the computation of such matrix takes $O(N^2)$ time and memory, where $N$ is the problem size. As a result, for problems with large $N$, the direct computation of the transition matrix (or its variants) quickly becomes infeasible. This is indeed a big challenge for applying many graph-based frameworks specially with the advent of large-scale datasets in many fields in ML. To tackle this challenge, a significant effort has been made in the literature to develop the approximation techniques that somehow reduce the representation of the underlying graph. Based on the nature of approximation, these methods are generally categorized into node reduction (Kumar et al., 2009; Talwalkar et al., 2008; Amizadeh et al., 2011), edge reduction (von Luxburg, 2007; Jebara et al., 2009; Qiao et al., 2010), Fast Gauss Transform (Yang et al., 2003, 2005) and hierarchical (Amizadeh et al., 2012a; Lee et al., 2011) techniques.

Recently, Amizadeh et. al (Amizadeh et al., 2012a) have proposed a hierarchical approximation framework called the Variational Dual-Tree (VDT) framework for the same purpose. In particular, by combining the variational approximation with hierarchical clustering of data, VDT provides a fast and scalable method to directly approximate the transition matrix of the random walk. Furthermore, the hierarchical nature of VDT makes it possible to have approximations at different levels of granularity. In fact, by changing the level of approximation in VDT, one can adjust the trade-off between computational complexity and approximation accuracy. One major restriction with the VDT framework, however, is it only works
for Euclidean spaces where similarity is expressed via the Euclidean distance. This can be problematic in many real applications where the Euclidean distance is not the best way to encode similarity. Unfortunately, the extension of VDT to a general distance metric is not straightforward, mainly because the key computational gain of VDT is achieved by relying on the functional form of the Euclidean distance.

In this paper, our goal is to extend the VDT framework to use a general class of divergences called Bregman divergences (Banerjee et al., 2005). We propose this new method as the Bregman Variational Dual Tree (BVDT) framework. Bregman divergences cover a diverse set of divergences and distances which can all be reformulated in a unified functional form. They have been used in many ML paradigms including clustering (Banerjee et al., 2005), matrix approximation (Dhillon and Sra, 2005; Banerjee et al., 2004), nearest neighbor retrieval (Cayton, 2008) and search (Zhang et al., 2009). From the applied side, some famous distances and divergences such as Euclidean distance, KL-Divergence and Logistic Loss are in fact the instances of Bregman divergences. By extending the VDT framework to Bregman divergences, one can use it with any instance of Bregman divergences depending on the application and therefore it becomes accessible to a large class of applications where similarity is expressed via non-Euclidean measures.

The crucial aspect of using Bregman divergences for the VDT framework is it does not cost us any extra order of computations; it still has the same computational and memory complexity order as the original VDT. In particular, we show that by exploiting the functional form of the general Bregman divergence, one can design a similar mechanism as in VDT to significantly cut unnecessary distance computations. This is a very important property because the motivation to develop variational dual-trees in the first place was to tackle large-scale problems.

One nice feature of the VDT framework is its probabilistic interpretation. In fact, the whole framework is derived from the data likelihood. We show that by using the natural correspondence between the Bregman divergences and the exponential families, we can reconstruct the same probabilistic interpretation for the BVDT framework which induces a more general modeling perspective for the problems we consider. The benefit of such probabilistic view is not restricted only to the theoretical aspects; as we show by a walkthrough example, one can utilize the probabilistic view of our model to derive appropriate Bregman divergences for those domains where the choice of a good Bregman divergence is not apparent. In particular, in this paper, we use this construction procedure to derive a proper Bregman divergence for frequency data (specifically text data in our experiments). By applying the BVDT framework equipped with the derived divergence on various text datasets, we show the clear advantage of our framework over the original VDT framework in terms of the approximation accuracy, while preserving the same computational complexity. Finally, we show that the original VDT framework is in fact a special case of the BVDT framework.

2 Euclidean Variational Dual-Trees

To prepare the reader for the proposed Bregman divergence extension to the VDT framework, we will in this section briefly review the basic elements of VDT. Interested readers may refer to (Amizadeh et al., 2012a) for further details.

2.1 Motivation

Let \( D = \{x_1, x_2, \ldots, x_N\} \) be a set of i.i.d. datapoints in \( \mathcal{X} \subseteq \mathbb{R}^d \). The similarity graph \( G = (D, D \times D, W) \) is defined as a complete graph whose nodes are the elements of \( D \) and the matrix \( W = [w_{ij}]_{N \times N} \) represents the edge weights of the graph. A weight \( w_{ij} = k(x_i, x_j; \sigma) = \exp(-\|x_i - x_j\|^2/2\sigma^2) \) is defined by the similarity between nodes \( x_i \) and \( x_j \). The closer \( x_i \) and \( x_j \) are in terms of the Euclidean distance \( \|x_i - x_j\| \), the higher the similarity weight \( w_{ij} \) will be. The bandwidth parameter \( \sigma \) is a design parameter that scales the similarities in the graph. By abstracting the input space into a graph, the similarity graph essentially captures the geometry of the data.

Once the similarity graph is constructed, one can define a random walk on it. The transition probability distributions are in this case given by the transition matrix \( P = [p_{ij}]_{N \times N} \), where \( p_{ij} = w_{ij}/\sum_{k \neq i} w_{ik} \) is the probability of jumping from node \( x_i \) to node \( x_j \). Note that the elements in each row of \( P \) sum up to 1 so that each row is a proper probability distribution. The transition matrix is the fundamental quantity used by many graph-based Machine Learning frameworks, as mentioned already in Section 1.

In terms of computational resources, it takes \( O(N^2) \) CPU and memory to construct and maintain the transition matrix, which can be problematic when the number of datapoints, \( N \), becomes large. This is, in fact, quite typical in many real-world datasets and therefore leaves us with a serious computational challenge in using many graph-based frameworks. To overcome this challenge, the key idea is to somehow reduce the representation of \( P \). The Variational Dual-Tree (VDT) framework provides a non-parametric methodology to approximate and represent
in $O(N^{1.5} \log N)$. One big advantage of this framework to its counterparts is that it directly computes the transition matrix without computing the intermediate similarity matrix $\mathcal{W}$. Another advantage of VDT is that given a distance computation of $O(1)$ between any two datapoints, the overall computational complexity of VDT does not depend on the dimensionality $d$ of the input space.

2.2 Variational Dual-Tree Partitioning

The main idea behind the computational reduction by the VDT framework is to partition the transition matrix $\mathbb{P}$ into blocks, where each block ties the individual transition probabilities in that block into a single number (or parameter). The number of different elements in $\mathbb{P}$ is in this way reduced from $N^2$ to $|\mathcal{B}|$, the number of blocks. In the VDT framework, a cluster tree hierarchy of the data lets us define blocks of different sizes according to nodes at different granularity levels in the tree. In this way, the number of blocks $|\mathcal{B}|$ can be as small as $O(N)$ (Amizadeh et al., 2012a).

More specifically, let $\mathcal{T}$ be a binary tree that represents a hierarchical clustering of data. Given $\mathcal{T}$, a valid block partition $\mathcal{B}$ defines a mutually exclusive and exhaustive partition of $\mathbb{P}$ into blocks (or submatrices) $(A, B) \in \mathcal{B}$, where $A$ and $B$ are two non-overlapping subtrees in $\mathcal{T}$. That is, $A$ cannot be a subtree of $B$ or vice versa. A valid block partition $\mathcal{B}$ relates to a similarity graph as follows. If $A$ and $B$ are two non-overlapping datapoint clusters, then the block $(A, B) \in \mathcal{B}$ represents the transition probabilities from datapoints in node $A$ to datapoints in node $B$ with only one parameter, which is denoted by $q_{AB}$. That is, $\forall x_i \in A, x_j \in B, p_{ij} = q_{AB}$; we call this a block constraint. Valid block partitions are not unique; in fact, any further refinement of a valid partition results in a new valid partition with increased number of blocks. In the coarsest partition, each subtree in $\mathcal{T}$ is blocked with its sibling, resulting in the minimum number of blocks $|\mathcal{B}| = 2(N - 1)$. The coarsest partition embodies the approximation of $\mathbb{P}$ at the coarsest level. On the other hand, in the finest partition, each leaf in $\mathcal{T}$ is blocked with all the other leaves resulting in the maximum number of blocks $|\mathcal{B}| = N(N - 1)$; this partition exactly represents $\mathbb{P}$ with no approximation. The other valid partitions vary between these two extremes. In this setup, a finer partition has better approximation accuracy at the cost of increased computational complexity and vice versa. Figure 1 borrowed from (Amizadeh et al., 2012a) shows an example of a block partitioning with its corresponding cluster tree.

Given a block partitioning $\mathcal{B}$ of $\mathbb{P}$, one needs to compute the parameter set $\mathcal{Q} = \{q_{AB} \mid (A, B) \in \mathcal{B}\}$ as the final step to complete the approximation of $\mathbb{P}$. For this purpose, the VDT framework maximizes the variational lower bound on the log-likelihood of data with the set $\mathcal{Q}$ as the variational parameters. In this framework, the likelihood of data is modeled by the non-parametric kernel density estimate. In particular, a Gaussian kernel is placed on each datapoint in the input space such that each datapoint $x_i$ plays two roles: (I) a datapoint where we want to compute the likelihood at, and (II) the center of a Gaussian kernel. We denote datapoint $x_i$ as $m_i$ when it is regarded as a kernel center. Using this notation, the likelihood of dataset $\mathcal{D}$ is computed as:

$$p(D) = \prod_i p(x_i) = \prod_i \sum_j p(m_j)p(x_i \mid m_j), \quad (1)$$

where $p(x_i \mid m_j)$ is the Gaussian density at $x_i$ centered at $m_j$; that is, $p(x_i \mid m_j) = \exp(-\|x_i - m_j\|^2/(2\sigma^2))/(2\pi\sigma^2)^{-d/2}$, and $p(m_j) = 1/(N - 1)$ is the uniform mixture weight. Using Bayes rule, we observe that the posterior $p(m_j \mid x_i)$ is equal to the transition probability $p_{ij}$. The lower-bound on the log-likelihood is then computed as:

$$\log p(D) = \sum_i \log \sum_{j \neq i} q_{ij} p(m_j)p(x_i \mid m_j)$$

$$\geq \sum_i q_{ij} \log \frac{p(m_j)p(x_i \mid m_j)}{q_{ij}}$$

$$= \log p(D) - \sum_i \mathcal{D}_{KL}(q_i || p_i) \triangleq \ell(D), \quad (2)$$

where $q_{ij}$’s are the variational parameters approximating $p_{ij}$’s and $\mathcal{D}_{KL}(q_i || p_i)$ is the KL-divergence between two distributions $q_i$ and $p_i$. With only the sum-to-one constraints $\forall i : \sum_{j \neq i} q_{ij} = 1$, the optimization in Eq. (2) returns $q_{ij} = p_{ij}$; that is, there is no approximation! However, by adding the block constraints from the block partition $\mathcal{B}$, one can rewrite Eq. (2) in terms of the block parameters in $\mathcal{Q}$. Let us first
reformulate the sum-to-one constraints in accordance with the block partition as follows:
\[ \sum_{(A,B) \in B(x_i)} |B| \cdot q_{AB} = 1 \]  \hspace{1cm} \text{for all } x_i \in D. \quad (3)
where, \( B(x_i) \triangleq \{(A, B) \in B \mid x_i \in A \} \). In this case,
\[ \ell(D) = c - \frac{1}{2\sigma^2} \sum_{(A,B) \in B} q_{AB} \cdot D_{AB} \]
\[ - \sum_{(A,B) \in B} |A| \cdot q_{AB} \log q_{AB}, \]  \hspace{1cm} (4)
where \( c = -N \log \left( (2\pi)^{d/2} \sigma^d (N-1) \right) \)
\[ D_{AB} = \sum_{x_i \in A, m_j \in B} \|x_i - m_j\|^2. \]  \hspace{1cm} (5)
(Thiesson and Kim, 2012) has proposed an \( O(|B|) \)-time algorithm to maximize Eq. (4) under the constraints in Eq. (3).
A very crucial element of the VDT framework is the way that Eq. (5) is computed; the direct computation of the double-sum for \( D_{AB} \) of all blocks would send us back to an \( O(N^2) \)-time algorithm! Fortunately, this can be avoided thanks to the Euclidean distance, where \( D_{AB} \) can be written as:
\[ D_{AB} = |A|S_2(B) + |B|S_2(A) - 2S_1(A)^T S_1(B), \]  \hspace{1cm} (6)
where, \( S_1(A) = \sum_{x \in A} x \) and \( S_2(A) = \sum_{x \in A} x^T x \) are the statistics of subtree \( A \). These statistics can be incrementally computed and stored while the cluster tree is being built; an \( O(N) \) computation. Using these statistics, \( D_{AB} \) is computed in \( O(1) \). The crux of the reformulation in Eq. (6) is the decoupling of the \textit{mutual interactions} between two clusters \( A \) and \( B \) so that the sum of mutual interactions can be computed using the sufficient statistics pre-calculated independently for each cluster.
Once the parameters \( Q \) are computed, we have the block approximation of \( P \) which we denote by \( Q \). (Amizadeh et al., 2012a) has proposed an \( O(|B|) \)-time algorithm to compute the matrix-vector multiplication \( Qv \) for an arbitrary vector \( v \). We will use this algorithm for label propagation in Eq. (29) in Section 4.2.

### 2.3 Anchor Tree Construction

So far, we assumed the cluster hierarchy tree \( T \) is given. In reality, however, one needs to efficiently build such a hierarchy from data as the first step of the VDT framework. (Amizadeh et al., 2012a) has used the \textit{anchor construction} method (Moore, 2000) for this purpose. Compared to the classical \( O(N^3) \)-time agglomerative clustering algorithm, the construction time for this tree is \( O(N^{1.5} \log N) \) for a relatively balanced data set (see Amizadeh et al. (2012a), Appendix). The construction starts with an \textit{anchor growing phase} that for the \( N \) data points gradually grows a set of \( \sqrt{N} \) anchors \( A \). Each anchor \( A \) in \( A \) has a pivot datapoint \( A_p \) and maintains a list of individual \textit{member} datapoints \( A_M \) sorted by decreasing order of distance to the pivot \( \|x_i - A_p\|, x_i \in A_M \). The distance to the first datapoint in the list therefore defines a \textit{covering radius} \( A_r \) for the anchor, where \( \|x_i - A_p\| \leq A_r \) for all \( x_i \in A_M \).
The anchor growing phase constructs a first anchor by choosing a random datapoint as pivot and assigning all datapoints as members of that anchor. A new anchor \( A^\text{new} \) is now added to a current set of anchors in three steps until \( \sqrt{N} \) anchors are found: first, its pivot element is chosen as the datapoint with largest distance to the pivot(s) of the current anchor(s):
\[ A^\text{new}_p = \arg \max_{x_i \in A_M, A \in A} \| x_i - A_p \|. \]  \hspace{1cm} (7)
Second, the new anchor now iterates through the member elements of current anchors and "steals" the datapoints with \( \| x_i - A^\text{new}_p \| < \| x_i - A_p \| \). Because the list of elements in an anchor is sorted with respect to \( \| x_i - A_p \| \), a significant computational gain is achieved by not evaluating the remaining datapoints in the list once we discover that for the \( i \)-th datapoint in the list \( \| x_i - A_p \| \leq d_{thr} \), where
\[ d_{thr} = \| A^\text{new}_p - A_p \|/2. \]  \hspace{1cm} (8)
This guarantees that the elements with index \( j \geq i \) in the list are closer to their original anchor’s pivot and cannot be stolen by the new anchor. When a new anchor is done stealing datapoints from older anchors, its list of elements is finally sorted.
Once the \( \sqrt{N} \) anchors are created, the anchor tree construction now proceeds to \textit{anchor agglomeration phase} that assigns anchors as leaf nodes and then iteratively merges two nodes that create a parent node with the \textit{smallest} covering radius. This agglomerative bottom-up process continues until a hierarchical binary tree is constructed over the \( \sqrt{N} \) initial anchors. With an Euclidean distance metric, the covering parent for two nodes \( A \) and \( B \) can be readily computed as the node \( C \) with pivot and radius
\[ C_p = (|A| \cdot A_p + |B| \cdot B_p) /(|A| + |B|) \]
\[ C_r = (A_r + B_r + \| B_p - A_p \|)/2 \]  \hspace{1cm} (9)
Finally, recall that the leaves (i.e. the initial anchors) in this newly constructed tree contain \( \sqrt{N} \) datapoints on average each. The whole construction algorithm is now recursively called for each anchor leaf to grow it into a subtree. The recursion ends when the leaves of the tree contain only one datapoint each.
3 Bregman Variational Dual-Trees

The Euclidean VDT framework has been shown to be a practical choice for large-scale applications. However, its inherent assumption that the underlying distance metric in the input space should be the Euclidean distance is somewhat restrictive. In many real-world problems, the Euclidean distance is simply not the best way to quantify the similarity between datapoints.

On the other hand, the VDT framework does not seem to depend on the choice of distance metric, which makes it very tempting to replace the Euclidean distance in the formulation of the VDT framework with a general distance metric. Unfortunately, there is one problem: the de-coupling in Eq. (6) was achieved only because of the Euclidean distance special form which is not the case for a general distance metric. Unfortunately, we cannot compromise on this de-coupling simply because, without it, the overall complexity of the framework is back to $O(N^2)$. One solution is to use some approximation technique similar to Fast Gauss Transform techniques (Yang et al., 2005) to approximately de-couple a general distance metric. Although, this may work well for some special cases, in general, the computational burden of such approximation can be prohibitive; besides, we will have a new source of approximation error.

So, if we cannot extend VDT for general distance metric, is there any sub-class of metrics or divergences which we can safely use to extend the VDT framework? The answer is yes, the family of Bregman divergences is a qualified candidate. This family contains a diverse set of divergences which also include the Euclidean distance. By definition, the Bregman divergence has a de-coupled form which makes it perfect for our purpose. From the applied side, Bregman divergences cover some very practical divergences and metrics such as Euclidean distance, KL-Divergence and Logistic Loss that are widely used in many engineering and scientific applications. Furthermore, the natural correspondence of Bregman divergences with the exponential families provides a neat probabilistic interpretation for our framework.

3.1 Bregman Divergence and The Exponential Families

Before illustrating the Bregman Variational Dual-Tree (BVDT) framework, we briefly review the Bregman divergence, its important properties and its connection to the exponential families. Interested readers may refer to (Banerjee et al., 2005) for further details.

Let $X \subseteq \mathbb{R}^d$ be a convex set in $\mathbb{R}^d$, $ri(X)$ denote the relative interior of $X$, and $\phi : X \mapsto \mathbb{R}$ be a strictly convex function differentiable on $ri(X)$, then the Bregman divergence $d_\phi : X \times ri(X) \rightarrow [0, \infty)$ is defined as:

$$d_\phi(x, y) \triangleq \phi(x) - \phi(y) - (x - y)^T \nabla \phi(y) \quad (11)$$

where, $\nabla \phi(y)$ is the gradient of $\phi(\cdot)$ evaluated at $y$. For different choices of $\phi(\cdot)$, we will get different Bregman divergences. Table 1 lists some famous Bregman divergences. It is important to note that the general Bregman divergence is not a distance metric: it is not symmetric, nor does it satisfy the triangular inequality. However, we have $\forall x \in X, y \in ri(X) : d_\phi(x, y) \geq 0, d_\phi(y, y) = 0$.

Let $S = \{x_1, \ldots , x_n\} \subset X$ and $X$ be a random variable that takes values from $S$ with uniform distribution\(^1\); the Bregman information of the random variable $X$ for the Bregman divergence $d_\phi(\cdot, \cdot)$ is defined as:

$$I_\phi(X) \triangleq \min_{s \in ri(X)} \mathbb{E}[d_\phi(X, s)] = \min_{s \in ri(X)} \frac{1}{n} \sum_{i=1}^n d_\phi(x_i, s) \quad (12)$$

The optimal $s$ that minimizes Eq. (12) is called the Bregman representative of $X$ and is equal to:

$$\arg \min_{s \in ri(X)} \mathbb{E}[d_\phi(X, s)] = E[X] = \frac{1}{n} \sum_{i=1}^n x_i \triangleq \mu \quad (13)$$

That is, the Bregman representative of $X$ is always equal to the sample mean of $S$ independent of the Bregman divergence $d_\phi(\cdot, \cdot)$.

The probability density function $p(z)$, defined on set $Z$, belongs to an exponential family if there exists a mapping $g : Z \mapsto \mathcal{X} \subseteq \mathbb{R}^d$ that can be used to re-parameterize $p(z)$ as:

$$p(z) = p(x; \theta) = \exp(\theta^T x - \psi(\theta))p_0(x) \quad (14)$$

where $x = g(z)$ is the natural statistics vector, $\theta$ is the natural parameter vector and $\psi(\theta)$ is the log-partition function. Eq. (14) is called the canonical form of $p$. If $\theta$ takes values from parameter space $\Theta$, Eq. (14) defines the family $\mathcal{F}_\psi = \{p(x; \theta) \mid \theta \in \Theta\}$ parameterized by $\theta$. If $\Theta$ is an open set and we have that $\exists c \in \mathbb{R}^d$ s.t. $c^T g(z) = 0, \forall z \in Z$, then family $\mathcal{F}_\psi$ is called a regular exponential family. (Banerjee et al., 2005) has shown that any probability density function $p(x; \theta)$ of a regular exponential family with the canonical form of Eq. (14) can be uniquely expressed as:

$$p(x; \theta) = \exp(-d_\phi(x, \mu)) \exp(\phi(\cdot))p_0(x) \quad (15)$$

where $\phi(\cdot)$ is the conjugate function of the log-partition function $\psi(\cdot)$, $d_\phi(\cdot, \cdot)$ is the Bregman divergence defined w.r.t. function $\phi(\cdot)$, and $\mu$ is the mean parameter. The mean parameter vector $\mu$ and the natural

\(^1\)The results hold for any distribution on $S$.\n
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parameter vector $\theta$ are connected through:

$$\mu = \nabla \psi(\theta), \quad \theta = \nabla \phi(\mu) \quad (16)$$

Moreover, (Banerjee et al., 2005) (Theorem 6) has shown there is a bijection between the regular exponential families and the regular Bregman divergences. The last column in Table 1 shows the corresponding exponential family of each Bregman divergence. Using Eq. (13), one can also show that, given the finite sample $S = \{x_1, \ldots, x_n\}$, the maximum-likelihood estimate of the mean parameter $\mu$ for any regular exponential family $\mathcal{F}_\psi$ is always equal to the sample mean of $S$ regardless of $\mathcal{F}_\psi$.

### 3.2 Bregman Variational Approximation

Having described the basic concepts of Bregman divergences, we are now ready to nail down the BVDT framework. Let $S = \{z_1, z_2, \ldots, z_N\} \subset \mathcal{Z}$ be a finite sample from the convex set $\mathcal{Z}$ which is not necessarily an Euclidean space. We are interested to approximate the transition matrix $P$ on the similarity graph of $S$ where we know the Euclidean distance is not necessarily the best way to encode similarity. To do so, we assume $S$ is sampled according to an unknown mixture density model $p^*(z)$ with $K$ components from the regular exponential family $\mathcal{F}_\psi$. That is, there exists the mapping $g : \mathcal{Z} \mapsto \mathcal{X} \subseteq \mathbb{R}^d$ such that $p^*(x) = \sum_{i=1}^{K} p(\theta_i) \exp(\theta_i^T x - \psi(\theta_i))p_0(x).$\(^2\)

Furthermore, let $D = g(S) = \{x_1, x_2, \ldots, x_N\} \subset \mathcal{X}$ be the natural statistics of sample $S$ s.t. $x_i = g(z_i)$. Then we model the likelihood of $D$ using the kernel density estimation:

$$
p(D) = \prod_{i=1}^{N} \sum_{j \neq i} p(m_j)p(x_i \mid m_j) \quad (17)
$$

$$= \prod_{i=1}^{N} \sum_{j \neq i} p(m_j) \exp(-d_\phi(x_i, m_j)) \exp(\phi(x_i))p_0(x_i)
$$

Where, we assume the kernel component $p(x_i \mid m_j)$ belongs to the regular exponential family $\mathcal{F}_\phi$ such that it can be uniquely re-parameterized using Eq. (15). Given a block partitioning $\mathcal{B}$ on $\mathbb{P}$, we follow the similar steps in Eq. (2)-(5) to derive the block-partitioned variational lower-bound on $p(D)$:

$$\ell(D) = c - \sum_{(A, B) \in \mathcal{B}} q_{AB} \cdot D_{AB}$$

$$- \sum_{(A, B) \in \mathcal{B}} |A||B| \cdot q_{AB} \log q_{AB}, \quad (18)$$

where

$$c = -N \log(N - 1) + \sum_{i=1}^{N} (\phi(x_i) + \log p_0(x_i))$$

$$D_{AB} = \sum_{x_i \in A \atop m_j \in B} d_\phi(x_i, m_j). \quad (19)$$

Now we can maximize $\ell(D)$ subject to the constraints in Eq. (3) to find the approximation $Q$ of $P$ using the same $O(|B|)$-time algorithm in the VDT framework.

The crucial aspect of the BVDT framework is $D_{AB}$ in Eq. (19) is de-coupled into statistics of the subtrees $A$ and $B$ using the definition of the Bregman divergence:

$$D_{AB} = |B|S_1(A) + |A|(S_2(B) - S_1(B)) - S_3(A)^T S_4(B) \quad (20)$$

where,

$$S_1(A) = \sum_{x \in A} \phi(x), \quad S_2(A) = \sum_{x \in A} x^T \nabla \phi(x)$$

$$S_3(A) = \sum_{x \in A} x, \quad S_4(A) = \sum_{x \in A} \nabla \phi(x) \quad (21)$$

are the statistics of subtree $A$. These statistics can be incrementally computed and stored while the cluster tree is being built (in overall $O(|B|)$ time) such that at the optimization time, $D_{AB}$ is computed in $O(1)$.

Finally, by setting $\phi(x) = \|x\|^2/2\sigma^2$ and doing the algebra, the BVDT framework reduces to the Euclidean VDT framework; that is, the Euclidean VDT framework is a special case of the BVDT framework.

### 3.3 Bregman Anchor Trees

Recall that the approximation in the Euclidean VDT framework is based on the cluster hierarchy $T$ of the data which is built using the anchor tree method with the Euclidean distance. For the BVDT framework, we can no longer use this algorithm because the Euclidean distance no longer reflects the similarity in the input space. For this reason, one needs to develop an anchor tree construction algorithm for general Bregman divergences. This generalization is not straightforward as a general Bregman divergence is neither symmetric nor does it hold the triangle inequality. In particular, we need to address two major challenges.

First, due to the asymmetry of a general Bregman divergence, the merging criterion in the anchor agglomeration phase is no longer meaningful. For this purpose, we have used the criterion suggested in the recent work by (Telgarsky and Dasgupta, 2012). In particular, at each agglomeration step, anchors $A$ and $B$ with the minimum merging cost are picked to merge into
Table 1: Famous Bregman divergences along with their corresponding $\phi(\cdot)$ function, its domain and the corresponding exponential family distribution

<table>
<thead>
<tr>
<th>Name</th>
<th>$\mathcal{X}$</th>
<th>$\phi(x)$</th>
<th>$d_\phi(x,y)$</th>
<th>Exponential Family</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Loss</td>
<td>$[0,1]$</td>
<td>$x \log x$</td>
<td>$x \log \left(\frac{x}{y}\right) + (1 - x) \log \left(\frac{1-x}{1-y}\right)$</td>
<td>1D Bernoulli</td>
</tr>
<tr>
<td>Itakura-Saito Dist.</td>
<td>$\mathbb{R}^+$</td>
<td>$-\log x - 1$</td>
<td>$\frac{x}{y} - \log \left(\frac{y}{x}\right) - 1$</td>
<td>1D Exponential</td>
</tr>
<tr>
<td>Relative Entropy</td>
<td>$\mathbb{Z}_+$</td>
<td>$x \log x - x$</td>
<td>$x \log \left(\frac{x}{y}\right) - x + y$</td>
<td>1D Poisson</td>
</tr>
<tr>
<td>Euclidean Dist.</td>
<td>$\mathbb{R}^d$</td>
<td>$|x|^2/2\sigma^2$</td>
<td>$|x - y|^2/2\sigma^2$</td>
<td>Spherical Gaussian</td>
</tr>
<tr>
<td>Mahalonobis Dist.</td>
<td>$\mathbb{R}^d$</td>
<td>$x^T \Sigma^{-1} x$</td>
<td>$(x - y)^T \Sigma^{-1} (x - y)$</td>
<td>Multivariate Gaussian</td>
</tr>
<tr>
<td>KL-Divergence</td>
<td>$d$-simplex</td>
<td>$\sum_{j=1}^d x(j) \log x(j)$</td>
<td>$\sum_{j=1}^d x(j) \log \left(\frac{x(j)}{y(j)}\right)$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>int. $d$-simplex</td>
<td>$\sum_{j=1}^d x(j) \log \left(\frac{x(j)}{y(j)}\right)$</td>
<td>$\sum_{j=1}^d x(j) \log \left(\frac{x(j)}{y(j)}\right)$</td>
<td>Multinomial</td>
</tr>
</tbody>
</table>

the parent anchor $C$. The cost for merging a pair of anchors $A$ and $B$ is defined as:

$$\Delta(A,B) = |A| \cdot d_\phi(A_p, C_p) + |B| \cdot d_\phi(B_p, C_p)$$

(22)

where $|A|$ is the number of elements in the anchor $A$, and $C_p$ is the parent anchor’s pivot which is given by Eq. (9). (Telgarsky and Dasgupta, 2012) has shown that the merging cost in Eq. (22) can be interpreted as the difference of cluster unnormalized Bregman informations before and after merging.

Second, as shown before, using the halfway Euclidean distance as the stealing threshold (Eq. (8)) in the anchor construction phase significantly cuts the unnecessary computations. This threshold, however, is meaningless for a general Bregman divergence simply because a general Bregman divergence is not a metric. Therefore, we need to develop an equivalent threshold for Bregman divergences to achieve a similar computational gain in constructing Bregman anchor trees. The following proposition addresses this problem:

**Proposition 1.** Let $A_{curr}$ and $A_{new}$ denote the current and the newly created anchors, respectively, where $A_{new}$ is stealing datapoints from $A_{curr}$. Define

$$d_{thr} = \frac{1}{2} \min_{y \in \mathcal{X}} \left[ d_\phi(y, A_{p,c}) + d_\phi(y, A_{p,n}) \right]$$

(23)

Then for all $x \in A_{curr}$ such that $d_\phi(x, A_{p,c}) \leq d_{thr}$, we will have $d_\phi(x, A_{p,n}) \leq d_\phi(x, A_{p,c})$: that is, $x$ cannot be stolen from $A_{p,c}$ by $A_{p,n}$. Furthermore, the minimizer of Eq. (23) is equal to:

$$y^* = \nabla^{-1} \left[ \frac{1}{2} \left( \nabla \phi(A_{p,c}) + \nabla \phi(A_{p,n}) \right) \right]$$

(24)

The proof is easily derived by contradiction. Note that for the special case of Euclidean distance where $\phi(x) = \|x\|^2/2\sigma^2$, Eq. (23) reduces to Eq. (8).

4 Experiments

In order to apply the BVDT framework to a real problem, all one needs to know are the appropriate Bregman divergence and its corresponding $\phi(\cdot)$ function in the input space; knowing the corresponding exponential family that has generated the data is not necessary. However, in many problems, the choice of the appropriate Bregman divergence is not clear; instead, we know that the underlying data generation process belongs to or can be accurately modeled with exponential families. In such cases, one can systematically derive the appropriate Bregman divergence from the data distribution. In this section, we use this procedure to derive an appropriate Bregman divergence for the frequency data.

4.1 Modeling Frequency Data

Given a set of $d$ events $\{e_j\}_{j=1}^d$, the frequency dataset $D$ consists of $N$ feature vectors where the $j$-th element of the $i$-th vector, $x_i(j)$, represents the number of times that event $e_j$ happens in the $i$-th case for all $j \in \{1, \ldots, d\}$. The length of each vector is defined as the total number of events happened in that case, i.e. $L_i = \sum_{j=1}^d x_i(j)$. For example, in text analysis, events can represent all the terms that appeared in a text corpus, while the data cases represent the documents. The frequency dataset in this case is the famous bag-of-words. We adopt the term-document analogy for the rest of this section.

If the lengths of all documents were equal, one could model the document generation process with a mixture of multinomials, where each mixture component had different term generation probabilities while sharing the same length parameter (Banerjee et al., 2005). However, having the same length is not the case for many real datasets. To address this issue, we propose a mixture model for data generation whose $k$-th component ($k \in \{1, K\}$) is modeled by the following generative model:

$$p_k(x; \alpha_k, \lambda_k) = p(x \mid L; \alpha_k) p(L; \lambda_k)$$

(25)

where, the length of a document, $L$, has a poisson distribution $p(L; \lambda_k)$ with mean length $\lambda_k$ and given $L$, document $x$ has a multinomial distribution $p(x \mid L; \alpha_k)$. 
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\( \mathbf{L}; \mathbf{a} \) with the term probabilities \( \mathbf{a}_k = [a_k(j)]_{j=1}^d \). By doing the algebra, \( p_k(x; \mathbf{a}_k, \lambda_k) \) can be written in the form of Eq. (14), where we have:

\[
\theta_k = [\theta_k(j)]_{j=1}^d = [\log(\lambda_k a_k(j))]_{j=1}^d.
\]

\[
\psi(\theta_k) = \sum_{j=1}^d \exp(\theta_k(j)), \quad p_0(x) = \left( \prod_{j=1}^d x(j)! \right)^{-1} \quad (26)
\]

That is, our generative model also belongs to an exponential family. By deriving the conjugate function \( \psi(\cdot) \), we get the \( \phi(\cdot) \) function and its corresponding Bregman divergence as:

\[
\phi(x) = \sum_{j=1}^d x(j) \log x(j) - \sum_{j=1}^d x(j) \quad (27)
\]

\[
d_\phi(x, y) = \sum_{j=1}^d \left[ x(j) \log \left( \frac{x(j)}{y(j)} \right) - x(j) + y(j) \right] \quad (28)
\]

The divergence in Eq. (28) is called the Generalized I-Divergence (GID) which is a generalization of KL-Divergence (Dhillon and Sra, 2005). As a result, to work with frequency data (in particular text data in our experiments), we customize the BVDT framework to use GID as its Bregman divergence. It should be noted that GID is not the only non-Euclidean similarity measure between documents, other techniques such as co-citation (Singliar and Hauskrecht, 2006) has been used before.

4.2 Experimental Setup

To evaluate the BVDT framework, we use it for a semi-supervised learning (SSL) task on various text datasets. (Amizadeh et al., 2012a) has experimentally shown the VDT framework can be well scaled to large-scale problems. Our framework has exactly the same order of complexity as VDT. Therefore, due to the space limit, we focus our evaluation only on the accuracy of SSL for text data. In particular, we show that while enjoying the same computational speed-up as the Euclidean VDT framework, the BVDT framework equipped with GID significantly improves the quality of learning over the VDT framework for text data.

For the SSL task, we want to propagate the labels from a small set of labeled examples to the rest of unlabeled examples over the similarity graph built over the examples. To do so, we use the following iterative propagation scheme (Zhou et al., 2003):

\[
y^{(t+1)} \leftarrow \alpha \mathbf{M} y^{(t)} + (1 - \alpha) y^0 \quad (29)
\]

where \( y^{(t)} \in \mathbb{R}^{N \times 1} \) is the vector of labels at time \( t \), \( \mathbf{M} \in \mathbb{R}^{N \times N} \) is the transition matrix \( \mathcal{P} \) (or its approximation \( \mathcal{Q} \)), \( y^0 \) is the vector of initial partial labeling and \( \alpha \in [0, 1] \) is the mixing coefficient. For all of our experiments, we iterate through this process 300 times with \( \alpha = 0.01 \). Upon completion of propagation, we compute the classification accuracy over the unlabeled data w.r.t. the held-out true labels. Note that this process is for binary classification problems; for problems with multiple classes, we perform one-vs-all scheme for each class and take the maximum.

We have compared four methods for computing matrix \( \mathcal{M} \): (a) Euclidean VDT, (b) BVDT equipped with GID, (c) Exact method with Euclidean distance and (d) Exact method with GID. For Exact methods, the transition matrix \( \mathcal{P} \) is exactly computed using the direct method. Due to memory limitations on our single machine, we could apply Exact methods only for the smaller datasets. For variational methods, we have used the coarsest level of approximation for the transition matrix; that is, \( \mathcal{P} \) is approximated with only \( 2(N - 1) \) number of parameters (or blocks).

We have applied these methods on five text datasets represented as bag-of-words used before in (Greene and Cunningham, 2006; Deng et al., 2011; Maas et al., 2011; Lang, 1995). Table 2 illustrates the details.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>N</th>
<th>d</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC-Sport News Articles</td>
<td>737</td>
<td>4613</td>
<td>5</td>
</tr>
<tr>
<td>BBC News Articles</td>
<td>2225</td>
<td>9636</td>
<td>5</td>
</tr>
<tr>
<td>20 Newsgroup</td>
<td>11289</td>
<td>61188</td>
<td>20</td>
</tr>
<tr>
<td>NSF Research Abstracts</td>
<td>16405</td>
<td>18674</td>
<td>10</td>
</tr>
<tr>
<td>Large Movie Reviews</td>
<td>50000</td>
<td>89527</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2: Datasets used: \( N \) = number of documents, \( d \) = number of terms, \( C \) = number of classes

4.3 Results

Figures 2(A-E) show the classification accuracy vs. the percentage of labeled data for the datasets. The plots show the average of 5 trials with 95% confidence intervals. Although, none of the actual datasets is generated by the generative model proposed in Eq. (25), the BVDT with GID method consistently and significantly outperforms the Euclidean VDT. In particular, these results show that (a) the Generalized I-Divergence derived from the proposed generative model for text data captures the document similarity much better than the Euclidean distance does, and (b) the BVDT framework provides a straightforward mechanism to extend the variational dual-tree method beyond the Euclidean distance to use Bregman divergences such as GID.

We have also applied the Exact methods to the two smallest datasets. Not surprisingly, the Exact method with GID has the best performance compared to other methods. However, the Exact method with a wrong distance metric (the Euclidean distance in this case) can do even worse than the VDT method with Euclidean distance, as observed for the second BBC
Figure 2: The accuracy curves vs. labeled data % for (A) BBC Sport News (B) BBC News (C) 20 Newsgroup (D) NSF Research Abstracts (E) Large Movie Reviews. (F) The computational complexity of four methods vs. the dataset size

dataset. We conjecture the existence of block regularization in the VDT framework compensates for the improper distance to some degree in this case.

Finally, we note the computational complexity of the aforementioned methods vs. the dataset size (i.e. the number of documents) shown in Figure 2(F). Both X and Y axes in this plot are in log-scale. As the plot shows while Euclidean VDT and BVDT have the same order complexity, they both are orders of magnitude faster than the Exact methods. In other words, while significantly improving on learning accuracy, BVDT still enjoys the same computational benefits as VDT.

5 Conclusions

In this paper, we proposed the Bregman Variational Dual-Tree framework which is the generalization of the recently developed Euclidean Variational Dual-Tree method to Bregman divergences. The key advantage of the BVDT framework is it covers a large class of distances and divergences and therefore makes the variational dual-trees accessible to many non-Euclidean large-scale datasets. The crucial aspect of our generalization to Bregman divergences is, unlike generalizing VDT to a general distance metric, it comes with no extra computational cost; that is, its computational order can still be kept the same as that of the VDT framework. This is very important to the development of whole framework since the variational dual-trees were originally developed to tackle large-scale problems. To achieve this, we utilized the functional form of the general Bregman divergence to design a bottom-up mechanism to cut unnecessary distance computations similar to that of the Euclidean VDT framework.

Furthermore, by exploiting the connection between the Bregman divergences and the exponential families, we provided a probabilistic view of our model. By a walkthrough example, we showed that this probabilistic view can be used to derive the appropriate Bregman divergence for those domains where the best choice of distance in not apparent at the first glance. This example provides us with a powerful construction procedure to develop the appropriate Bregman divergence for a given problem. Specifically, we used this procedure to derive the Generalized I-Divergence for the frequency data. We showed that by incorporating GID in the BVDT framework, our model significantly improved the accuracy of learning for semi-supervised learning on various text datasets, while maintaining the same order of complexity as the original VDT framework. It should be emphasized that although we used the BVDT framework with one type of Bregman divergence, the proposed model is general and can be customized with any Bregman divergence.
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Abstract

Graphical models for structured domains are powerful tools, but the computational complexities of combinatorial prediction spaces can force restrictions on models, or require approximate inference in order to be tractable. Instead of working in a combinatorial space, we use hinge-loss Markov random fields (HL-MRFs), an expressive class of graphical models with log-concave density functions over continuous variables, which can represent confidences in discrete predictions. This paper demonstrates that HL-MRFs are general tools for fast and accurate structured prediction. We introduce the first inference algorithm that is both scalable and applicable to the full class of HL-MRFs, and show how to train HL-MRFs with several learning algorithms. Our experiments show that HL-MRFs match or surpass the predictive performance of state-of-the-art methods, including discrete models, in four application domains.

1 INTRODUCTION

The study of probabilistic modeling in structured and relational domains primarily focuses on predicting discrete variables [12, 19, 24]. However, except for some isolated cases, the combinatorial nature of discrete, structured prediction spaces requires concessions: most notably, for inference algorithms to be tractable, they must be relaxed or approximate (e.g., [19, 22, 25]), or the model’s structure must be restricted (e.g., [2, 8]). Broecheler et al. [6] introduced a class of models for continuous variables that has the potential to combine fast and exact inference with the expressivity of discrete graphical models, but this potential has not been well explored. Now called hinge-loss Markov random fields (HL-MRFs) [3], these models are analogous to discrete Markov random fields, except that random variables are continuous valued in the unit interval [0,1], and potentials are linear or squared hinge-loss functions.

In this work, we demonstrate that HL-MRFs are powerful tools for structured prediction by producing state-of-the-art performance in a number of domains. We are the first to leverage some of the most powerful features of HL-MRFs, such as squared potentials, which we show produce better results on multiple tasks. We show that HL-MRFs are well-suited to structured prediction for the following reasons. They are expressive, interpretable, and easily defined using the modeling language probabilistic soft logic (PSL) [6, 13]. Further, continuous variables are useful both for modeling continuous data as well as for expressing confidences in discrete predictions. Confidences are desirable for the same reason that practitioners often prefer marginal probabilities to the single most probable discrete prediction. Finally, HL-MRFs have log-concave density functions, so finding an exact most probable explanation (MPE) for a given input is a convex optimization, and therefore exactly solvable in polynomial time.

Our specific contributions include the following. First, we introduce a new, fast algorithm for MPE inference in HL-MRFs, which is the first to be both scalable and applicable to the full class of HL-MRFs. Second, we show how to train HL-MRFs with several learning algorithms. Third, we show empirically that these advances enable HL-MRFs to tackle a diverse set of relational and structured prediction tasks, providing state-of-the-art performance on collective classification, social-trust prediction, collaborative filtering, and image reconstruction. In particular, we show that HL-MRFs can outperform their discrete counterparts, as well as other leading methods.
1.1 RELATED WORK

Probabilistic soft logic (PSL) [6, 13] is a declarative language for defining templated HL-MRFs. Its development was partially motivated by the need for rich models of continuous similarity values, for use in tasks such as entity resolution, collective classification, and ontology alignment. PSL is in a family of systems for defining templated, relational probabilistic models that includes, for instance, Markov logic networks [19], relational dependency networks [17], and relational Markov networks [23]. In our experiments, we compare against Markov logic networks, which use a first-order syntax similar to PSL’s to build discrete probabilistic models.

MPE inference algorithms for HL-MRFs solve a constrained, convex optimization. A standard approach for general, constrained, convex optimization is to use an interior-point method, which Broecheler et al. [6] use. While theoretically efficient, the practical running time of interior-point optimizers quickly becomes cumbersome for large problems. For discrete graphical models, recent advances use consensus optimization to obtain fast, approximate MPE inference algorithms [5, 15, 16]. Bach et al. [3] recently developed an analogous algorithm for exact MPE inference in HL-MRFs that produced a significant improvement in running time over interior-point methods, though it was limited to pairwise potentials and constraints, and cost considerably more computation to optimize over squared potentials.

The learning methods we adapt for HL-MRFs are standard approaches for learning parameters of probabilistic models. In particular, our adaptations are analogous to previous learning algorithms for relational and structured models using approximate maximum-likelihood or maximum-pseudolikelihood estimation [6, 14, 17, 19] and large-margin estimation [11, 12, 24].

2 HINGE-LOSS MARKOV RANDOM FIELDS

Hinge-loss Markov random fields (HL-MRFs) are a general class of conditional, continuous probabilistic models [3]. HL-MRFs are log-linear models whose features are hinge-loss functions of the variable states. Through constructions based on soft logic, hinge-loss potentials can be used to model generalizations of logical conjunction and implication. HL-MRFs can be defined using the modeling language probabilistic soft logic (PSL) [6, 13], making these powerful models interpretable, flexible, and expressive. In this section, we formally present constrained hinge-loss energy functions, HL-MRFs, and briefly review PSL.

Definition 1. Let \( Y = (Y_1, \ldots, Y_n) \) be a vector of \( n \) variables and \( X = (X_1, \ldots, X_m) \) a vector of \( m \) variables with joint domain \( D = [0,1]^{n+m} \). Let \( \phi = (\phi_1, \ldots, \phi_m) \) be \( m \) continuous potentials of the form

\[
\phi_j(Y, X) = [\max \{ \ell_j(Y, X), 0 \}]^{p_j}
\]

where \( \ell_j \) is a linear function of \( Y \) and \( X \) and \( p_j \in \{ 1, 2 \} \). Let \( C = (C_1, \ldots, C_r) \) be linear constraint functions associated with index sets denoting equality constraints \( E \) and inequality constraints \( I \), which define the feasible set

\[
\mathcal{D} = \left\{ Y, X \in D \mid C_k(Y, X) = 0, \forall k \in E \right\}.
\]

For \( Y, X \in \mathcal{D} \), given a vector of nonnegative free parameters, i.e., weights, \( \lambda = (\lambda_1, \ldots, \lambda_m) \), a constrained hinge-loss energy function \( f_\lambda \) is defined as

\[
f_\lambda(Y, X) = \sum_{j=1}^{m} \lambda_j \phi_j(Y, X).
\]

Definition 2. A hinge-loss Markov random field \( P \) over random variables \( Y \) and conditioned on random variables \( X \) is a probability density defined as follows: if \( Y, X \notin \mathcal{D} \), then \( P(Y|X) = 0 \); if \( Y, X \in \mathcal{D} \), then

\[
P(Y|X) = \frac{1}{Z(\lambda)} \exp \left[ -f_\lambda(Y, X) \right],
\]

where \( Z(\lambda) = \int_Y \exp \left[ -f_\lambda(Y, X) \right] \).

Thus, MPE inference is equivalent to finding the minimizer of the convex energy \( f_\lambda \).

The potentials and weights can be grouped together into templates, which can be used to define general classes of HL-MRFs that are parameterized by the input data. Let \( \mathcal{T} = (t_1, \ldots, t_s) \) denote a vector of templates with associated weights \( \Lambda = (\Lambda_1, \ldots, \Lambda_s) \). We partition the potentials by their associated templates and let \( \Phi_q(Y, X) = \sum_{t_q \in \mathcal{T}} \phi_j(Y, X) \) for all \( t_q \in \mathcal{T} \). In the HL-MRF, the weight of the \( j \)’th hinge-loss potential is set to the weight of the template from which it was derived, i.e., \( \lambda_j = \Lambda_{t_q} \), for each \( j \in t_q \).

Probabilistic soft logic [6, 13] provides a natural interface to represent hinge-loss potential templates using logical rules. In particular, a logical conjunction of Boolean variables \( X \land Y \) can be generalized to continuous variables using the hinge function \( \max(X + Y - 1, 0) \), which is known as the Lukasiewicz \( t \)-norm. Disjunction \( X \lor Y \) is relaxed to \( \min(X + Y, 1) \), and negation \( \neg X \) to \( 1 - X \). PSL allows modelers to design rules that, given data, ground out substitutions for logical terms. Thegrundings of a template define hinge-loss potentials that share the same weight and
have the form one minus the truth value of the ground rule. We defer to Broecheler et al. [6] and Kimmig et al. [13] for details on PSL.

To further demonstrate this templating, consider the task of predicting who trusts whom in a social network. Let the network contain three individuals: A, B, and C. We can design an HL-MRF to include potentials that encode the belief that trust is transitive (which is a rule we use in our experiments). Let the variable \( Y_{A,B} \) represent how much A trusts B, and similarly so for \( Y_{B,C} \) and \( Y_{A,C} \). Then the potential

\[
\phi(Y, X) = \max\{Y_{A,B} + Y_{B,C} - Y_{A,C} - 1, 0\}\]

is equivalent to one minus the truth value of the Boolean formula \( Y_{A,B} \land Y_{B,C} \rightarrow Y_{A,C} \) when \( Y_{A,B}, Y_{B,C}, Y_{A,C} \in \{0, 1\} \). When they are allowed to take on their full range \([0, 1]\), the potential is a convex relaxation of the implication. An HL-MRF with this potential function assigns higher probability to variable states that satisfy the logical implication above, which can occur to varying degrees in the continuous domain. Given a social network with more than these three individuals, PSL can ground out possible substitutions for the roles of A, B, and C to generate potential functions for each substitution, thus defining the full, ground HL-MRF.

HL-MRFs support a few additional components useful for modeling. The constraints in Definition 1 allow the encoding of functional modeling requirements, which is useful, e.g., when variables correspond to mutually exclusive labels, and thus should sum to one. The exponent parameter \( p_j \) allows flexibility in the shape of the hinge, affecting the sharpness of the penalty for violating the logical implication. Setting \( p_j \) to 1 penalizes violation linearly with the amount the implication is unsatisfied, while setting \( p_j \) to 2 penalizes small violations much less. In effect, some linear potentials overrule others, while the influences of squared potentials are averaged together.

3 MPE INFERENCE

MPE inference for HL-MRFs requires finding a feasible assignment that minimizes \( f_\lambda \). Performing MPE inference quickly is crucial, especially because weight learning often requires performing inference many times with different weights (as we discuss in Section 4). Here, HL-MRFs have a distinct advantage over general discrete models, since minimizing \( f_\lambda \) is a convex optimization rather than a combinatorial one. In this section, we detail a new, faster MPE inference algorithm for HL-MRFs.

Bach et al. [3] showed how to minimize \( f_\lambda \) with a consensus-optimization algorithm, based on the alternating-direction method of multipliers (ADMM) [5]. The algorithm works by creating local copies of the variables in each potential and constraint, constraining them to be equal to the original variables, and relaxing those equality constraints to make independent subproblems. By solving the subproblems repeatedly and averaging the results, the algorithm reaches a consensus on the best values of the original variables, also called the consensus variables. This procedure is guaranteed to converge to the global minimizer of \( f_\lambda \). See [3] and [5] for more details on consensus optimization and ADMM.

This previous consensus-optimization approach to MPE inference works well for linear potentials with at most two unobserved variables, and empirical evidence suggests it scales linearly with the size of the problem [3]. However, it is restricted to pairwise potentials and constraints, and requires an interior-point method as a subroutine to solve subproblems induced by squared potentials. Because of the embedded interior-point method, its running time can increase roughly 100-fold with squared potentials [3].

We improve the algorithm of Bach et al. [3] by reformulating the optimization to enforce \( Y \in [0, 1]^n \) only on the consensus variables, not the local copies. This form of consensus optimization is described in greater detail by Boyd et al. [5]. The result is that, in our algorithm, the potentials and constraints are not restricted to a certain number of unknowns, and the subproblems can all be solved quickly using simple linear algebra.

Algorithm 1 gives pseudocode for our new algorithm. It starts by initializing local copies of the variables that appear in each potential and constraint, along with a corresponding Lagrange multiplier for each copy. Then, until convergence, it iteratively updates Lagrange multipliers and solves suproblems induced by the HL-MRF’s potentials and constraints. If the subproblem is induced by a potential, it sets the local variable copies to a balance between the minimizer of the potential and the emerging consensus. Eventually the Lagrange multipliers will enforce agreement between the local copies and the consensus. If instead the subproblem is induced by a constraint in the HL-MRF, the algorithm projects the consensus variables’ current values to that constraint’s feasible region. The consensus variables are updated at each iteration based on the values of their local copies and corresponding Lagrange multipliers, and clipped to \([0, 1]\).

We take the same basic approach as Bach et al. [3] to solve the subproblems. We first try to find a minimizer on either side of the hinge (where \( \ell_j(Y, X) \) is either positive or negative) before projecting onto the plane defined by \( \ell_j(Y, X) = 0 \). Without the constraints on
Algorithm 1 MPE Inference for HL-MRFs

Input: HL-MRF$(Y, X, \phi, \lambda, C, E, I)$, $\rho > 0$

Initialize $y_j$ as copies of the variables $Y_j$ that appear in $\phi_j$, $j = 1, \ldots, m$
Initialize $y_{k+m}$ as copies of the variables $Y_{k+m}$ that appear in $C_k$, $k = 1, \ldots, r$
Initialize Lagrange multipliers $\alpha_i$, corresponding to variable copies $y_i$, $i = 1, \ldots, m + r$

while not converged do
  for $j = 1, \ldots, m$ do
    $\alpha_j \leftarrow \alpha_j + \rho(y_j - Y_j)$
    $y_j \leftarrow Y_j - \alpha_j / \rho$
    if $f_j(y_j, X) > 0$ then
      $y_j \leftarrow \arg\min_{y_j} \left[ \lambda_j[f_j(y_j, X)]^{p_j} + \frac{\rho}{2} \|y_j - Y_j + \frac{1}{\rho} \alpha_j\|_2^2 \right]$
    end if
  end for

  for $k = 1, \ldots, r$ do
    $\alpha_{k+m} \leftarrow \alpha_{k+m} + \rho(y_{k+m} - Y_{k+m})$
    $y_{k+m} \leftarrow \text{Proj}_{C_k}(Y_{k+m})$
  end for

  for $i = 1, \ldots, n$ do
    $Y_i \leftarrow \frac{1}{\text{copies}(Y_i)} \sum_{y_i \in \text{copies}(Y_i)} \left( y_i + \frac{\alpha_i}{\rho} \right)$
    Clip $Y_i$ to $[0,1]$
  end for
end while

the local variable copies, finding these minimizers and projections is much simpler. Solving for the constraint subproblems is now also simpler, requiring just a projection onto a hyperplane or a halfspace.

Our algorithm retains all of the benefits of the original MPE inference algorithm while removing all restrictions on the numbers of unknowns in the potentials and constraints, making MPE inference fast with both linear and squared potentials. Another advantage of consensus optimization for MPE inference is that it is easy to warm start. Warm starting provides significant efficiency gains when inference is repeated on the same HL-MRF with small changes in the weights, as often occurs during weight learning.

4 WEIGHT LEARNING

In this section, we present three weight learning methods for HL-MRFs, each with a different objective function, two of which are new for learning HL-MRFs. The first method, introduced by Broecheler et al. [6], performs approximate maximum-likelihood estimation using MPE inference to approximate the gradient of the log-likelihood. The second method maximizes the pseudolikelihood. The third method finds a large-margin solution, preferring weights that discriminate the ground truth from other states. We describe below how to apply these learning strategies to HL-MRFs.

4.1 MAXIMUM-LIKELIHOOD ESTIMATION

The canonical approach for learning parameters $\Lambda$ is to maximize the log-likelihood of training data. The partial derivative of the log-likelihood with respect to a parameter $\Lambda_q$ is

$$\frac{\partial \log p(Y|X)}{\partial \Lambda_q} = \mathbb{E}_A [\Phi_q(Y, X)] - \Phi_q(Y, X),$$

where $\mathbb{E}_A$ is the expectation under the distribution defined by $A$. The voted perceptron algorithm [7] optimizes $\Lambda$ by taking steps of fixed length in the direction of the gradient, then averaging the points after all steps. Any step that is outside the feasible region is projected back before continuing. For a smoother ascent, it is often helpful to divide the $q$th component of the gradient by the number of groundings $|q|$ of the $q$th template [14], which we do in our experiments. Computing the expectation is intractable, so we use a common approximation: the values of the potential functions at the most probable setting of $Y$ with the current parameters $\Lambda$.

4.2 MAXIMUM-PSEUDOLIKELIHOOD ESTIMATION

Since exact maximum likelihood estimation is intractable in general, we can instead perform maximum-pseudolikelihood estimation (MPLE) [4], which maximizes the likelihood of each variable conditioned on all other variables, i.e.,

$$P^*(Y|X) = \prod_{i=1}^n P^*(Y_i|MB(Y_i))$$

$$= \prod_{i=1}^n \frac{1}{Z(\lambda, Y_i)} \exp \left[ -f_i^*(Y_i, Y, X) \right];$$

$$Z(\lambda, Y_i) = \int_{Y_i} \exp \left[ -f_i^*(Y_i, Y, X) \right];$$

$$f_i^*(Y_i, Y, X) = \sum_{j:i \in \phi_j} \lambda_j \phi_j \left( \{Y_i \cup Y_{\phi_i}\}, X \right).$$

Here, $i \in \phi_j$ means that $Y_i$ is involved in $\phi_j$, and $MB(Y_i)$ denotes the Markov blanket of $Y_i$—that is, the set of variables that co-occur with $Y_i$ in any po-
tential function. The partial derivative of the log-
pseudolikelihood with respect to $\Lambda q$ is
\[
\frac{\partial \log P^*(Y|X)}{\partial \Lambda_{q}} = \sum_{i=1}^{n} \mathbb{E}_{Y_i|\text{MB}} \left[ \sum_{j \in \ell_q} \phi_j(Y, X) \right]
- \Phi_j(Y, X).
\]
Computing the pseudolikelihood gradient does not require inference and takes time linear in the size of $Y$. However, the integral in the above expectation does not readily admit a closed-form antiderivative, so we approximate the expectation. When a variable in unconstrained, the domain of integration is a one-
dimensional interval on the real number line, so Monte Carlo integration quickly converges to an accurate estimate of the expectation.

We can also apply MPLE when the constraints are not too interdependent. For example, for linear equality constraints over disjoint groups of variables (e.g., variable sets that must sum to 1.0), we can block-sample the constrained variables by sampling uniformly from a simplex. These types of constraints are often used to represent mutual exclusivity of classification labels. We can compute accurate estimates quickly because these blocks are typically low-dimensional.

### 4.3 LARGE-MARGIN ESTIMATION

A different approach to learning drops the probabilistic interpretation of the model and views HL-MRF inference as a prediction function. Large-margin estimation (LME) shifts the goal of learning from producing accurate probabilistic models to instead producing accurate MPE predictions. The learning task is then to find the weights $\Lambda$ that provide high-accuracy structured predictions. We describe in this section a large-margin method based on the cutting-plane approach for structural support vector machines (SVMs) [12].

The intuition behind large-margin structured prediction is that the ground-truth state should have energy lower than any alternate state by a large margin. In our setting, the output space is continuous, so we parameterize this margin criterion with a continuous loss function. For any valid output state $\hat{Y}$, a large-margin solution should satisfy:

\[
f_\Lambda(Y, X) \leq f_\Lambda(\hat{Y}, X) - L(Y, \hat{Y}), \forall \hat{Y},
\]

where the decomposable loss function $L(Y, \hat{Y}) = \sum_i L(Y_i, \hat{Y}_i)$ measures the disagreement between a state $\hat{Y}$ and the training label state $Y$. We define $L$ as the $\ell_1$ distance. Since we do not expect all problems to be perfectly separable, we relax this constraint with a penalized slack $\xi$. We obtain a convex learning objective for a large-margin solution

\[
\min_{\Lambda \geq 0} \frac{1}{2} \|\Lambda\|^2 + C\xi
\]

s.t. $\Lambda^T (\Phi(Y, X) - \Phi(\hat{Y}, X)) \leq -L(Y, \hat{Y}) + \xi, \forall Y$,

where $\Phi(Y, X) = (\Phi_1(Y, X), \ldots, \Phi_K(Y, X))$. This formulation is analogous to the margin-rescaling approach by Joachims et al. [12]. Though such a structured objective is natural and intuitive, its number of constraints is the cardinality of the output space, which here is infinite. Following their approach, we optimize subject to the infinite constraint set using a cutting-plane algorithm: we greedily grow a set $K$ of constraints by iteratively adding the worst-violated constraint given by a separation oracle, then updating $\Lambda$ subject to the current constraints. The goal of the cutting-plane approach is to efficiently find the set of active constraints at the solution for the full objective, without having to enumerate the infinite inactive constraints. The worst-violated constraint is

\[
\arg \min_{\Lambda} \Lambda^T \Phi(\hat{Y}, X) - L(Y, \hat{Y}).
\]

The separation oracle performs loss-augmented inference by adding additional loss-augmenting potentials to the HL-MRF. For ground truth in $\{0, 1\}$, these loss-augmenting potentials are also examples of hinge-losses, and thus adding them simply creates an augmented HL-MRF. The worst-violated constraint is then computed as standard inference on the loss-augmented HL-MRF. However, ground-truth variables in the interior $(0, 1)$ cause any distance-based loss to be concave, which require the separation oracle to solve a non-convex objective. For interior ground truth values, we use the difference of convex functions algorithm [1] to find a local optimum. Since the concave portion of the loss-augmented inference objective pivots around the ground truth value, the subgradients are 1 or $-1$, depending on whether the current value is greater than the ground truth. We simply choose an initial direction for interior labels by rounding, and flip the direction of the subgradients for variables whose solution states are not in the interval corresponding to the subgradient direction until convergence.

Given a set $K$ of constraints, we solve the SVM objective as in the primal form $\min_{\Lambda \geq 0} \frac{1}{2} \|\Lambda\|^2 + C\xi$ s.t. $K$.

We then iteratively invoke the separation oracle to find the worst-violated constraint. If this new constraint is not violated, or its violation is within numerical tolerance, we have found the max-margin solution. Otherwise, we add the new constraint to $K$, and repeat.

One fact of note is that the large-margin criterion always requires a little slack for squared HL-MRFs. Since the squared hinge potential is quadratic and the
loss is linear, there always exists a small enough distance from the ground truth such that an absolute (i.e., linear) distance is greater than the squared distance. In these cases, the slack parameter trades off between the peakedness of the learned quadratic energy function and the margin criterion.

5 EXPERIMENTS

To demonstrate the flexibility and effectiveness of HL-MRFs, we test them on four diverse learning tasks: collective classification, social-trust prediction, preference prediction, and image reconstruction. Each of these experiments represents a problem domain that is best solved with relational learning approaches because structure is a critical component of their problems. The experiments show that HL-MRFs perform as well as or better than state-of-the-art approaches.

For these diverse tasks, we compare against a number of competing methods. For collective classification and social-trust prediction, we compare HL-MRFs to discrete Markov random fields (MRFs). We construct them with Markov logic networks (MLNs) [19], which template discrete MRFs using logical rules similarly to PSL for HL-MRFs. We perform inference in discrete MRFs using 2,500 rounds of the sampling algorithm MC-Sat (500 of which are burn in), and we find approximate MPE states during MLE learning using the search algorithm MaxWalkSat [19]. For collaborative filtering, a task that is inherently continuous and non-trivial to encode in discrete logic, we compare against Bayesian probabilistic matrix factorization [20]. Finally, for image reconstruction, we run the same experimental setup as Poon and Domingos [18] and compare against the results they report, which include tests using sum product networks, deep belief networks, and deep Boltzmann machines.

When appropriate, we evaluate statistical significance using a paired t-test with rejection threshold 0.01. We omit variance statistics to save space and only report the average and statistical significance. We describe the HL-MRFs used for our experiments using the PSL rules that define them. To investigate the differences between linear and squared potentials we use both in our experiments. HL-MRF-L refers to a model with all linear potentials and HL-MRF-Q to one with all squared potentials. When training with MLE and MPLE, we use 100 steps of voted perceptron and a step size of 1.0 (unless otherwise noted), and for LME we set \( C = 0.1 \). We experimented with various settings, but the scores of HL-MRFs and discrete MRFs were not sensitive to changes.

\[ (A, C_i) \land \text{Cites}(A, B) \Rightarrow \text{Label}(B, C_i), \]
\[ (A, C_i) \land \text{Cites}(B, A) \Rightarrow \text{Label}(B, C_i). \]

Table 1 lists the results of this experiment. HL-MRFs and discrete MRFs. Scores statistically equivalent to the best scoring method are typed in bold.

<table>
<thead>
<tr>
<th>Model and Optimization Method</th>
<th>Citeseer</th>
<th>Cora</th>
</tr>
</thead>
<tbody>
<tr>
<td>HL-MRF-Q (MLE)</td>
<td>0.729</td>
<td>0.816</td>
</tr>
<tr>
<td>HL-MRF-Q (MPLE)</td>
<td>0.729</td>
<td>0.818</td>
</tr>
<tr>
<td>HL-MRF-L (MLE)</td>
<td>0.724</td>
<td>0.802</td>
</tr>
<tr>
<td>HL-MRF-L (MPLE)</td>
<td>0.729</td>
<td>0.808</td>
</tr>
<tr>
<td>HL-MRF-L (MLE)</td>
<td>0.695</td>
<td>0.789</td>
</tr>
<tr>
<td>MRF (MLE)</td>
<td>0.686</td>
<td>0.756</td>
</tr>
<tr>
<td>MRF (MPLE)</td>
<td>0.715</td>
<td>0.797</td>
</tr>
<tr>
<td>MRF (LME)</td>
<td>0.687</td>
<td>0.783</td>
</tr>
</tbody>
</table>

5.1 COLLECTIVE CLASSIFICATION

When classifying documents, links between those documents—such as hyperlinks, citations, or co-authorship—provide extra signal beyond the local features of individual documents. Collectively predicting document classes with these links tends to improve accuracy [21]. We classify documents in citation networks using data from the Cora and Citeseer scientific paper repositories. The Cora data set contains 2,708 papers in seven categories, and 5,429 directed citation links. The Citeseer data set contains 3,312 papers in six categories, and 4,591 directed citation links.

The prediction task is, given a set of seed documents whose labels are observed, to infer the remaining document classes by propagating the seed information through the network. For each of 20 runs, we split the data sets 50/50 into training and testing partitions, and seed half of each set. To predict discrete categories with HL-MRFs we predict the category with the highest predicted value.

We compare HL-MRFs to discrete MRFs on this task. We construct both using the same logical rules, which simply encode the tendency for a class to propagate across citations. For each category \( C_i \), we have two separate rules for each direction of citation:

\begin{align*}
\text{Label}(A, C_i) \land \text{Cites}(A, B) & \Rightarrow \text{Label}(B, C_i), \\
\text{Label}(A, C_i) \land \text{Cites}(B, A) & \Rightarrow \text{Label}(B, C_i).
\end{align*}

Table 1 lists the results of this experiment. HL-MRFs are the most accurate predictors on both data sets. We also note that both variants of HL-MRFs are much faster than discrete MRFs. See Table 3 for average inference times on five folds.
Table 2: Average area under ROC and precision-recall curves of social-trust prediction by HL-MRFs and discrete MRFs. Scores statistically equivalent to the best scoring method by metric are typed in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>ROC</th>
<th>P-R (+)</th>
<th>P-R (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HL-MRF-Q (MLE)</td>
<td>0.822</td>
<td>0.978</td>
<td>0.452</td>
</tr>
<tr>
<td>HL-MRF-Q (MPLE)</td>
<td>0.832</td>
<td>0.979</td>
<td>0.482</td>
</tr>
<tr>
<td>HL-MRF-Q (LME)</td>
<td>0.814</td>
<td>0.976</td>
<td>0.462</td>
</tr>
<tr>
<td>HL-MRF-L (MLE)</td>
<td>0.765</td>
<td>0.965</td>
<td>0.357</td>
</tr>
<tr>
<td>HL-MRF-L (MPLE)</td>
<td>0.757</td>
<td>0.963</td>
<td>0.333</td>
</tr>
<tr>
<td>HL-MRF-L (LME)</td>
<td>0.783</td>
<td>0.967</td>
<td>0.453</td>
</tr>
<tr>
<td>MRF (MLE)</td>
<td>0.655</td>
<td>0.942</td>
<td>0.270</td>
</tr>
<tr>
<td>MRF (MPLE)</td>
<td>0.725</td>
<td>0.963</td>
<td>0.298</td>
</tr>
<tr>
<td>MRF (LME)</td>
<td>0.795</td>
<td>0.973</td>
<td>0.441</td>
</tr>
</tbody>
</table>

5.2 SOCIAL-TRUST PREDICTION

An emerging problem in the analysis of online social networks is the task of inferring the level of trust between individuals. Predicting the strength of trust relationships can provide useful information for viral marketing, recommendation engines, and internet security. HL-MRFs with linear potentials have recently been applied by Huang et al. [10] to this task, showing superior results with models based on sociological theory. We reproduce their experimental setup using their sample of the signed Epinions trust network, in which users indicate whether they trust or distrust other users. We perform eight-fold cross-validation. In each fold, the prediction algorithm observes the entire unsigned social network and all but 1/8 of the trust ratings. We measure prediction accuracy on the held-out 1/8. The sampled network contains 2,000 users, with 8,675 signed links. Of these links, 7,974 are positive and only 701 are negative.

We use a model based on the social theory of structural balance, which suggests that social structures are governed by a system that prefers triangles that are considered balanced. Balanced triangles have an odd number of positive trust relationships; thus, considering all possible directions of links that form a triad of users, there are sixteen logical implications of the form

\[
\text{Trusts}(A, B) \wedge \text{Trusts}(B, C) \Rightarrow \text{Trusts}(A, C).
\]

Huang et al. [10] list all sixteen of these rules, a reciprocity rule, and a prior in their Balance-Recip model, which we omit to save space.

Since we expect some of these structural implications to be more or less accurate, learning weights for these rules provides better models. Again, we use these rules to define HL-MRFs and discrete MRFs, and we train them using various learning algorithms. We compute three metrics: the area under the receiver operating characteristic (ROC) curve, and the areas under the precision-recall curves for positive trust and negative trust. On all three metrics, HL-MRFs with squared potentials score significantly higher. The differences among the learning methods for squared HL-MRFs are insignificant, but the differences among the models is statistically significant for the ROC metric. For area under the precision-recall curve for positive trust, discrete MRFs trained with LME are statistically tied with the best score, and both HL-MRF-L and discrete MRFs trained with LME are statistically tied with the best area under the precision-recall curve for negative trust. The results are listed in Table 2.

Though the random fold splits are not the same, using the same experimental setup, Huang et al. [10] also scored the precision-recall area for negative trust of standard trust prediction algorithms EigenTrust and TidalTrust, which scored 0.131 and 0.130, respectively. The logical models based on structural balance that we run here are significantly more accurate, and HL-MRFs more than discrete MRFs.

Table 3 lists average inference times on five folds of three prediction tasks: Cora, Citeseer, and Epinions. We implemented each method in Java. Both HL-MRF-Q and HL-MRF-L are much faster than discrete MRFs. This illustrates an important difference between performing structured prediction via convex inference versus sampling in a discrete prediction space: using our MPE inference algorithm is much faster.

5.3 PREFERENCE PREDICTION

Preference prediction is the task of inferring user attitudes (often quantified by ratings) toward a set of items. This problem is naturally structured, since a user’s preferences are often interdependent, as are an item’s ratings. Collaborative filtering is the task of predicting unknown ratings using only a subset of observed ratings. Methods for this task range from simple nearest-neighbor classifiers to complex latent factor models. To illustrate the versatility of HL-MRFs, we design a simple, interpretable collaborative filtering method.
model for predicting humor preferences. We test this model on the Jester dataset, a repository of ratings from 24,983 users on a set of 100 jokes [9]. Each joke is rated on a scale of $[-10, +10]$, which we normalize to $[0, 1]$. We sample a random 2,000 users from the set of those who rated all 100 jokes, which we then split into 1,000 train and 1,000 test users. From each train and test matrix, we sample a random 50% to use as the observed features $X$: the remaining ratings are treated as the variables $Y$.

Our HL-MRF model uses an item-item similarity rule:

$$\text{SimRate}(J_1, J_2) \land \text{Likes}(U, J_1) \Rightarrow \text{Likes}(U, J_2)$$

where $J_1, J_2$ are jokes and $U$ is a user; the predicate $\text{Likes}$ indicates the degree of preference (i.e., rating value); and $\text{SimRate}$ measures the mean-adjusted cosine similarity between the observed ratings of two jokes. We also include rules to enforce that $\text{Likes}(U, J)$ concentrates around the observed average rating of user $U$ and item $J$, and the global average.

We compare our HL-MRF model to a current state-of-the-art latent factors model, *Bayesian probabilistic matrix factorization* (BPMF) [20]. BPMF is a fully Bayesian treatment and, as such, is considered “parameter-free”; the only parameter that must be specified is the rank of the decomposition. For our experiments, we use Xiong et al.’s code [2010]. Since BPMF does not train a model, we allow BPMF to use all of the training matrix during the prediction phase. 

Table 4 lists the normalized mean squared error (NMSE) and normalized mean absolute error (NMAE), averaged over 10 random splits. Though BPMF produces the best scores, the improvement over HL-MRF-L (LME) is not significant in NMAE.

### Table 4: Normalized mean squared/absolute errors (NMSE/NMAE) for preference prediction using the Jester dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>NMSE</th>
<th>NMAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>HL-MRF-Q (MLE)</td>
<td>0.0554</td>
<td>0.1974</td>
</tr>
<tr>
<td>HL-MRF-Q (MPLE)</td>
<td>0.0549</td>
<td>0.1953</td>
</tr>
<tr>
<td>HL-MRF-Q (LME)</td>
<td>0.0738</td>
<td>0.2297</td>
</tr>
<tr>
<td>HL-MRF-L (MLE)</td>
<td>0.0578</td>
<td>0.2021</td>
</tr>
<tr>
<td>HL-MRF-L (MPLE)</td>
<td>0.0535</td>
<td>0.1885</td>
</tr>
<tr>
<td>HL-MRF-L (LME)</td>
<td>0.0544</td>
<td>0.1875</td>
</tr>
<tr>
<td>BPMF</td>
<td>0.0501</td>
<td>0.1832</td>
</tr>
</tbody>
</table>

#### 5.4 IMAGE RECONSTRUCTION

Digital image reconstruction requires models that understand how pixels relate to each other, such that when some pixels are unobserved, the model can infer their values from parts of the image that are observed. We construct pixel-grid HL-MRFs for image reconstruction. We test these models using the experimental setup of Poon and Domingos [18]: we reconstruct images from the Olivetti face data set and the Caltech101 face category. The Olivetti data set contains 400 images, 64 pixels wide and tall, and the Caltech101 face category contains 435 examples of faces, which we crop to the center 64 by 64 patch, as was done by Poon and Domingos [18]. Following their experimental setup, we hold out the last fifty images and predict either the left half of the image or the bottom half.

The HL-MRFs in this experiment are much more complex than the ones in our other experiments because we allow each pixel to have its own weight for the following rules, which encode agreement or disagreement between neighboring pixels:

- $\text{Bright}(P_{ij}, I) \land \text{North}(P_{ij}, Q) \Rightarrow \text{Bright}(Q, I)$,
- $\text{Bright}(P_{ij}, I) \land \text{North}(P_{ij}, Q) \Rightarrow \neg\text{Bright}(Q, I)$,
- $\neg\text{Bright}(P_{ij}, I) \land \text{North}(P_{ij}, Q) \Rightarrow \text{Bright}(Q, I)$,
- $\neg\text{Bright}(P_{ij}, I) \land \text{North}(P_{ij}, Q) \Rightarrow \neg\text{Bright}(Q, I)$,

where $\text{Bright}(P_{ij}, I)$ is the normalized brightness of pixel $P_{ij}$ in image $I$, and $\text{North}(P_{ij}, Q)$ indicates that $Q$ is the north neighbor of $P_{ij}$. We similarly include analogous rules for the south, east, and west neighbors, as well as the pixels mirrored across the horizontal and vertical axes. This setup results in up to 24 rules per pixel, which, in a 64 by 64 image, produces 80,896 weighted potential templates.

We train these HL-MRFs using MPE-approximate maximum likelihood with a 5.0 step size on the first 200 images of each data set and test on the last fifty. For training, we maximize the data log-likelihood of uniformly random held-out pixels for each training image, allowing for generalization throughout the image. Table 5 lists our results and others reported by Poon and Domingos [18]. HL-MRFs produce the best mean squared error on the left- and bottom-half settings for the Caltech101 set and the left-half setting in the Olivetti set. Only sum product networks produce lower error on the Olivetti bottom-half faces. Some reconstructed faces are displayed in Figure 1, where the shallow, pixel-based HL-MRFs produce comparably convincing images to sum-product networks, especially in the left-half setting, where HL-MRF can learn which pixels are likely to mimic their horizontal mirror. While neither method is particularly good at
Table 5: Mean squared errors per pixel for image reconstruction. HL-MRFs produce the most accurate reconstructions on the Caltech101 and the left-half Olivetti faces, and only sum-product networks produce better reconstructions on Olivetti bottom-half faces. Scores for other methods are taken from Poon and Domingos [18].

<table>
<thead>
<tr>
<th></th>
<th>HL-MRF-Q (MLE)</th>
<th>SPN</th>
<th>DBM</th>
<th>DBN</th>
<th>PCA</th>
<th>NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caltech-Left</td>
<td>1741</td>
<td>1815</td>
<td>2998</td>
<td>4960</td>
<td>2851</td>
<td>2327</td>
</tr>
<tr>
<td>Caltech-Bottom</td>
<td>1910</td>
<td>1924</td>
<td>2656</td>
<td>3447</td>
<td>1944</td>
<td>2575</td>
</tr>
<tr>
<td>Olivetti-Left</td>
<td>927</td>
<td>942</td>
<td>1866</td>
<td>2386</td>
<td>1076</td>
<td>1527</td>
</tr>
<tr>
<td>Olivetti-Bottom</td>
<td>1226</td>
<td>918</td>
<td>2401</td>
<td>1931</td>
<td>1265</td>
<td>1793</td>
</tr>
</tbody>
</table>

Figure 1: Example results on image reconstruction of Caltech101 (left) and Olivetti (right) faces. From left to right in each column: (1) true face, left side predictions by (2) HL-MRFs and (3) SPNs, and bottom half predictions by (4) HL-MRFs and (5) SPNs. SPN reconstructions are downloaded from Poon and Domingos [18].

reconstructing the bottom half of faces, the qualitative difference between the deep SPN and the shallow HL-MRF reconstructions is that SPNs seem to hallucinate different faces, often with some artifacts, while HL-MRFs predict blurry shapes roughly the same pixel intensity as the observed, top half of the face. The tendency to better match pixel intensity helps HL-MRFs score better quantitatively on the Caltech101 faces, where the lighting conditions are more varied.

Training and predicting with these HL-MRFs takes little time. In our experiments, training each model takes about 45 minutes on a 12-core machine, while predicting takes under a second per image. While Poon and Domingos [18] report faster training with SPNs, both HL-MRFs and SPNs clearly belong to a class of faster models when compared to DBNs and DBMs, which can take days to train on modern hardware.

6 CONCLUSION

We have shown that HL-MRFs are a flexible and interpretable class of models, capable of modeling a wide variety of domains. HL-MRFs admit fast, convex inference. The MPE inference algorithm we introduce is applicable to the full class of HL-MRFs. With this fast, general algorithm, we are the first to show results using quadratic HL-MRFs on real-world data. In our experiments, HL-MRFs match or exceed the predictive performance of state-of-the-art methods on four diverse tasks. The natural mapping between hinge-loss potentials and logic rules makes HL-MRFs easy to define and interpret.
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Abstract

Joint sparsity regularization in multi-task learning has attracted much attention in recent years. The traditional convex formulation employs the group Lasso relaxation to achieve joint sparsity across tasks. Although this approach leads to a simple convex formulation, it suffers from several issues due to the looseness of the relaxation. To remedy this problem, we view jointly sparse multi-task learning as a specialized random effects model, and derive a convex relaxation approach that involves two steps. The first step learns the covariance matrix of the coefficients using a convex formulation which we refer to as sparse covariance coding; the second step solves a ridge regression problem with a sparse quadratic regularizer based on the covariance matrix obtained in the first step. It is shown that this approach produces an asymptotically optimal quadratic regularizer in the multi-task learning setting when the number of tasks approaches infinity. Experimental results demonstrate that the convex formulation obtained via the proposed model significantly outperforms group Lasso (and related multi-stage formulations).

1 Introduction

Modern high-dimensional data sets, typically with more parameters to estimate than the number of samples available, have triggered a flurry of research based on structured sparse models, both on the statistical and computational aspects. The initial problem considered in this setting was to estimate a sparse vector under a linear model (or the Lasso problem). Recently, several approaches have been proposed for estimating a sparse vector under additional constraints, for e.g., group sparsity- where certain groups of coefficients are jointly zero or non-zero. Another closely related problem is that of multi-task learning or simultaneous sparse approximation, which are special cases of the group sparse formulation. A de-facto procedure for dealing with joint sparsity regularization is the group-Lasso estimator [16], which is based on a $2, 1$-mixed norm convex relaxation to the non-convex $2, 0$-mixed norm formulation.

However, as we shall argue in this paper, group-Lasso suffers from several drawbacks due to the looseness of the relaxation; cf., [12, 9]. We propose a general method for multi-task learning in high-dimensions based on a joint sparsity random effects model. The standard approach for dealing with random effects requires estimating covariance information. Similarly, our estimation procedure involves two-steps: a convex covariance estimation step followed by the standard ridge-regression. The first step corresponds to estimating the covariance of the coefficients under additional constraints that promote sparsity. The intuition is that to deal with group sparsity (even if we are interested in estimating the coefficients) it is better to first estimate covariance information, and then plug in the covariance estimate for estimating the coefficients. With a particular sparse diagonal structure for the covariance matrix the model becomes similar to group-lasso, and the advantage of the proposed estimation approach over group-lasso formulation will be clarified in this setting.

Related work: Traditional estimation approaches for random effects model involve two-steps: first estimate the underlying covariance matrix, and then estimate the coefficients based on the covariance matrix. However, the traditional covariance estimation procedures are non-convex such as the popular method of restricted maximum likelihood (REML) and such models are typically studied in the low-dimensional setting [10].

From a Bayesian perspective, a hierarchical model for simultaneous sparse approximation is proposed in [15] based on a straightforward extension of automatic relevance determination. Under that setting, the tasks share a common hyper-prior that is estimated from the data by integrating out the actual parameter. The resulting marginal likelihood is maximized for the hyper-prior parameters; this proce-
dure is called as type-II maximum likelihood in the literature. The non-Bayesian counterpart is called random effects model in classical statistics, and the resulting estimator is referred to as REML. The disadvantage of this approach is that it makes the resulting optimization problem non-convex and difficult to solve efficiently, as mentioned before. In addition, the problem becomes harder to analyze and provide convincing statistical and computational guarantees, while Lasso-related formulations are well studied and favorable statistical and computational properties could be established.

More recently, the problem of joint sparsity regularization has been studied under various settings (multi-task learning [2, 1], group lasso [16], and simultaneous sparse approximation [14, 15]) in the past years. In [1], the authors develop a convex framework for multi-task learning based on the (2, 1)-mixed norm formulation. Conditions for sparsity oracle inequalities and variable selection properties for a similar formulation are derived in [13], showing the advantage of joint estimation of tasks that share common support is statistically efficient. But the formulation has several drawbacks due to the looseness of its convex relaxation [12, 9]. The issue of bias that is inherent in the group lasso formulation was discussed in [12]. By defining a measure of sparsity level of the target signal under the group setting, the authors mention that the standard formulation of group lasso exhibits a bias that cannot be removed by simple reformulation of group lasso. In order to deal with this issue, recently [9] proposed the use of a non-convex regularizer and provided a numerical algorithm based on solving a sequence of convex relaxation problems. The method is based on a straightforward extension of a similar approach developed for the Lasso setting (cf., [17]), to the joint sparsity situation. Note that adaptive group-Lasso is a special case of [9]. In this paper, we propose a simple two-step procedure, to overcome the drawbacks of the standard group-Lasso relaxation. Compared to [9], the proposed approach is entirely convex and hence attains the global solution.

The current paper has two theoretical contributions. First, under a multi-task random effects model, we obtain an expected prediction error bound that relates the predictive performance to the accuracy of covariance estimation; by adapting high dimensional sparse covariance estimation procedures such as [8, 4], we can obtain consistent estimate of covariance matrix which leads to asymptotically optimal performance. Second, it is shown that under our random effects model, group Lasso in general does not accurately estimate the covariance matrix and thus is not optimal under the model considered. Experiments show that this approach provides improved performance compared to group Lasso (and the multi-stage versions) on simulated and real datasets.

2 Joint Sparsity Random Effects Model and Group Lasso

We consider joint sparsity regularization problems under multi-task learning. In multi-task learning, we consider \( m \) linear regression problems tasks \( \ell = 1, \ldots, m \)

\[
y^{(\ell)} = X^{(\ell)} \beta^{(\ell)} + \epsilon^{(\ell)}. \tag{1}
\]

We assume that each \( y^{(\ell)} \) is an \( n^{(\ell)} \) dimensional vector, each \( X^{(\ell)} \) is an \( n^{(\ell)} \times d \) dimensional matrix, each \( \beta^{(\ell)} \) is the target coefficient vector for task \( \ell \) in \( d \) dimension. For simplicity, we also assume that \( \epsilon^{(\ell)} \) is an \( n^{(\ell)} \) dimensional iid zero-mean Gaussian noise vector with variance \( \sigma^2; \epsilon^{(\ell)} \sim N(0, \sigma^2 I_{n^{(\ell)} \times n^{(\ell)}}) \).

The joint sparsity model in multi-task learning assumes that all \( \beta^{(\ell)} \) share similar supports: \( \text{supp}(\beta^{(\ell)}) \subset F \) for some common sparsity pattern \( F \), where \( \text{supp}(\beta) = \{ j : \beta_j \neq 0 \} \). The convex relaxation formulation for this model is given by group Lasso

\[
\min_{\beta} \left[ \sum_{\ell=1}^{m} \frac{1}{2} \left\| y^{(\ell)} - X^{(\ell)} \beta^{(\ell)} \right\|^2 + \lambda \sum_{j=1}^{d} \sqrt{\sum_{\ell=1}^{m} (\beta_j^{(\ell)})^2} \right], \tag{2}
\]

where \( \beta = \{ \beta^{(\ell)} \}_{\ell=1,...,m} \).

We observe that the multi-task group Lasso formulation (2) is equivalent to \( \min_{\beta, \omega} F(\beta, \omega) \), where \( F(\beta, \omega) = \sum_{\ell=1}^{m} \frac{1}{2\sigma^2} \left\| y^{(\ell)} - X^{(\ell)} \beta^{(\ell)} \right\|^2 + \frac{d}{2\sigma^2} \sum_{j=1}^{d} \sum_{\ell=1}^{m} (\beta_j^{(\ell)})^2 + \frac{m}{2\sigma^2} \sum_{j=1}^{d} \omega_j \) \( (3) \)

with \( \lambda = \sigma \sqrt{m} \), where \( \beta = \{ \beta^{(\ell)} \}_{\ell=1,...,m} \) and \( \omega = \{ \omega_j \}_{j=1,...,d} \). With fixed hyper parameter \( \omega \), we note that (2) is a special case of

\[
\min_{\beta} \left[ \sum_{\ell=1}^{m} \frac{1}{2\sigma^2} \left\| y^{(\ell)} - X^{(\ell)} \beta^{(\ell)} \right\|^2 + \frac{1}{2} \sum_{\ell=1}^{m} (\beta^{(\ell)})^\top \Omega^{-1} \beta^{(\ell)} \right], \tag{4}
\]

where \( \Omega \) is a hyper parameter covariance matrix shared among the tasks. This general method employs a common quadratic regularizer that is shared by all the tasks. The group Lasso formulation (2) assumes a specific form of diagonal covariance matrix \( \Omega = \text{diag}(\omega_j) \).

Equation (4) suggests the following random effects model for joint sparsity regularization, where the coefficient vectors \( \tilde{\beta}^{(\ell)} \) are random vectors generated independently for each task \( \ell \); however they share the same covariance matrix \( \Omega: E \tilde{\beta}^{(\ell)} \tilde{\beta}^{(\ell)\top} = \Omega \). Given the coefficient vector \( \beta \), we then generate \( y^{(\ell)} \) based on (4). Note that we assume that \( \Omega \) may contain zero-diagonal elements. If \( \Omega_{jj} = 0 \), then the corresponding \( \tilde{\beta}^{(\ell)}_j = 0 \) for all \( \ell \). Therefore we call this
model joint sparsity random effects model for multi-task learning.

3 Joint Sparsity via Covariance Estimation

Under the proposed joint sparsity random effects model, it can be shown (see Section 4) that the optimal quadratic optimizer \((\beta(\ell))^\top \Omega^{-1} \beta(\ell)\) in (2) is obtained at the true covariance \(\Omega = \bar{\Omega}\). This observation suggests the following estimation procedure involving two steps:

- **Step 1:** Estimate the joint covariance matrix \(\Omega\) as hyper parameter. In particular, this paper suggests the following method as discussed in Section 3.1: \(\hat{\Omega} = \arg\min_{\Omega \in S} \left[ \frac{1}{2} \sum_{\ell=1}^{m} \left\| y(\ell) y(\ell)^\top - \Omega X(\ell) X(\ell)^\top \right\|^2_F + R(\Omega) \right], \) 

where \(\| \cdot \|_F\) denotes the matrix Frobenius norm, \(S\) is the set of symmetric positive semi-definite matrices, and \(R(\Omega)\) is an appropriately defined regularizer function (specified in Section 3.1).

- **Step 2:** Compute each \(\beta(\ell)\) separately given the estimated \(\Omega\) using:

\[
\hat{\beta}(\ell) = \left( X(\ell)^\top X(\ell) + \lambda \hat{\Omega} \right)^{-1} X(\ell)^\top y(\ell), \tag{6}
\]

where \(\ell = 1, \ldots, m\).

Note that the estimation method proposed in step 1 holds for a general class of covariance matrices. Meaningful estimates of the covariance matrix could be obtained even when the generative model assumption is violated. If the dimension \(d\) and sample size \(n\) per task are fixed, it can be shown relatively easily using classical asymptotic statistics that when \(m \to \infty\), we can reliably estimate the true covariance \(\Omega\) using (5), i.e., \(\hat{\Omega} \to \bar{\Omega}\). Therefore the method is asymptotically optimal as \(m \to \infty\). On the other hand, the group Lasso formulation (3) produces sub-optimal estimates of \(\omega_j\), as we shall see in Section 4.2. We would like to point out that in cases when the matrix \(\hat{\Omega}\) is invertible (for example, as in the sparse diagonal case as we see next) we replace the inverse with pseudo-inverse. For ease of presentation, we use the inverse throughout the presentation, though it should be clear from the context.

3.1 Sparse Covariance Coding Models

In our two step procedure, the covariance estimation of step 1 is more complex compared to step 2, which involves only the solutions of ridge regression problems. As mentioned above, if we employ a full covariance estimation model, then the estimation procedure proposed in this work is asymptotically optimal when \(m \to \infty\). However, since modern asymptotics are often concerned with the scenario when \(d \gg n\), computing a \(d \times d\) full matrix \(\Omega\) becomes impossible without further structure on \(\Omega\). In this section, we assume that \(\Omega\) is diagonal, which is consistent with the group Lasso model.

This section explains how to estimate \(\Omega\) using our generative model, which implies that \(y(\ell) = X(\ell) \beta(\ell) + \epsilon(\ell)\) with \(\epsilon(\ell) \sim N(0, \sigma^2 I_{n(\ell) \times n(\ell)})\). Taking expectation of \(y(\ell) y(\ell)^\top\) with respect to \(\epsilon\) and \(\beta(\ell)\), we obtain \(E_y y(\ell) y(\ell)^\top = X(\ell)^\top \Omega X(\ell)^\top + \sigma^2 I_{n(\ell) \times n(\ell)}\). This suggests the following estimator of \(\Omega\): \(\hat{\Omega} = \arg\min_{\Omega \in S} \sum_{\ell=1}^{m} \left\| y(\ell) y(\ell)^\top - X(\ell)^\top \Omega X(\ell)^\top - \sigma^2 I_{n(\ell) \times n(\ell)} \right\|^2_F, \)

where \(\| \cdot \|_F\) is the matrix Frobenius norm. This is equivalent to

\[
\hat{\Omega} = \arg\min_{\Omega \in S} \frac{1}{2} \sum_{\ell=1}^{m} \left\| y(\ell) y(\ell)^\top - X(\ell)^\top \Omega X(\ell)^\top \right\|^2_F + \lambda \text{tr} \left( \Omega \sum_{\ell=1}^{m} X(\ell)^\top X(\ell) \right), \tag{7}
\]

with \(\lambda = \sigma^2\). Similar ideas for estimating covariance by this approach appeared in [8, 5]. We may treat the last term as regularizer of \(\Omega\), and in such sense a more general form is to consider \(\hat{\Omega} = \arg\min_{\Omega \in S} \sum_{\ell=1}^{m} \left\| y(\ell) y(\ell)^\top - X(\ell)^\top \Omega X(\ell)^\top \right\|^2_F + R(\Omega), \)

where \(R(\Omega)\) is a general regularizer function of \(\Omega\). Note that the dimension \(d\) can be large, and thus special structure is needed to regularize \(\Omega\). In particular, to be consistent with group Lasso, we impose the diagonal covariance constraint \(\Omega = \text{diag}(\{\omega_j\})\), and then encourage sparsity as follows: \(\hat{\Omega} = \arg\min_{\{\omega_j \geq 0\}} \sum_{\ell=1}^{m} \frac{1}{2} \| y(\ell) y(\ell)^\top - X(\ell)^\top \text{diag}(\{\omega_j\}) X(\ell)^\top \|^2_F + \lambda \sum_j \omega_j, \tag{8}\)

This formulation leads to sparse estimation of \(\omega_j\), which we call sparse covariance coding (scc). Note that the above optimization problem is convex and hence the solution could be computed efficiently. This formulation is consistent with the group Lasso regularization which also assumes diagonal covariance implicitly as in (2). It should be noted that if the diagonals of \(\sum_{\ell=1}^{m} X(\ell)^\top X(\ell)\) have identical values, then up to a rescaling of \(\lambda\), (8) is equivalent to (7) with \(\hat{\Omega}\) restricted to be a diagonal matrix. In the experiments conducted on real world data sets, there was no significant difference between the two regularization terms (see Table 4), when both formulations are restricted to diagonal \(\Omega\).
3.2 Other Covariance Coding Models

We now demonstrate the generality of the proposed approach for multi-task learning. Note that in addition to the sparse covariance coding method (8) that assumes a diagonal form of $\Omega$ plus sparsity constraint, some other structures may be explored. One method that has been suggested for covariance estimation in [4] is the following formulation:

$$
\hat{\Omega} = \arg \min_{\Omega \in \mathcal{S}} \sum_{\ell=1}^{m} \|y^{(\ell)}y^{(\ell)\top} - X^{(\ell)}\Omega X^{(\ell)}\|_F^2 + 2\lambda \sum_{k} \gamma_k \sqrt{\sum_{m} \Omega_{k,m}^2},
$$

(9)

where $\mathcal{S}$ denotes the set of symmetric positive semi-definite matrices $\mathcal{S}$. This approach selects a set of features, and then models a full covariance matrix within the selected set of features. Although the feature selection is achieved with a group Lasso penalty, unlike this work, [4] didn’t study the possibility of using covariance estimation to do joint feature selection (which is the main purpose of this work), but rather studied covariance estimation as a separate problem.

The partial full covariance model in (9) has complexity in between that of the full covariance model and the sparse diagonal covariance model (sparse covariance coding) which we promote in this paper, at least for the purpose of joint feature selection. The latter has the smallest complexity, and thus more effective for high dimensional problems that tend to cause over-fitting.

Another model with complexity in between of sparse diagonal covariance and full covariance model is to model the covariance matrix $\Omega$ as the sum of a sparse diagonal component plus a low-rank component. This is similar in spirit to the more general sparse+low-rank matrix decomposition formulation recently appeared in the literature [7, 6, 11]. However since the sparse matrix is diagonal, identifiability holds trivially (as described in the appendix) and hence one could in principal, recover both the diagonal and the low-rank objects individually which preserves the advantages of the diagonal formulation and the richness of low-rank formulation. The model assumption is $\Omega = \Omega_S + \Omega_L$, where $\Omega_S$ is the diagonal matrix and $\Omega_L$ is the low-rank matrix.

The estimation procedure now becomes the following optimization problem (and the rest follows) $[\hat{\Omega}_S, \hat{\Omega}_L]$ =

$$
\arg \min_{\Omega_S, \Omega_L} \sum_{\ell=1}^{m} \frac{1}{2} \|y^{(\ell)}y^{(\ell)\top} - X^{(\ell)}(\Omega_S + \Omega_L)X^{(\ell)\top}\|_F^2 + \lambda_1 \|\Omega_S\|_{\text{vec}(1)} + \lambda_2 \|\Omega_L\|_*,
$$

subject to the condition that $\Omega_S$ is a non-negative diagonal matrix, and $\Omega_L \in \mathcal{S}$, where $\| \cdot \|_{\text{vec}(1)}$ is the element-wise $L1$ norm and $\| \cdot \|_*$ corresponds to trace-norm.

4 Theoretical Analysis

In this section we do a theoretical analysis of the proposed method. Specifically, we first derive upper and lower bounds for prediction error for the joint sparsity random effects model and show the optimality of the proposed approach. Informally, the notion of optimality considered is as follows: what is the ‘optimal shared quadratic regularizer’, when $m$ and $d$ goes to infinity and when solutions for each task can be written as individual ridge regression solutions with a shared quadratic regularizer (note that this includes group-Lasso method). Next, we demonstrate with a simple example (i.e., considering the low-dimensional setting) the drawback of the standard group-Lasso relaxation. In a way, this example also serves as a motivation for the approach proposed in this work and provides concrete intuition.

We consider a simplified analysis with $\hat{\Omega}$ replaced by $\hat{\Omega}^{(\ell)}$ in Step 2 so that $\hat{\Omega}^{(\ell)}$ does not depend on $y^{(\ell)}$:

$$
\hat{\beta}^{(\ell)} = \left(X^{(\ell)\top}X^{(\ell)} + \lambda \hat{\Omega}^{(\ell)}\right)^{-1}X^{(\ell)\top}y^{(\ell)}.
$$

(10)

For example, this can be achieved by replacing Step 1 with $\hat{\Omega}^{(\ell)} =$

$$
\arg \min_{\Omega \in \mathcal{S}} \left[\frac{1}{2} \sum_{k \neq \ell} \|y^{(k)}y^{(k)\top} - X^{(k)}\Omega X^{(k)\top}\|_F^2 + R(\Omega)\right].
$$

(11)

Obviously when $m$ is large, we have $\hat{\Omega}^{(\ell)} \approx \hat{\Omega}$. Therefore the analysis can be slightly modified to the original formulation, with an extra error term of $O(1/m)$ that vanishes when $m \to \infty$. Nevertheless, the independence of $\hat{\Omega}^{(\ell)}$ and $y^{(\ell)}$ simplifies the argument and makes the essence of our analysis much easier to understand.

4.1 Prediction Error

This section derives an expected prediction error bound for the coefficient vector $\hat{\beta}^{(\ell)}$ in (10) in terms of the accuracy of the covariance matrix estimation $\hat{\Omega}^{(\ell)}$. We consider the fixed design scenario, where the design matrices $X^{(\ell)}$ are fixed and $\epsilon^{(\ell)}$ and $\beta^{(\ell)}$ are random.

**Theorem 4.1.** Assume that $\lambda \geq \sigma^2$. For each task $\ell$, given $\hat{\Omega}^{(\ell)}$ that is independent of $y^{(\ell)}$, the expected prediction error with $\hat{\beta}^{(\ell)}$ in (10) is bounded as

$$
\sigma^2 \lambda \omega^{(\ell)} \leq A \leq \lambda^2 \omega^{(\ell)},
$$

where $A = E \|X^{(\ell)}\hat{\beta}^{(\ell)} - X^{(\ell)}\beta^{(\ell)}\|_F^2 - \|X^{(\ell)}\hat{\Omega}^{(\ell)/2} (\hat{\Omega}^{(\ell)/2} \hat{\Omega}^{(\ell)/2} + \lambda I)^{-1/2}\|_F^2$ and the expectation is with respect to the random effects $\beta^{(\ell)}$ and
noise $\epsilon(t)$, and $\Sigma(t) = X(t)^T X(t)$, and

$$
\omega(t) = \|X(t)^T \left(\hat{\Omega}(t)\Sigma(t) + \lambda I\right)^{-1/2} \left(\hat{\Omega}(t) - \Omega\right)\Sigma(t)^{1/2}\|_F^{-1/2}.
$$

The bound shows that the prediction performance of (10) depends on the accuracy of estimating $\hat{\Omega}$. In particular, if $\hat{\Omega}(t) = \Omega$, then the optimal prediction error of $\|X(\hat{\Omega}(t))\Sigma(t) + \lambda I\|_F^{-1/2}$ can be achieved. A simplified upper bound is $E \|X(t)^T \hat{\beta}(t) - \hat{X}(t)^T \beta(t)\|_2^2 \leq \|X(t)^T \left(\hat{\Omega}(t)^{1/2}\Sigma(t) + \lambda I\right)^{-1} \left(\hat{\Omega}(t) - \Omega\right)\Sigma(t)^{1/2}\|_F^2$.

This means that if the covariance estimation is consistent; that is, if $\hat{\Omega}(t)$ converges to $\Omega$, then our method achieves the optimal prediction error $\|X(t)^T \left(\hat{\Omega}(t)^{1/2}\Sigma(t) + \lambda I\right)^{-1}\|_F^2$ for all tasks.

The consistency of $\hat{\Omega}(t)$ has been studied in the literature, for example by [4] under high dimensional sparsity assumptions. Such results can be immediately applied with Theorem 4.1 to obtain optimality of the proposed approach. Specifically, we consider the case of diagonal covariance matrix, where the sparsity in $\Omega$ is defined as the number of non-zero diagonal entries, i.e., $s = \{i : \Omega_{ii} \neq 0\}$. Following [4], we consider the case $X(t) = X \in \mathbb{R}^{n \times d}, \ell = 1, \ldots, m$. Let $X_J$ denote the sub matrix of $X$ obtained by removing the columns of $X$ whose indices are not in the set $J$. We also assume that the diagonals of $X^T X$ have identical values so that (8) is equivalent to (7) up to a scaling of $\lambda$.

Let $\rho_{\min}(A)$ and $\rho_{\max}(A)$ for a matrix $A$ denote the smallest and largest eigenvalue of $A$ respectively. We introduce two quantities [4] that impose certain assumptions on the matrix $X$.

**Definition 1.** For $0 < t \leq d$, define $\rho_{\min}(t) := \inf_{J \subset \{1, \ldots, d\} : |J| \leq t} \rho_{\min}(X_J^T X_J)$.

**Definition 2.** The mutual coherence of the columns $X_t, t = 1, \ldots, d$ of $X$ is defined as $\theta(X) := \max\{|X_s^T X_{s'}|, t \neq s', 1 \leq t, t' \leq d\}$ and let $X_{\max}^2 := \max\{\|X_t\|_2^2, 1 \leq t \leq d\}$.

We now state the following theorem establishing the consistency of covariance estimation (given by Eq 11) in the high-dimensional setting. The proof essentially follows the same argument for Theorem 8 in [4], by noticing the equivalence between (8) and (7), which implies consistency.

**Theorem 4.2.** Assume that $\Omega$ is diagonal, and $\theta(X) < \rho_{\min}(s)^2/4\rho_{\max}(X^T X)s$. Assume $n$ is fixed and the number of tasks and dimensionality $m, d \to \infty$ such that $\sqrt{s} \ln d/m \to 0$. Then the covariance estimator of (11), with appropriately chosen $\lambda$ and $R(\Omega)$ defined by (8), converges to $\Omega$:

$$
\|X(\hat{\Omega}(t) - \Omega)\|_F^2 \to 0.
$$

The following corollary, which is an immediate consequence of Theorem 4.1 and 4.2, establishes the asymptotic optimality (for prediction) of the proposed approach under the sparse diagonal matrix setting and $R(\Omega)$ defined as in (8). Similar result could be derived for other regularizers for $R(\Omega)$.

**Corollary 1.** Under the assumption of Theorem 4.1 and 4.2, the two-step approach defined by (11) and (10), with $R(\Omega)$ defined by (8) is asymptotically optimal for prediction, for each task $\ell$:

$$
E \|X(\hat{\beta}(t) - \beta(t))\|_2^2 \
- \|X(\hat{\Omega}(t)^{1/2}\Sigma(t)^{1/2}) + \lambda I\|_F^{-1/2}\|^2 \
\to 0.
$$

Note that the asymptotics considered above, reveals the advantage of multi-task learning under the joint sparsity assumption: with a fixed number of samples per each task, as the dimensions of the samples and number of tasks tend to infinity (obeying the condition given in theorem 4.2) the proposed two-step procedure is asymptotically optimal for prediction. Although for simplicity, we state the optimality result for (11) and (10), the same result holds for the two-step procedure given by (5) and (6), because $\hat{\Omega}(t)$ of (11) and $\Omega$ of (5) differ only by a factor of $O(1/m)$ which converges to zero under the asymptotics considered. Finally, we would like to remark that the mutual coherence assumption made in Theorem 4.2 could be relaxed to milder conditions (based on restricted eigenvalue type assumptions) - we leave it as future work.

### 4.2 Drawback of Group Lasso

In general, group Lasso does not lead to optimal performance due to looseness of the single step convex relaxation. [12, 9]. This section presents a simple but concrete example to illustrate the phenomenon and shows how $\hat{\Omega}$ is under-estimated in the group-Lasso formulation. Combined with the previous section, we have a complete theoretical justification of the superiority of our approach over group Lasso, which we will also demonstrate in the empirical study.

For this purpose, we only need to consider the following relatively simple illustration (in the low-dimensional setting). We consider the case when all design matrices equal identity: $X(t) = I$ for $t = 1, \ldots, m$. This formulation is similar to Normal means models, a popular model in the statistics literature. It is instructive to consider this model because of its closed form solution. It helps in deriving useful insights that further help for a better understanding.
of more general cases. We are interested in the asymptotic behavior when \( m \to \infty \) (with \( n(\ell) \) and \( d \) fixed), which simplifies the analysis, but nevertheless reveals the problems associated with the standard group Lasso formulation. Moreover, it should be mentioned that although the two-step procedure is motivated from a generative model, the analysis presented in this section does not need to assume that each \( \beta^{(\ell)} \) is truly generated from such a model.

**Proposition 1.** Suppose that \( n^{(\ell)} = d \) and \( X^{(\ell)} = I \) for \( \ell = 1, \ldots, m \), and \( m \to \infty \). The sparse covariance estimate corresponding to the formulation defined by (8) is consistent.

**Proof.** The sparse covariance coding formulation (8) is equivalent to (with the intention of setting \( \lambda = \sigma^2 \); \( \hat{\Omega}^{sc} = \arg \min_{\omega \geq 0} \sum_{\ell=1}^{m} \frac{1}{2} \| y^{(\ell)} y^{(\ell)\top} - \text{diag}(\omega_j) \|_F^2 + \lambda m \sum_j \omega_j \). The closed form solution is given by \( \hat{\omega}^{sc} = \max \left( 0, m^{-1} \sum_{\ell=1}^{m} (y_j^{(\ell)})^2 - \lambda \right) \) for \( j = 1, \ldots, d \).

Since \( m^{-1} \sum_{\ell=1}^{m} (y_j^{(\ell)})^2 \to E_{\beta^{(\ell)}}(\beta_j^{(\ell)})^2 + \sigma^2 \) as \( m \to \infty \), the variance \( \hat{\omega}^{sc} \to E_{\beta^{(\ell)}}(\beta_j^{(\ell)})^2 \) with \( \lambda = \sigma^2 \). Therefore \( \hat{\omega} \) is consistent.

Note that by plugging-in the estimate of variance into (6) with the same \( \lambda \) (with \( \lambda = \sigma^2 \)), we obtain

\[
\hat{\beta}_j^{(\ell)} = y_j^{(\ell)} \max \left( 0, 1 - \frac{\lambda}{m^{-1} \sum_{\ell=1}^{m} (y_j^{(\ell)})^2} \right) \quad (13)
\]

An immediate consequence of Proposition 1 is that the estimate define in (13) is asymptotically optimal for any method using a quadratic regularizer shared by all the tasks.

A similar analysis of group Lasso formulation would reveal its drawback. Consider the group Lasso formulation defined in (3). Under similar settings, the formulation can be written as \([\hat{\beta}, \hat{\omega}^{gl}] = \arg \min_{\beta, \omega} \sum_{\ell=1}^{m} \| y^{(\ell)} - \beta^{(\ell)} \|_2^2 + \lambda \sum_j \omega_j \sum_{\ell=1}^{m} (\beta_j^{(\ell)})^2 + m \sum_{j=1}^{d} \omega_j \).

The closed form solution for the above formulation is given by \( \hat{\omega}^{gl} = \max \left( 0, \sqrt{\lambda m^{-1} \sum_{\ell=1}^{m} (y_j^{(\ell)})^2} - \lambda \right) \), for \( j = 1, \ldots, d \), and the corresponding coefficient estimate \( \hat{\beta}_j^{(\ell)} = y_j^{(\ell)} \max \left( 0, 1 - \frac{\sqrt{\lambda}}{\sqrt{m^{-1} \sum_{\ell=1}^{m} (y_j^{(\ell)})^2}} \right) \), for \( \ell = 1, \ldots, m \) and \( j = 1, \ldots, d \).

The solution for \( \hat{\omega}^{gl} \) implies that it is not possible to pick a fixed \( \lambda \) such that the group Lasso formulation gives consistent estimate of \( \omega_j \). Since from (3), it is evident that group Lasso can also be regarded as a method that uses a quadratic regularizer shared by all the tasks, we know that the solution obtained for the corresponding co-efficient estimate is asymptotically sub-optimal. In fact, the covariance estimate \( \hat{\omega}_j^{gl} \) is significantly smaller than the correct estimate \( \omega_j \). This under-estimate of \( \omega_j \) in group Lasso implies a corresponding under-estimate of \( \beta_j^{(\ell)} \) obtained via group Lasso, when compared to (13). This under-estimate is the underlying theoretical reason why the proposed two-step procedure is superior to group Lasso for learning with joint sparsity. This claim is also confirmed by our empirical studies.

### 5 Experiments

We demonstrate the advantage of the proposed two-step procedure through (i) multi-task learning experiments on synthetic and real-world data sets and (ii) sparse covariance coding based image classification.

#### 5.1 Multi-task learning

We first report illustrative experiments conducted on synthetic data sets with the proposed models. They are compared with the standard group-lasso formulation. The experimental set up is as follows: the number of tasks \( m = 30, d = 256 \), and \( n^{(\ell)} = 150 \). The data matrix consists of entries from standard Gaussian \( N(0, 1) \). To generate the sparse co-eficients, we first generate a random Gaussian vector in \( d \) dimensions and set to zero \( d - k \) of the co-eficients to account for sparsity. The cardinality of the set of non-zero coefficients is varied as \( k = 50, 70, 90 \) and the noise variance was 0.1. The results reported are averages over 100 random runs. We compare against standard group lasso, MSMTFL [9] (note that this is a non-convex approach, solved by sequence of convex relaxations) and another natural procedure (GLS-LS) where one uses group lasso for feature selection and with the selected features, one does least squares regression to estimate the coefficients. A precise theoretical comparison to MSMTFL procedure is left as future work.

Tables 2 shows the coefficient estimation error when the samples are such that they share 80\% as common basis (and the rest 20\% is selected randomly from the remaining basis) and when the samples share the same indices of non-zero co-efficients (and the actual values vary for each signals). We note that in both cases, the model with diagonal covariance assumption and partial full covariance (Equation 9) outperforms the standard group lasso formulation, with the diagonal assumption performing better because of good estimates. The diagonal+low-rank formulation slightly outperforms the other models as it preserves the advantages of the diagonal model, while at the same time allows for additional modeling capability through the low-rank part, through proper selection of regularization parameters by
cross-validation.

**Support selection:** While the above experiment sheds light on co-efficient estimation error, we performed another experiment to examine the selection properties of the proposed approach. Table 1 shows the hamming distance between selected basis and the actual basis using the different models. Note that Hamming distance is a desired metric for practical applications where exact recovery of the support set is not possible due to low signal-to-noise ratio. The indices with non-zero entry along the diagonal in the model with diagonal covariance assumption correspond to the selected basis. Similarly, indices with non-zero columns (or rows by symmetry) correspond to the selected basis in the partial full covariance model. The advantage of the diagonal assumption for joint feature selection is clearly seen from the table. This superiority in the feature selection process also explains the better performance achieved for coefficient estimation. A rigorous theoretical study of the feature selection properties is left as future work.

**Correlated data:** We next study the effect of correlated data set on the proposed approach. We generated correlated Gaussian random variables (corresponding to the size of the data matrix) in order to fill the matrix $X$ for each task. The correlation co-efficient was fixed at 0.5. We worked with fully overlapped support set. Other problem parameters were retained. We compared the estimation accuracy of the proposed approach with different settings with group lasso and its variants. The results are summarized in Table 3. Note that the proposed approach performs much better than the group-Lasso based counterparts. Precisely characterizing this improvement theoretically would be interesting.

Next, the proposed approach was tested on three standard multi-task regression datasets (computer, school and sarcos datasets) and compared with the standard approach for multi-task learning: mixed $(2, 1)$-norms or group lasso $(2)$. A description of the datasets is given below:

**Computer data set:** This dataset consists of a survey among 180 people (corresponding to tasks). Each rated the likelihood of purchasing one of 20 different computers. The input consists 13 different computer characteristics, while the output corresponds to ratings. Following [1], we used the first 8 examples per task for training and the last 4 examples per task for testing.

**School data set:** This dataset is from the London Education Authority and consists of the exam scores of 15362 students from 139 schools (corresponding to tasks). The input consists 4 school-based and 3 student-based attributes, along with the year. The categorical features are replaced with binary features. We use 75% of the data set for training and the rest for testing.

**Sarcos data set:** The dataset has 44,484 train samples and 4449 test samples. The task is to map a 21-dimensional input space (corresponding to characteristics of robotic arm) to the output corresponding to seven torque measurement (tasks) to predict the inverse dynamics.

We report the average (across tasks) root mean square error on the test data set in Table 4. Note that the proposed two-step approach performs better than the group lasso approach on all the data sets. The data sets correspond to cases with varied data size and number of tasks. Observe that even with a small training data (computer data set), performance of both our approach is better than the group lasso approach.

### 5.2 SCC based Image Classification

In this section, we present a novel application of the proposed approach for obtaining sparse codes for gender recognition in CMU Multi-pie data set. The database contains 337 subjects (235 male and 102 female) across simultaneous variations in pose, expression, and illumination. The advantages of jointly coding the extracted local descriptors of an image with respect to a given dictionary for the purpose of classification has been highlighted in [3]. They propose a method based on mixed $(2, 1)$-norm to jointly find a sparse representation of an image based on local descriptors of that image. Following a similar experimental setup, we use the proposed sparse covariance coding approach for attaining the same goal.

Each image is of size $30 \times 40$, size of patches is $8 \times 8$, and number of overlapping patches per image is 64. Local descriptors for each images are extracted in the form of overlapping patches and a dictionary is learned based on the obtained patches by sparse coding. With the learnt dictionary, the local descriptors of each image is jointly sparse coded via the diagonal covariance matrix assumption and the codes thus obtained are used or classification. This approach is compared with the group sparse coding based approach. Linear SVM is used in the final step for classification. Note that the purpose of the experiment is not learning a dictionary. Table 5 shows the test set and train set error for the classifier thus obtained. Note that the proposed sparse covariance coding based approach outperforms the group sparse coding based approach for gender classification due to its better quality estimates.

<table>
<thead>
<tr>
<th></th>
<th>Group sparse coding</th>
<th>Sparse cov. coding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Train error</strong></td>
<td>$6.67 \pm 1.34%$</td>
<td>$5.56 \pm 1.62%$</td>
</tr>
<tr>
<td><strong>Test error</strong></td>
<td>$7.48 \pm 1.54%$</td>
<td>$6.32 \pm 1.12%$</td>
</tr>
</tbody>
</table>

Table 5: Face image classification based on gender: Test and Train set error rates for sparse covariance coding and group sparse coding (both with a fixed dictionary).

Method | 80% shared basis | Completely shared basis
--- | --- | ---
| k=50 | k=70 | k=90 | k=50 | k=70 | k=90
Standard group lasso | 0.18 | 0.22 | 0.27 | 0.11 | 0.16 | 0.22
MSMTFL | 0.15 | 0.18 | 0.20 | 0.07 | 0.08 | 0.17
Partial full covariance | 0.17 | 0.20 | 0.23 | 0.07 | 0.11 | 0.16
Sparse diagonal covariance | 0.13 | 0.16 | 0.20 | 0.05 | 0.09 | 0.14

Table 1: Support selection: Hamming distance between true non-zero indices and estimated non-zero indices by the indicated method for all signals.

| Method | k=50 | k=70 | k=90
--- | --- | --- | ---
standard group Lasso | 0.1541 ± 0.0045 | 0.1919 ± 0.0092 | 0.2404 ± 0.0124
GLS-LS | 0.1498 ± 0.0032 | 0.1901 ± 0.0034 | 0.2383 ± 0.0042
Partial full covariance | 0.1239 ± 0.0063 | 0.1542 ± 0.0131 | 0.1992 ± 0.0143
Sparse Diagonal covariance | 0.1022 ± 0.0054 | 0.1393 ± 0.0088 | 0.1701 ± 0.0104
MSMTFL | 0.1276 ± 0.0075 | 0.1564 ± 0.0153 | 0.1987 ± 0.0201
Diag+Low-rank covariance | 0.1031 ± 0.0042 | 0.1212 ± 0.0122 | 0.1532 ± 0.0173
Standard group Lasso | 0.1032 ± 0.0086 | 0.1574 ± 0.0151 | 0.1733 ± 0.0190
GLS-LS | 0.1010 ± 0.0045 | 0.1532 ± 0.0134 | 0.1698 ± 0.0430
Partial full covariance | 0.0735 ± 0.0078 | 0.1131 ± 0.0148 | 0.1576 ± 0.0201
Sparse Diagonal covariance | 0.0447 ± 0.0071 | 0.0828 ± 0.0165 | 0.1184 ± 0.0198
MSMTFL | 0.0643 ± 0.0093 | 0.0832 ± 0.0200 | 0.1457 ± 0.0223
Diag+Low-rank Covariance | 0.0452 ± 0.0084 | 0.0786 ± 0.0136 | 0.1012 ± 0.0161

Table 2: Coefficient estimation: Normalized $L_2$ distance between true coefficients and estimated coefficients by the indicated method. First 5 rows correspond to 80% shared basis and the last 5 rows correspond to fully shared basis.

6 Discussion and Future work

We proposed a two-step estimation procedure based on a specialized random effects model for dealing with joint sparsity regularization and demonstrated its advantage over the group-Lasso formulation. The proposed approach highlights the fact that enforcing interesting structure on covariance of the coefficients is better for obtaining joint sparsity in the coefficients. We leave a theoretical comparison to the MSMTFL procedure, precisely quantifying the statistical improvement provided by the proposed approach (note that MSMTFL being a non-convex procedure does not attain the global optimal solution [9]) as future work. Future work also includes (i) relaxing the assumptions made in the theoretical analysis, (ii) exploring more complex models like imposing group-mean structure on the parameters for additional flexibility, (iii) other additive decomposition of the covariance matrix with complementary regularizers and (iv) using locally-smoothed covariance estimates for time-varying joint sparsity.

A Identifiability of additive structure

The issue of identifiability (which is necessary subsequently for consistency and recovery guarantees) arises when we deal with additive decomposition of the covariance matrix. Here, we discuss about the conditions under which the model is identifiable, i.e., there exist an unique decomposition of the covariance matrix as the summation of the sparse diagonal matrix and low-rank matrix. We follow the discussion used in [11]. Let $\Omega = \Omega_s + \Omega_L$ denote the decomposition where $\Omega_s$ denotes the sparse diagonal matrix and $\Omega_L$ a low-rank matrix. Intuitively, identifiability holds if the sparse matrix is not low-rank (i.e., the support is sufficiently spread out) and the low-rank matrix is not too sparse (i.e., the singular vectors are away from co-ordinate axis). A formal argument is made based on the above intuition. We defined the following quantities (following [11]) below that measures the non-zero entries in any row or column of $\Omega_s$ and sparseness of the singular vectors of $\Omega_L$:

$$\alpha = \max\{\|\text{sign}(\Omega_s)\|_{1\rightarrow 1}, \|\text{sign}(\Omega_s)\|_{\infty\rightarrow \infty}\}$$

and

$$\beta = \|UU^T\|_{\infty} + \|VV^T\|_{\infty} + \|U\|_{2\rightarrow \infty}\|V\|_{2\rightarrow \infty},$$

where $U, V \in \mathbb{R}^{d \times r}$ are the left and right orthonormal singular vectors corresponding to non-zero singular values of $\Omega_L$ and $\|M\|_{p \rightarrow q} \overset{\text{def}}{=} \{\|Mv\|_q : v \in \mathbb{R}^m, \|v\|_p \leq 1\}$. Note that, for a diagonal matrix, $\|\text{sign}(\Omega_s)\|_{1\rightarrow 1} = \|\text{sign}(\Omega_s)\|_{\infty\rightarrow \infty} = 1$. It is proved in [11] that if $\alpha \beta < 1$, then the matrices are identifiable, i.e, the sparse plus low-rank decomposition is unique. Therefore we only need to
require \( \beta < 1 \) for identifiability, which is a rather weak assumption, satisfied by most low-rank matrices with sufficient spread of the support.

## B Proof of Theorem 4.1

For notational simplicity, we remove the superscripts \( (\ell) \) in the following derivation (e.g., denote \( X^{(\ell)} \) by \( X, \tilde{\beta}^{(\ell)} \) by \( \tilde{\beta} \) and so on). We have the following decomposition

\[
E \| X \tilde{\beta} - X \beta \|_2^2 = E \| X \left( (X^T X + \lambda \hat{\Omega}^{-1})^{-1} X^T (X \tilde{\beta} + \epsilon) - \beta \right) \|_2^2 \\
= E \| X \left( (X^T X + \lambda \hat{\Omega}^{-1})^{-1} X^T \tilde{\beta} + \epsilon \right) \|_2^2 \\
+ 2 E \| X \left( (X^T X + \lambda \hat{\Omega}^{-1})^{-1} X^T \tilde{\beta} \right) \|_2 \| \epsilon \|_2 \\
= \lambda^2 \text{tr} X \left( (X^T X + \lambda \hat{\Omega}^{-1})^{-1} \hat{\Omega} X^T X + \lambda \hat{\Omega}^{-1} \right)^{-1} X^T + \sigma^2 \text{tr} X \left( (X^T X + \lambda \hat{\Omega}^{-1})^{-1} \right)^{-1} X^T \\
\leq \lambda \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega}^{-1} \right)^{-1} \left( \lambda \hat{\Omega} + \hat{\Omega} X^T X \hat{\Omega} \right) \\
\leq \lambda (A + B + C)
\]

where with \( \hat{\Delta} \hat{\Omega} = \hat{\Omega} - \hat{\Omega}, \) we have \( A = \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} \hat{\Delta} \hat{\Omega} X \hat{\Omega} \left( (X^T X + \lambda \hat{\Omega}^{-1})^{-1} \right)^{-1} X^T \) and \( B = 2 \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} \hat{\Delta} \hat{\Omega} X \hat{\Omega} \left( (X^T X + \lambda \hat{\Omega}^{-1})^{-1} \right)^{-1} X^T \) and \( C = \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} \left( \hat{\Omega} X^T X \hat{\Omega} + \lambda \hat{\Omega} \right) \left( (X^T X \hat{\Omega} + \lambda \hat{\Omega}^{-1})^{-1} \right)^{-1} X^T \). We can further expand \( C \) as

\[
C = \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} \left( \hat{\Omega} X^T \hat{\Omega} + \lambda \tilde{\Omega} \right) \\
- \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} \hat{\Delta} \hat{\Omega} \hat{\Omega} X \left( X^T X + \lambda \hat{\Omega}^{-1} \right)^{-1} \\
- \text{tr} \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} \left( \hat{\Omega} X^T \hat{\Omega} + \lambda \tilde{\Omega} \right) \left( (X^T X \hat{\Omega} + \lambda \hat{\Omega}^{-1})^{-1} \right)^{-1} X^T \\
+ \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} X \hat{\Omega} \left( X^T X \hat{\Omega} + \lambda \hat{\Omega}^{-1} \right)^{-1} X^T - B/2.
\]

Therefore we have

\[
B + C = \text{tr} X \left( X^T X \hat{\Omega} + \lambda \hat{\Omega} \right) \left( X^T X + \lambda \hat{\Omega}^{-1} \right)^{-1} X^T \\
- \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} \hat{\Delta} \hat{\Omega} \hat{\Omega} X \left( X^T X + \lambda \hat{\Omega}^{-1} \right)^{-1} \\
= \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} X \hat{\Omega} \left( X^T \hat{\Omega} + \lambda \hat{\Omega}^{-1} \right)^{-1} X^T \\
- \text{tr} \hat{\Delta} \hat{\Omega} X \left( X^T X + \lambda \hat{\Omega}^{-1} \right)^{-1} X^T.
\]

Putting all together, we have

\[
A + B + C = \text{tr} X \left( X^T X \hat{\Omega} + \lambda \hat{\Omega} \right) \left( X^T X + \lambda \hat{\Omega}^{-1} \right)^{-1} X^T \\
- \text{tr} \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} \hat{\Delta} \hat{\Omega} \left( X^T X + \lambda \hat{\Omega}^{-1} \right)^{-1} X^T \\
+ \text{tr} X \left( \hat{\Omega} X^T X + \lambda \hat{\Omega} \right)^{-1} \left( \hat{\Omega} X^T \hat{\Omega} + \lambda \tilde{\Omega} \right) \left( X^T X \hat{\Omega} + \lambda \hat{\Omega}^{-1} \right)^{-1} X^T.
\]

This proves the upper bound. Similarly, the lower bound follows from the fact that \( E \| X \tilde{\beta} - X \beta \|_2^2 \geq \sigma^2 (A + B + C) \).
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Abstract

The best current methods for exactly computing the number of satisfying assignments, or the satisfying probability, of Boolean formulas can be seen, either directly or indirectly, as building decision-DNNF (decision decomposable negation normal form) representations of the input Boolean formulas. Decision-DNNFs are a special case of $d$-DNNFs where $d$ stands for deterministic. We show that any decision-DNNF can be converted into an equivalent FBDD (free binary decision diagram) – also known as a read-once branching program (ROBP or 1-BP) – with only a quasipolynomial increase in representation size in general, and with only a polynomial increase in size in the special case of monotone $k$-DNF formulas. Leveraging known exponential lower bounds for FBDDs, we then obtain similar exponential lower bounds for decision-DNNFs which provide lower bounds for the recent algorithms. We also separate the power of decision-DNNFs from $d$-DNNFs and a generalization of decision-DNNFs known as AND-FBDDs. Finally we show how these imply exponential lower bounds for natural problems associated with probabilistic databases.

1 Introduction

Model counting is the problem of computing the number, $#F$, of satisfying assignments of a Boolean formula $F$. While model counting is hard for #$P$, there have been major advances in practical algorithms that compute exact model counts for many relatively complex formulas and, using similar techniques, that compute the probability that Boolean formulas are satisfied, given independent probabilities for their literals.

Modern exact model counting algorithms use a variety of techniques (see [Gomes et al., 2009] for a survey). Many are based on extensions of backtracking search using the DPLL family of algorithms [Davis and Putnam, 1960; Davis et al., 1962] that were originally designed for satisfiability search. In the context of model counting (and related problems of exact Bayesian inference) extensions include caching the results of solved sub-problems [Majercik and Littman, 1998], dynamically decomposing residual formulas into components (Relsat [Bayardo et al., 2000]) and caching their counts ([Bacchus et al., 2003]), and applying dynamic component caching together with conflict-directed clause learning (CDCL) to further prune the search (Cachet [Sang et al., 2004] and sharpSAT [Thurley, 2006]).

The other major approach, known as knowledge compilation, is to convert the input formula into a representation of the Boolean function that the formula defines and from which the model count can be computed efficiently in the size of the representation [Darwiche, 2001a; Darwiche, 2001b; Huang and Darwiche, 2007; Muise et al., 2012]. Efficiency for knowledge compilation depends both on the size of the representation and the time required to construct it. As noted by (c2d [Huang and Darwiche, 2007] based on component caching) and (Dsharp [Muise et al., 2012] based on sharpSAT), the traces of all the DPLL-based methods yield knowledge compilation algorithms that can produce what are known as decision-DNNF representations [Huang and Darwiche, 2005; Huang and Darwiche, 2007], a syntactic subclass of $d$-DNNF representations [Darwiche, 2001b; Darwiche and Marquis, 2002]. Indeed, all the methods for exact model counting surveyed in [Gomes et al., 2009] (and all others of which we are aware) can be converted to knowledge com-
pilation algorithms that produce decision-DNNF representations, without any significant increase in their running time.

In this paper we prove exponential lower bounds on the size of decision-DNNF’s for natural classes of formulas. Therefore our results immediately imply exponential lower bounds for all modern exact model counting algorithms. These bounds are unconditional – they do not depend on any unproved complexity-theoretic assumptions. These bounds apply to very simple classes of Boolean formulas, which occur frequently both in uncertainty reasoning, and in probabilistic inference. We also show that our lower bounds extend to the evaluation of the properties of a large class of database queries, which have been studied in the context of probabilistic databases.

We derive our exponential lower bounds by showing how to translate any decision-DNNF to an equivalent FBDD, a less powerful representation for Boolean functions. Our translation increases the size by at most a quasipolynomial, and by at most a polynomial in the special case when the Boolean function computed has a monotone k-DNF formula. The lower bounds follow from well-established exponential lower bounds for FBDDs. This translation from decision-DNNFs to FBDDs is of independent interest: it is simple, and efficient, in the sense that it can be computed in time linear in the size of the output FBDD.

It is interesting to note that with formula caching, but without dynamic component caching, the trace extensions of DPLL-based searches yield FBDDs rather than decision-DNNFs. Hence, the difference between FBDDs and decision-DNNFs is precisely the ability of the latter to take advantage of decompositions into connected components of subformulas of the formula being represented. Our conversion shows that these connected component decompositions can only provide quasipolynomial improvements in efficiency, or only a polynomial improvement in the case of monotone k-DNF formulas.

**Representations** Though closely related, FBDDs and decision-DNNFs originate in completely different approaches for representing (or computing) Boolean functions. FBDDs are special kinds of binary decision diagrams [Akers, 1978], also known as branching programs [Masek, 1976]. These represent a function using a directed acyclic graph with decision nodes, each of which queries a Boolean variable representing an input bit and has 2 out-edges, one labeled 0 and the other 1; it has a single source node, and has sink nodes labeled by output values; the value of the function on an assignment of the Boolean variables is the label of the sink node reached. Free binary decision diagrams (FBDDs), also known as read-once branching programs (ROBPs), have the property that each input variable is queried at most once on each source-sink path. There are many variants and extensions of these decision-based representations; for an extensive discussion of their theory see the monograph [Wegener, 2000]. These include nondeterministic extensions of FBDDs called OR-FBDDs, as well as their corresponding co-nondeterministic extensions called AND-FBDDs, which have additional internal AND nodes through which any input can pass – the output value is 1 for an input iff every consistent source-sink path leads to a sink labeled 1.

Decision-DNNFs originate in the desire to find restricted forms of Boolean circuits that have better properties for knowledge representation. Negation normal form (NNF) circuits are those that have unbounded fan-in AND and OR nodes (gates) with all negations pushed to the input level using De Morgan’s laws. Darwiche [Darwiche, 2001a] introduced decomposable negation normal form (DNNF) which restricts NNF by requiring that the sub-circuits leading into each AND gate are defined on disjoint sets of variables. He also introduced d-DNNFs [Darwiche, 2001a, Darwiche and Marquis, 2002] which have the further restriction that DNNFs are deterministic, i.e., the sub-circuits leading into each OR gate never simultaneously evaluate to 1; d-DNNFs have the advantage of probabilistic polynomial-time equivalence testing [Huang and Darwiche, 2007]. Most subsequent work has used these d-DNNFs. An easy way of ensuring determinism is to have a single variable x that evaluates to 1 on one branch and 0 on the other, so d-DNNFs can be produced by the subcircuit (x ∧ A) ∨ (¬x ∧ B), which is equivalent to having decision nodes as above; moreover, the decomposability ensures that x does not appear in either A or B. d-DNNFs in which all OR nodes are of this form are called decision-DNNFs [Huang and Darwiche, 2005, Huang and Darwiche, 2007]. Virtually all algorithmic methods that use d-DNNFs, including those used in exact model counting and Bayesian inference, actually ensure determinism by using decision-DNNFs.

Decision-DNNFs have the further advantage of being syntactically checkable; by comparison, given a general DNNF, it is not easy to check whether it satisfies the semantic restriction of being a d-DNNF.

---

1The term free contrasts with ordered binary decision diagrams (OBDDs) [Bryant, 1986] in which each root-leaf path must query the variables in the same order. For each variable order, minimized OBDDs are canonical representations for Boolean functions, making them extremely useful for a vast number of applications. Unfortunately, OBDDs are often also simply referred to as BDDs, which leads to confusion with the original general model.
It is immediate that one can get a completely equivalent representation to the above definition by using a decision node on \( x \) in place of each OR of ANDs involving \( x \), and in place of each leaf variable or its negation; the decomposability property ensures that no root-leaf path in the circuit queries the same variable more than once. Clearly these form a special subclass of the AND-FBDDs discussed above, in which each AND is required to have the decomposability property that the different branches below each AND node query disjoint sets of variables. Though formally there are insignificant syntactic differences between the definitions, we will use the term decision-DNNFs to refer to these decomposable AND-FBDDs.

Two other consequences of our simulation of decision-DNNFs by FBDDs are provable exponential separations between the representational power of decision-DNNFs and that of either \( d \)-DNNFs or AND-FBDDs. There are two functions, involving simple tests on the rows and columns of Boolean matrices, that require exponential size FBDDs but have linear size representations as AND-FBDDs and \( d \)-DNNFs respectively (cf. Thms 10.3.8, 10.4.7. in [Wegener, 2000]); our simulation shows that these lower bounds carry over to decision-DNNFs, yielding the claimed separations. A comparison of these representations in terms of their succinctness as well as a summary of our contributions in this paper are given in Figure 1.\(^2\)

**Probabilistic Databases** These databases annotate each tuple with a probability of being true [Suciu et al., 2011]. Query evaluation on probabilistic databases reduces to the problem of computing the probability of a positive, \( k \)-DNF Boolean formula, where the number of Boolean variables in each term is bounded by \( k \), which is fixed by the query, while the size of the formula grows polynomially in the size of the database. Our results immediately imply that, when applied to such formulas, decision-DNNFs are only polynomially more concise than FBDDs. By combining this with previously known results, we describe a class of queries such that any query in this class generates Boolean formulas requiring decision-DNNFs of exponential size, thus implying that none of the recent evaluation algorithms that either explicitly or implicitly yield decision-DNNFs can compute these queries efficiently. Although the exponential lower bounds we derive for decision-DNNFs are not the first – there are a small number of exponential lower bounds known even for unrestricted AND-FBDDs [Wegener, 2000], which therefore also apply for decision-DNNFs – none of these apply to the kinds of simple structured properties that show up in probabilistic databases that we are able to analyze.

**Compilation** As noted above, the size of the decision-DNNF required is not the only source of complexity in exact model counting. The other source is the search or compilation process itself – the time required to produce a decision-DNNF from an input Boolean formula which may greatly exceed the size of the representation. A particularly striking case where this is an issue is that of an unsatisfiable Boolean formula for which the function evaluates to the constant 0 and hence the decision-DNNF is of size 1. Determining this fact may take exponential time. Indeed, DPLL with caching and conflict-directed clause learning is a special case of resolution theorem proving [Beame et al., 2004]. There are large numbers of unsatisfiable formulas for which exponential lower bounds are known for every resolution refutation (see, e.g., [Ben-Sasson and Wigderson, 2001]) and hence this compilation process must be exponential for such formulas\(^3\). The same issues can arise in ruling out parts of the space of assignments for satisfiable formulas. However, we do not know of any lower bounds for this excess compilation time that directly apply to the kinds of simple highly satisfiable instances that we discuss in this paper.

The rest of the paper is organized as follows. In Section 2 we review FBDDs and decision-DNNFs. Section 3 presents our two main results: a general transformation of a decision-DNNF into an equivalent FBDD, with only a quasipolynomial increase in size in general, and only a polynomial increase in size for monotone \( k \)-DNF formulas. We prove these results in Section 4 and Section 5. In Section 6 we discuss the implications of this transformation for evaluating queries in probabilistic databases. We conclude in Section 7.

---

\(^2\)It is open whether the region is empty if no black square is shown (also indicated by dotted borders).

\(^3\)DPLL with formula caching, but not clause learning, can be simulated by even simpler regular resolution, though in general it is not quite as powerful as regular resolution [Beame et al., 2010].
2 FBDDs and Decision-DNNFs

FBDDs. An FBDD is a rooted directed acyclic graph (DAG) \( F \), with two kinds of nodes: decision nodes, each labeled by a Boolean variable \( X \) and two outgoing edges labeled 0 and 1, and sink nodes labeled 0 and 1. Every path from the root to some leaf node may test a Boolean variable \( X \) at most once. The size of the FBDD is the number of its nodes. We denote the sub-DAG of \( F \) rooted at an internal node \( u \) by \( F_u \) which computes a Boolean function \( \Phi_u \); \( F \) computes \( \Phi \), where \( r \) is the root. For a node \( u \) labeled \( X \) with 0- and 1-children \( u_0 \) and \( u_1 \), \( \Phi_u = (\neg X)\Phi_{u_0} \lor X\Phi_{u_1} \). The probability of \( \Phi_r \) can be computed in linear time in the size of the FBDD using a simple dynamic program:

\[
Pr[\Phi] = (1 - p(X))Pr[\Phi_{u_0}] + p(X)Pr[\Phi_{u_1}].
\]

Decision-DNNFs. As noted in the introduction, we choose to define decision-DNNFs as a sub-class of AND-FBDDs. An AND-FBDD [Wegener, 2000] is an FBDD with an additional kind of nodes, called AND-nodes; the function associated to an AND-node \( u \) with children \( u_1, \ldots, u_r \) is \( \Phi_u = \Phi_{u_1} \land \cdots \land \Phi_{u_r} \). A decision-DNNF, \( D \), is an AND-FBDD satisfying the additional restriction that for any AND-node \( u \) and distinct children \( u_i, u_j \) of \( u \), the sub-DAGS \( D_{u_i} \) and \( D_{u_j} \) do not mention any common Boolean variable \( X \).

For the rest of the paper we make two assumptions about decision-DNNFs. First, every AND-node has exactly 2 children, and as a consequence every internal node \( u \) has exactly two children \( v_1, v_2 \), called the left and right child respectively; second, that every 1-sink node has at most one incoming edge. Both assumptions are easily enforced by at most a quadratic increase in the number of nodes in the decision-DNNF.

3 Main Results

In this section we state our two main results and show several applications. We first need some notation. For each node \( u \) of a decision-DNNF \( D \), let \( M_u \) be the number of AND-nodes in the subgraph \( D_u \). If \( u \) is an AND-node, then we have \( M_u = 1 + M_{v_1} + M_{v_2} \), because, by definition, the two DAGs \( D_{v_1} \) and \( D_{v_2} \) are disjoint; we will always assume that \( M_{v_1} \leq M_{v_2} \) (otherwise we swap the two children of the AND-node \( u \)), and this implies that \( M_u \geq 2M_{v_1} + 1 \). We classify the edges of the decision-DNNF into three categories: \((u, v)\) is a light edge if \( u \) is an AND-node and \( v \) its first child; \((u, v)\) is a heavy edge if \( u \) is an AND-node and \( v \) is its second child; and \((u, v)\) is a neutral edge if \( u \) is a decision node. We always have \( M_u \geq M_v \), while for a light edge we have \( M_u \geq 2M_v + 1 \).

Let \( D \) be a decision-DNNF, \( N \) the total number of nodes in \( D \), \( M \) the number of AND-nodes, and \( L \) the maximum number of light edges on any path from the root node to some leaf node. Our first main result is:

Theorem 3.1. For any decision-DNNF \( D \) there exists an equivalent FBDD \( F \) computing the same formula as \( D \), with at most \( NM^L \) nodes. Moreover, given \( D \), \( F \) can be constructed in time \( O(NM^L) \).

We give the proof in Section 4. We next show that the bound \( NM^L \) is quasipolynomial in \( N \).

Corollary 3.2. For any decision-DNNF \( D \) with \( N \) nodes there exists an equivalent FBDD \( F \) with at most \( N^2 \log^2 N \) nodes.

Proof. Consider any path in \( D \) with light edges, \((u_1, v_1), (u_2, v_2), \ldots, (u_L, v_L)\). We have \( M_{u_i} \geq 2M_{v_i} + 1 \) and \( M_{v_i} \geq M_{u_{i+1}} \) for all \( i \), and we also have \( M \geq M_{u_1} \) and \( M_{u_1} \geq 0 \), which implies \( M \geq 2^L - 1 \) (by induction on \( L \)). Therefore, \( 2^L \leq M + 1 \leq N \) (because \( D \) has at least one node that is not an AND-node), and \( N M^L \leq N^2 \log^2 N \), proving the claim. \( \square \)

Our second main result concerns monotone k-DNF Boolean formulas, which have applications to probabilistic databases, as we explain in Section 6. We show that in this case any decision-DNNF can be converted into an equivalent FBDD with only a polynomial increase in size. This results from the following lemma, whose proof we give in Section 5:

Lemma 3.3. If a decision-DNNF \( D \) computes a monotone k-DNF Boolean formula then every path in \( D \) has at most \( k - 1 \) AND-nodes.

Therefore, \( L \leq k - 1 \), and Theorem 3.1 implies:

Theorem 3.4. For any decision-DNNF \( D \) with \( N \) nodes that computes a monotone k-DNF Boolean formula then there exists an equivalent FBDD \( F \) with at most \( N^k \) nodes.

We give now several applications of our main results.

Lower Bounds for DPLL-based Algorithm

We give an explicit Boolean formula on which every DPLL-based algorithm whose trace is a decision-DNNF takes exponential time. We use the following formula introduced by Bollig and Wegener [Bollig and Wegener, 1998]. For any set \( E \subseteq [n] \times [n] \) define \( \Phi_E = \bigvee_{(i,j) \in E} X_{i} Y_{j} \), where \( X_1, \ldots, X_n, Y_1, \ldots, Y_n \) are Boolean variables. Let \( n = p^s \) where \( p \) is a prime number; then each number \( 0 \leq i < n \) can be uniquely written as \( i = a + bp \) where \( 0 \leq a, b < p \). Define \( E_n = \{ (i+1, j+1) \mid i = a + bp, j = c + dp, c \equiv (a + bd) \mod p \} \). Then:

Theorem 3.5. [Bollig and Wegener, 1998, Th.3.1] Any FBDD for \( \Phi_{E_n} \) has \( 2^{\Omega(\sqrt{n})} \) nodes.

Consider the formula \( \Phi_n = \bigvee_{1 \leq i,j \leq n} X_i Z_{ij} Y_j \). Any FBDD for \( \Phi_n \) has size \( 2^{\Omega(\sqrt{n})} \), because it can be converted into an FBDD for \( \Phi_{E_n} \) by setting \( Z_{ij} = 1 \) or
$Z_{ij} = 0$, depending on whether $(i, j)$ is in $E_n$ or not. Both $\Psi_{E_n}$ and $\Phi_n$ are monotone, and 2-DNF and 3-DNF respectively, therefore, by Theorem 3.4:

**Corollary 3.6.** Any decision-DNNF for either $\Psi_{E_n}$ or $\Phi_n$ has $2^{\Omega(\sqrt{n})}$ nodes.

In particular, any DPLL-based algorithm whose trace is a decision-DNNF will take exponential time on the formulas $\Psi_{E_n}$ and $\Phi_n$.

**Separating decision-DNNFs from AND-FBDDs** We show that decision-DNNFs are strictly weaker than AND-FBDDs. Define $\Psi'_{E_n} = \bigwedge_{(i, j) \in E_n} (X_i \lor Y_j)$, the CNF expression that is the dual of $\Psi_{E_n}$. Since $\Psi'_{E_n}$ is a CNF formula, it admits an AND-FBDD with at most $n^2$ nodes (since $|E_n| \leq n^2$). On the other hand, we show that any decision-DNNF must have $\Omega(2^{n^{1/4}})$ nodes. Indeed, Theorem 3.5 implies that any FBDD for $\Psi'_{E_n}$ has $2^{\Omega(\sqrt{n})}$ nodes. Consider some decision-DNNF $D$ for $\Psi_{E_n}$ having $n$ nodes. By Corollary 3.2 we obtain an FBDD $F$ of size $2^{\log^2 n + \log n}$, which must be $2^{\Omega(\sqrt{n})}$; thus $\log^2 n = \Omega(\sqrt{n})$, hence $\log n = \Omega(n^{1/4})$, and $n = 2^{\Omega(n^{1/4})}$. We have shown:

**Corollary 3.7.** Decision-DNNFs are exponentially less concise than AND-FBDDs.

**Separating decision-DNNFs from d-DNNFs** Define $\Gamma_n$ on the matrix of variables $X_{ij}$ for $i, j \in [n]$ by $\Gamma_n(X) = f_n(X) \lor g_n(X)$ where $f_n$ is 1 if and only if the parity of all the variables is even and the matrix has an all-1 row and $g_n$ is 1 if and only if the parity of all the variables is odd and the matrix has an all-1 column. Wegener showed (cf. Theorem 10.4.7, in [Wegener, 2000]) that any FBDD for $\Gamma_n$ has $2^{\Omega(n)}$ nodes (therefore, every decision-DNNF requires $2^{\Omega(n^{1/2})}$ nodes). $\Gamma_n$ can also be computed by an $O(n^2)$ size $d$-DNNF, because both $f_n$ and $g_n$ can be computed by $O(n^2)$ size OBDDs, and $f_n \lor g_n \equiv \text{false}$. Hence:

**Corollary 3.8.** Decision-DNNFs are exponentially less concise than $d$-DNNFs.

4 Decision-DNNF to FBDD

In this section we prove Theorem 3.1 by describing a construction to convert a decision-DNNF $D$ to an FBDD $F$.

4.1 Main Ideas

To construct $F$ we must remove all AND-nodes in $D$ and replace them with decision nodes. An AND node has two children, $v_1, v_2$; we need to replace this node with an FBDD for the expression $\Phi_{v_1} \land \Phi_{v_2}$. Assume that $u$ is the only AND-node in $D$; then both $D_{v_1}$ and $D_{v_2}$ are already FBDDs, and Figure 2(a): stack

![Figure 2](image)

**Figure 2:** (a) Basic construction for converting a decision-DNNF into an FBDD (b) where it fails.

$D_{v_1}$ over $D_{v_2}$, and redirect all 1-sink nodes in $D_{v_1}$ to the root of $D_{v_2}$. Clearly this computes the same AND function; moreover it is a correct FBDD because $D_{v_1}, D_{v_2}$ do not have any common variable. If this construction worked in general, then the entire decision-DNNF would be converted into an FBDD of exactly the same size.

But, in general, this simple idea fails, as can be seen on the simple decision-DNNF in Figure 2(b) (it computes $(\neg X)YZ \lor XYU$). To compute the first AND node we need to stack $D_{v_1}$ over $D_{v_2}$, and to compute the second AND node we need to stack $D_{v_1}$ over $D_{v_3}$: this creates a conflict for redirecting the 1-sink node in $D_{v_1}$ to $v_2$ or to $v_3^4$. To get around that, we use two ideas. The first idea is to make copies of some subgraphs. For example if we make two copies of $D_{v_1}$, call them $D'_{v_1}$ and $D''_{v_1}$, then we can compute the first AND-node by stacking $D_{v_1}$ over $D'_{v_2}$, and compute the second AND-node by stacking $D'_{v_1}$ over $D_{v_3}$ and the conflict is resolved. The second idea is to reorder the children of the AND-nodes to limit the exponential blowup due to copying. We present the details next.

4.2 The Construction of $F$

Fix the decision-DNNF $D$. Let $u$ denote a node in $D$ and $P$ denote a path from the root to $u$. Let $s(P)$ be the set of light edges on the path $P$, and let $S(u)$ consist of the sets $s(P)$ for all paths from the root to $u$, formally:

$s(P) = \{(v, w) \mid (v, w) \text{ is a light edge in } P\}$

$S(u) = \{s(P) \mid P \text{ is a path from the root to } u\}$

We consider the light edges in a set $s = s(P)$ ordered by their occurrences in $P$ (from the root to $u$). This order is independent of $P$: if $s = s(P) = s(P')$ then the light edges occur in the same order on the paths $P$ and $P'$ (since $D$ is acyclic).

We will convert $D$ into an FBDD $F$ with no-op nodes, unlabeled nodes having only one outgoing edge. Any

---

4In this particular example one could stack $D_{v_2}$ and $D_{v_3}$ over $D_{v_1}$ and avoid the conflict; but, in general, $D_{v_2}, D_{v_3}$ may have conflicts with other subgraphs.
FBDD with no-op nodes is easily transformed into a standard FBDD by removing the no-op nodes and redirecting all incoming edges to its unique child.

We define $\mathcal{F}$ formally. Its nodes are pairs $(u, s)$ where $u$ is a node in $\mathcal{D}$ and $s \in S(u)$. The root node is $(\text{root}(\mathcal{D}), \emptyset)$. The edges in $\mathcal{F}$ are of three types:

**Type 1:** For each light edge $e = (u, v)$ in $\mathcal{D}$ and every $s \in S(u)$, add the edge $((u, s), (v, s \cup \{e\}))$ to $\mathcal{F}$.

**Type 2:** For every neutral edge $(u, v)$ in $\mathcal{D}$ and every $s \in S(u)$ add the edge $((u, s), (v, s))$ to $\mathcal{F}$.

**Type 3:** For every heavy edge $(u, v_2)$, let $e = (u, v_1)$ be the corresponding light sibling edge. Then, for every $s \in S(u)$, add all edges of the form $((w, s \cup \{e\}), (v_2, s))$, where $w$ is a 1-sink node in $\mathcal{D}_{v_2}$.

Finally, we label every node $u' = (u, s)$ in $\mathcal{F}$, as follows:

1. If $u$ is a decision node in $\mathcal{D}$ that tests the variable $X$, then $u'$ is a decision node in $\mathcal{F}$ testing the same variable $X$.
2. If $u$ is an AND-node, then $u'$ is a no-op node.
3. If $u$ is a 0-sink node, then $u'$ is a 0-sink node.
4. If $u$ is a 1-sink node, then: if $s = \emptyset$ then $u'$ is a 1-sink node, otherwise it is a no-op node.

This completes our description of $\mathcal{F}$. The intuition behind it is that, for every AND node, we make a fresh copy of its left child. To illustrate this, suppose $\mathcal{D}$ has a single AND-node $u$ with two children $v_1, v_2$, and let $e = (u, v_1)$ be the light edge. Suppose there is a second, neutral edge into $v_1$, say $(z, v_1)$. Then $\mathcal{F}$ contains two copies of the subgraph $\mathcal{D}_{v_1}$, one with nodes labeled $(w, \{e\})$, and the other with nodes labeled $(w, \emptyset)$. Any 1-sink node in the first copy becomes a no-op node in $\mathcal{F}$ and is connected to $v_2$, similarly to Figure 2(a); the same 1-sink node in the second copy remain 1-sink nodes. This copying process is repeated in $\mathcal{D}_{v_1}$.

### 4.3 Proof of Theorem 3.1

Theorem 3.1 follows from the following three lemmas:

**Lemma 4.1.** $\mathcal{F}$ has at most $NM^L$ nodes.

**Lemma 4.2.** $\mathcal{F}$ is a correct FBDD with no-op nodes.

**Lemma 4.3.** $\mathcal{F}$ computes the same function as $\mathcal{D}$.

**Proof of Lemma 4.1.** The nodes of $\mathcal{F}$ have the form $(u, s)$. There are $N$ possible choices for the node $u$, and at most $M^L$ possible choices for the set $s$, because $|s| \leq L$ (since every path has $\leq L$ light edges), and $M$ is the number of light edges.

**Proof of Lemma 4.2.** We need to prove three properties of $\mathcal{F}$: that $\mathcal{F}$ is a DAG, that every path in $\mathcal{F}$ reads each variable only once, and that all its nodes are labeled consistently with the number of their children (e.g., a no-op has one child). The first two properties follow from the following claim:

**Claim:** If $u$ is a decision node in $\mathcal{D}$ labeled with a variable $X$, and there exists a non-trivial path (with at least one edge) between the nodes $(u, s)$ and $(v, s')$ in $\mathcal{F}$, then the variable $X$ does not occur in $\mathcal{D}_v$.

Indeed, the claim implies that $\mathcal{F}$ is acyclic, because any cycle in $\mathcal{F}$ implies a non-trivial path from some node $(u, s)$ to itself, and obviously $X \in \mathcal{D}_u$, contradicting the claim. It also implies that every path in $\mathcal{F}$ is read-once: if a path tests a variable $X$ twice, once at $(u, s)$ and once at $(u_1, s_1)$, then $X \in \mathcal{D}_{u_1}$, contradicting the claim. It remains to prove the claim.

Suppose to the contrary that there exists a node $(u, s)$ such that $u$ is labeled with $X$ and there exists a path from $(u, s)$ to $(v, s')$ in $\mathcal{F}$ such that $X$ occurs in $\mathcal{D}_v$. Choose $v$ such that $\mathcal{D}_v$ is maximal; i.e., there is no path from $(u, s)$ to some $(v', s'')$ such that $\mathcal{D}_v \subset \mathcal{D}_{v'}$ (in the latter case replace $v$ with $v'$: we still have that $X$ occurs in $\mathcal{D}_v$). Consider the last edge on the path from $(u, s)$ to $(v, s')$ in $\mathcal{F}$:

$$(u, s), \ldots, (w, s''), (v, s')$$

Observe that $(w, v)$ is not an edge in $\mathcal{D}$ since $\mathcal{D}_v$ is maximal and since $(u, v)$ is not an edge in $\mathcal{D}$ by the read-once property of $\mathcal{D}$; therefore, the edge from $(w, s'')$ to $(v, s')$ is of Type 3. Thus, there exists an AND-node $z$ with children $v_1, v$ and our last edge is of the form $(w, s' \cup \{e\}), (v, s')$, where $e = (z, v_1)$ the light edge of $z$. We claim that $e \notin s'$; i.e., it is not present at the beginning of the path in (1). If $e \in s$ then, since $s \in S(u)$, we have $u$, which queries $X$, in $\mathcal{D}_{v_1}$. Together with the assumption that some node in $\mathcal{D}_v$ queries $X$, we see that descendants of the two children $v_1, v$ of AND-node $z$ query the same variable, contradicting the fact that $\mathcal{D}$ is a decision-DNNF. This proves $e \notin s'$. On the other hand, $e \in s''$. Now consider the first node on the path in (1) where $e$ is introduced. It can only be an edge of the form $(z, s_1), (v_1, s_1 \cup \{e\})$. But now we have a path from $(u, s)$ to $(z, s_1)$ with $X \in \mathcal{D}_z \supset \mathcal{D}_v$, contradicting the maximality of $v$. This proves the claim.

Finally, we show that all nodes in $\mathcal{F}$ are consistently labeled, i.e. they have the correct arity. To prove this, we only need to show that every no-op node has a single child. There are two cases: the node is $(u, s)$ where $u$ is an AND node in $\mathcal{D}$ (for a Type 1 edge), in which case its single child is $(v_1, s \cup \{(u, v_1)\})$; or the node is $(w, s)$ where $w$ is a 1-sink node and $s \neq \emptyset$ (for a Type 3 edge). In that case, let $e = (z, v)$ be the last edge in $s$: more precisely, if $P$ is any path such that $s = s(P)$, then $e$ is the last light edge on $P$. (This $e$ is well defined: if $s = s(P) = s(P')$ then $P$ and $P'$ have the same sets of light edges, and therefore must traverse them in the same order since $\mathcal{D}$ is a DAG.) Let $v'$ be the right child of $z$; then the only edge from $(w, s)$ goes to $(v', s - \{e\})$. □
Next we prove Lemma 4.3, which completes the proof of Theorem 3.1. To prove this we will use the properties that (a) the value of the function computed by an FBDD on an input assignment is the value of the sink reached on the unique path from the root followed by the input, and (b) the value of the function computed by a decision-DNNF is the logical AND of all of the sink values reachable from the root on that assignment.

Proof of Lemma 4.3. Let \( \Phi_D \) and \( \Phi_F \) be the Boolean formulas computed by \( D \) and \( F \) respectively. We show that for any assignment \( \theta \) to the Boolean variables, \( \Phi_T[\theta] = 0 \) if and only if \( \Phi_F[\theta] = 0 \). For the “if” direction, suppose that \( \Phi_T[\theta] = 0 \). Let \( P \) be the unique root-sink path in \( F \) consistent with \( \theta \), which must reach a 0-sink by assumption. We will show that there exists a path \( P' \) in \( D \) from the root to a 0-sink that is consistent with \( \theta \). This suffices to prove that \( \Phi_D[\theta] = 0 \). First, notice that if \( P \) does not contain edges of Type 3, then it automatically also translates into a path leading to a 0-sink in \( D \) and the claim holds. Otherwise, consider an edge of Type 3 from \((w, s \cup \{e\})\) to \((v_2, s)\) such that (i) there exists an AND-node \( u \) with children \( v_1, v_2 \), (ii) \( w \) is a descendant of \( v_1 \), and (iii) \( e = (u, v_1) \). Since the edge \( e \) must have been introduced along the path, \( P \) contains an edge of the form \((u, s'), (v_1, s' \cup \{e\})\). Remove the fragment of \( P \) between \((u, s') \) and \((v_2, s)\): this is also a path in \( D \) to a 0-sink (using the original heavy-edge \((u, v_2)\) ), with one less edge of Type 3, and the claim follows by induction.

For the “only if” part, suppose that \( \Phi_D[\theta] = 0 \) and \( P' \) is a path in \( D \) from the root to a 0-sink node; as a warm-up, if \( P' \) has no heavy edges then it translates immediately into a path in \( F \) to a 0-sink. In general, we proceed as follows. Consider all paths in \( D \) that are consistent with \( \theta \) and lead to a 0-sink node. Order them lexicographically as follows: \( P'_1 < P'_2 \) if, for some \( k \geq 1 \), \( P'_1 \) and \( P'_2 \) agree on the first \( k-1 \) steps, and at step \( k \), \( P'_1 \) follows the light edge \((u, v_1)\), while \( P'_2 \) follows the heavy edge \((u, v_2)\) of some AND-node \( u \). Let \( P' \) be a minimal path under this order. We translate it into a path in \( F \) iteratively, starting from the root \( r \). Suppose we have translated the fragment \( r \rightarrow u \) of \( P' \) into a path \( P \) in \( F \) \((r, \emptyset) \rightarrow (u, s)\) . Consider the next edge \((u, v) \) in \( P' \): if it is a light edge \( e \) or a neutral edge, we simply extend \( P \) with \((u, s \cup \{e\}) \) or \((u, s)\) respectively. If \((u, v) \) is a heavy edge, let \((u, v_1)\) be its light sibling, and let \( s_1 = s \cup \{e\} \). By the minimality of \( P' \), \( \Phi_{v_1}[\theta] = 1 \) (otherwise we could find a consistent path to a 0-sink in \( D_{v_1} \)). We claim that there exists a 1-sink node \( w \) in \( D_{v_1} \) s.t. the path \( P'' \) in \( F_{v_1, s_1} \) defined by \( \theta \) leads from \((v_1, s_1)\) to \((w, s_1)\): the claim completes the proof of the lemma, because we simply extend \( P \) with: \((u, s), (v_1, s_1), P'', (w, s_1), (v, s)\), where the last edge is an edge of Type 3, \((w, s \cup \{e\}), (v, s)\), completing

Figure 3: The decision-DNNF \( D(p) \), \( p = 3 \), in Section 4.4. The (red and blue) bold dotted arrows denote two paths from the root to \( u = X_{p0,m} \). The white boxes at the lowest level denote decision nodes to 0- and 1-sinks.

To prove the claim, we apply our decision-DNNF-to-FBDD translation to \( D_{v_1} \), and let \( F_{v_1} \) denote the resulting FBDD; by construction, any edge \((z', s'), (z'', s'')\) in \( F_{v_1} \) corresponds to an edge \((z', s' \cup s_1), (z'', s'' \cup s_1)\) in \( F \). If \( \Phi_F[\theta] = 1 \), then we have already shown that for any \( \theta \), \( \Phi_{D_{v_1}}[\theta] = 0 \); for our particular \( \theta \) we have \( \Phi_{D_{v_1}}[\theta] = \Phi_{v_1}[\theta] = 1 \), hence \( \Phi_F[\theta] = 1 \). Therefore, the path defined by \( \theta \) in \( F_{v_1} \) goes from the root \((v_1, \emptyset)\) to some node \((w, \emptyset)\), where \( w \) is a 1-sink node in \( D \); the corresponding path in \( F_{v_1, s_1} \) goes from \((v_1, s_1)\) to \((w, s_1)\), proving the claim.

4.4 A Tight Example

We conclude this section by showing that our analysis cannot be tightened to a polynomial bound. Fix \( M > 0 \), and let \( m = M^{1/2} \). For each number \( p > 0 \), the decision-DNNF \( D_p \) given in Figure 3 (for \( p = 3 \)) consists of \( m = 2^p - 1 \) blocks of size \( m \), organized into \( p \) levels (0 to \( p - 1 \)). Each block has 2 children to the next level.

A block is identified by \( w \in \{0, 1\}^* \), where \( |w| \leq p - 1 \). Thus, \( w = 011 \) means “left-right-right” and \( w = \epsilon \) means the root block. Each block \( w \) has \( m + 1 \) AND-nodes, \( m \) Boolean variables (\( X_{w,i} \), where \( 1 \leq i \leq m \)), and \( m \) entry points at these \( m \) variables. The left ( resp. right) child of the \( i \)-th AND-node in block \( w \) points to \( X_{w,0,i} \) (resp. \( X_{w,1,i} \)), where \( 1 \leq i \leq m \); The left and the right children of the \( (m + 1) \)-st AND node in block \( w \) points to the \((m + 1) \)-st AND node of blocks \( w0 \) and \( w1 \) respectively. Clearly, the total number of AND-nodes in the decision-DNNF is \( M = m(m + 1) \).

To obtain a lower bound on the size of the FBDD given by our conversion algorithm, we count the total num-

---

5This only applies to our construction. It does not separate FBDDs from decision-DNNFs, since a smaller equivalent FBDD may exist for this decision-DNNF.
ber of copies \((u,s)\) created for the node \(u = X_{00..0,m}\) (i.e., the last decision node in the left-most block at the lowest level), where \(s \in S(u)\) is the set of light edges on a path from the root to \(u\). For any path \(P\) from the root to \(u\), let \(a_j < m\) be the number of consecutive decision nodes followed by \(P\) at the \(j\)-th level, for \(0 \leq j \leq p-1\; (P \text{ must take the left (branch) of the corresponding AND-node at each level } j < m-1)\). Note that \(\sum_{j=0}^{p-1} a_j = m - 1\). Any choice of \(a_j\)'s satisfying this corresponds to a valid path \(P\) to \(u\), and distinct choices correspond to different sets of light edges. Therefore, \(|S(u)|\) is the number of different choices of \(a_j\) which is \(\binom{m-1+p}{p} \geq \binom{m}{p} \geq (m/p)^p = 2^p(\log m - \log p) = 2^{\Omega(\log^3 m)} = 2^{\Omega(\log^2 m)}\) since \(p = \Theta(\log m)\) and \(M = m(m+1)\).

5 Monotone \(-\) DNFs

We prove Lemma 3.3 in this section. Fix a decision-DNNF \(D\) computing a monotone \(-\) DNF Boolean function \(\Phi\); w.l.o.g. we assume that \(D\) is non-redundant: each child of each AND-node in \(D\) computes a non-constant function.

**Proposition 5.1.** \(\forall\) node \(u \in D\), \(\Phi_u\) is monotone.

**Proof.** The statement is true for the root node \(u\). Suppose that \(\Phi_u\) is monotone at some node \(u\). If \(u\) is a decision node testing the variable \(X\) and with children \(v_0, v_1\), then both \(\Phi_{v_0} = \Phi_u[X = 0]\) and \(\Phi_{v_1} = \Phi_u[X = 1]\) are monotone. If \(u\) is an AND-node with children \(v_1, v_2\) then \(\Phi_u = \Phi_{v_1} \land \Phi_{v_2}\) where \(\Phi_{v_1}, \Phi_{v_2}\) have disjoint sets of variables, hence they are themselves monotone. The proposition follows by induction. \(\square\)

In the case of a monotone function \(\Phi\), a **prime implicant** is a minimal set of variables whose conjunction implies \(\Phi\) and a minimal DNF for \(\Phi\) has one term for each of its prime implicants; hence, \(\Phi\) can be written as \(-\) DNF iff \(k\) is the size of its largest prime implicant. If \(\theta\) is a partial assignment, then \(\Phi[\theta]\) is a \(k'\)-DNF for some \(k' \leq k\). Let \(A_u\) be the largest number of AND-nodes on any path from the node \(u\) to some leaf. The following proposition proves Lemma 3.3:

**Lemma 5.2.** For every node \(u\) with \(A_u \geq 1\), if \(\Phi_u\) is a monotone \(-\) DNF, then \(k \geq A_u + 1\).

**Proof.** The following claim, which we prove by induction on \(|A_u|\), suffices to show the lemma: for every node \(u\) with \(A_u \geq 1\), there exists a partial assignment \(\theta\) such that \(\Phi_u[\theta]\) is a Boolean formula that is the conjunction of \(\geq A_u + 1\) variables.

Observe that it suffices to prove the claim when \(u\) is an AND-node, since for any \(u'\) with \(A_{u'} \geq 1\) that is not an AND-node, there is some AND-node \(u\) reachable from \(u'\) only via decision nodes (and hence with \(A_u = A_{u'}\)) and we can obtain the partial assignment \(\theta'\) for \(u'\) by adding the partial assignment \(\sigma\) determined by the path from \(u'\) to \(u\) to the partial assignment \(\theta\) for \(u\).

If \(u\) is an AND-node with children \(v_1, v_2\), then \(\Phi_u = \Phi_{v_1} \land \Phi_{v_2}\) where \(\Phi_{v_1}, \Phi_{v_2}\) do not share any variables. Consider a path starting at \(u\) that has \(A_u\) AND-nodes and assume w.l.o.g. that it takes the first branch, to \(v_1\); thus, \(A_u = A_{v_1} + 1\). If \(A_{v_1} = 0\) then, since \(D\) is non-redundant, \(\Phi_{v_1}\) is non-constant, so there is partial assignment \(\theta_1\) such that \(I_1 = \Phi_{v_1}[\theta_1]\) is a conjunction of size \(\geq 1 = A_{v_1} + 1\). If \(A_{v_1} \geq 1\), by the induction hypothesis, there exists a partial assignment \(\theta_1\) such that \(I_1 = \Phi_{v_1}[\theta_1]\) is a conjunction of size \(\geq 1\). Since \(D\) is non-redundant, \(\Phi_{v_2}\) is non-constant, so there exists a partial assignment \(\theta_2\) such that \(I_2 = \Phi_{v_2}[\theta_2]\) is a conjunction of size \(\geq 1\). Taking \(\theta = \theta_1 \cup \theta_2\) and using the disjointness of the variables in \(\Phi_{v_1}\) and \(\Phi_{v_2}\), we get that \(\Phi_u[\theta] = I_1 \land I_2\) is a conjunction of size \(\geq (A_u + 1) + 1 = A_u + 1\), proving the claim. \(\square\)

6 Lower Bounds in Probabilistic Databases

We now show an important application of our main result to probabilistic databases. While in knowledge compilation there exists a single complexity parameter, which is the size of the input formula, in databases there are two parameters: the database query, and the database instance. For example, the query may be expressed in a query language, like SQL, and is usually very small (e.g. few lines), while the database instance is very large (e.g. billions of tuples). We are interested here in data complexity [Vardi, 1982], where the query is fixed, and the complexity parameter is the size of the database instance. We use Theorem 3.4 to prove an exponential lower bound for the query evaluation problem for every query that is non-hierarchical.

We first briefly review the key concepts in probabilistic databases, and refer the reader to [Abiteboul et al., 1995, Suciu et al., 2011] for details.

A relational vocabulary consists of \(k\) relation names, \(R_1, \ldots, R_k\), where each \(R_i\) has an arity \(a_i > 0\). A (deterministic) database instance is \(D = (A, R_1^D, \ldots, R_k^D)\), were \(A\) is a set of constants called the domain, and for each \(i\), \(R_i^D \subseteq A^{a_i}\). Let \(n = |A|\) be the size of the domain of the database instance.

A **Boolean query** is a function \(Q\) that takes as input a database instance \(D\) and returns an output \(Q(D) \in \{\text{false, true}\}\). A **Boolean conjunctive query** (CQ) is given by an expression of the form \(Q = \exists x_1 \ldots \exists x_k (P_1 \land \ldots \land P_m)\), where each \(P_k\) is a positive relational atom of the form \(R_i(x_{p_1}, \ldots, x_{p_n})\), with \(x_j\) either a variable \(\in \{x_1, \ldots, x_k\}\) or a constant. A **Boolean Union of Conjunctive Queries** (UCQ) is given by an expression \(Q = Q_1 \lor \ldots \lor Q_m\) where each \(Q_i\) is a
Given an instance $D$ and query expression $Q$, the lineage $\Phi^Q_D$ is a Boolean formula obtained by grounding the atoms in $Q$ with tuples in $D$; it is similar to grounding in knowledge representation [Domíngos and Lowd, 2009]. Formally, each tuple $t$ in the database $D$ is associated with unique Boolean variable $X_t$, and the lineage is defined inductively on the structure of $Q$: (1) $\Phi^Q_D = X_t$ if $Q$ is the ground tuple $t$, (2) $\Phi^Q_D \land X_t = \Phi^Q_{D1} \land \Phi^Q_{D2} \land X_t$, and (3) $\Phi^Q_D \lor X_t = \Phi^Q_{D1} \lor \Phi^Q_{D2} \lor X_t$. The lineage is always a monotone $k$-DNF of size $O(n^k)$, where $n$ is the domain size and $k, \ell$ are the largest number of atoms, and the largest number of variables in any conjunctive query $Q_i$ of $Q$.

In a probabilistic database [Suciu et al., 2011], every tuple in the database instance is uncertain, and the Boolean variable $X_t$ indicates whether $t$ is present or not. The probability $P(X_t = \text{true})$ is known for every tuple $t$, and is stored in the database as a separate attribute of the tuple. The goal in probabilistic databases is: given a query $Q$ and an input database $D$, compute the probability of its lineage, $P(\Phi^Q_D)$.

Example 6.1. The following example is adapted from [Jha et al., 2010], on a vocabulary with three relations Patient(name, diseases), Friend(name1, name2), Smoker(name) (see Figure 4). Each tuple is associated with a Boolean variable $(X_1, X_2)$ etc. The Boolean conjunctive query $Q$ (as well as the lineage $\Phi^Q_D$ for database $D$) returns true if the database instance contains an asthma patient who has a smoker friend. Our goal is to compute $P(\Phi^Q_D)$, given the probabilities of each Boolean variable, when $Q$ is fixed and $D$ is variable.

Lemma 6.2. Let $h$ be the conjunctive query $\exists x \exists y R(x) \land S(x, y) \land T(y)$. Then any decision-DNF for the Boolean formula $\Phi^h_D$ has size $2^{O(\sqrt{n})}$, where $n$ is the size of the domain of $D$.

Proof. For any $n$, let $D$ be the database instance $R^D = [n]$, $S^D = [n] \times [n]$, $T^D = [n]$. Then the lineage $\Phi^h_D$ is exactly the formula $\Phi_n$ of Corollary 3.6, up to variable renaming, and the claim follows.

Fix a conjunctive query $Q = \exists x_1 \ldots \exists x_t P_1 \land \ldots \land P_m$. For each variable $x_j$, let $a(x_j)$ denote the set of atoms $P_i$ that contain the variable $x_j$.

Definition 6.3. [Suciu et al., 2011] The query $Q$ is called hierarchical if for any two distinct variables $x_i, x_j$, one of the following holds: $a(x_i) \subseteq a(x_j)$, or $a(x_i) \supseteq a(x_j)$, or $a(x_i) \cap a(x_j) = \emptyset$. A Boolean Union of Conjunctive Queries $Q = q_1 \lor \ldots \lor q_k$ is called hierarchical if every $q_i$ is hierarchical for $i \in [k]$.

For example, the query $h$ in Lemma 6.2 is non-hierarchical, because $a(x) = \{R, S\}$, $a(y) = \{S, T\}$, while the query $\exists x, \exists y. R(x) \land S(x, y)$ is hierarchical. It is known that, for a non-hierarchical UCQ $Q$, computing the probability of the Boolean formulas $\Phi^Q_D$ is #P-hard [Suciu et al., 2011]. In the full paper we prove:

Theorem 6.4. Consider any Boolean Union of Conjunctive Queries $Q$. If $Q$ is non-hierarchical, then the size of the decision-DNNF for the Boolean functions $\Phi^Q_D$ is $2^{O(\sqrt{n})}$, where $n$ is the size of the domain of $D$.

The query $Q$ in Example 6.1 is non-hierarchical: $a(x) = \{\text{Patient.Friend}\}$ and $a(y) = \{\text{Friend.Smoker}\}$. Therefore, any decision-DNNF computing $Q$ has size $2^{O(\sqrt{n})}$. For another example, consider the following non-hierarchical query that returns true iff the database contains a triangle of friends:

$q' = \exists x \exists y \exists z (F(x, y) \land F(y, z) \land F(z, x))$

Its lineage is $\Delta_n = \bigvee_{i,j,k=1}^{n} Z_{ij} Z_{jk} Z_{ki}$. By Theorem 6.4, any decision-DNNF for $\Delta_n$ has size $2^{O(\sqrt{n})}$.

7 Conclusions and Open Problems

We have proved that any decision-DNNF can be efficiently converted into an equivalent FBDD that is at most quasipolynomially larger, and at most polynomially larger in the case of $k$-DNF formulas. As a consequence, known lower bounds for FBDDs imply lower bounds for decision-DNNFs and thus (a) exponential separations of the representational power of decision-DNNFs from that of both $d$-DNNFs and AND-FBDDs and (b) lower bounds on the running time of any algorithm that, either explicitly or implicitly, produces a decision-DNNF, including the current generation of exact model counting algorithms.

Some natural questions arise: Is there a polynomial simulation of decision-DNNFs by FBDDs for the general case? In particular, is there a polynomial-size FBDD for the example Section 4.4? Is there some other, more powerful syntactic subclass of $d$-DNNFs that is useful for exact model counting? What can be said about the limits of approximate model counting [Gomes et al., 2009]?
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Abstract

Reasoning about degrees of belief in uncertain dynamic worlds is fundamental to many applications, such as robotics and planning, where actions modify state properties and sensors provide measurements, both of which are prone to noise. With the exception of limited cases such as Gaussian processes over linear phenomena, belief state evolution can be complex and hard to reason with in a general way. This paper proposes a framework with new results that allows the reduction of subjective probabilities after sensing and acting, both in discrete and continuous domains, to questions about the initial state only. We build on an expressive probabilistic first-order logical account by Bacchus, Halpern and Levesque, resulting in a methodology that, in principle, can be coupled with a variety of existing inference solutions.

1 INTRODUCTION

Reasoning about degrees of belief in uncertain dynamic worlds is fundamental to many applications, such as robotics and planning, where actions modify state properties and sensors provide measurements, both of which are prone to noise. However, there seem to be two disparate paradigms to address this concern, both of which have their limitations. At one extreme, there are logical formalisms, such as the situation calculus (McCarthy and Hayes, 1969; Reiter, 2001), which allows us to express strict uncertainty, and exploits regularities in the effects actions have on propositions to describe physical laws compactly. Probabilistic sensor fusion, however, has received less attention here. At the other extreme, revising beliefs after noisy observations over rich error profiles is effortlessly addressed using probabilistic techniques such as Kalman filtering and Dynamic Bayesian Networks (Dean and Kanazawa, 1989; Dean and Wellman, 1991). However, in these frameworks, a complete specification of the dependencies between variables is taken as given, making it difficult to deal with other forms of incomplete knowledge as well as complex actions that shift dependencies between variables in nontrivial ways.

An influential but nevertheless simple proposal by Bacchus, Halpern and Levesque (1999), BHL henceforth, was among the first to merge these broad areas in a general way. Their specification is widely applicable because it is not constrained to particular structural assumptions. In a nutshell, they extend the situation calculus language with a provision for specifying the degrees of belief in formulas in the initial state, closely fashioned after intuitions on incorporating probability in modal logics (Halpern, 1990; Fagin and Halpern, 1994). This then allows incomplete and partial specifications, which might be compatible with one or very many initial distributions and sets of independence assumptions, with beliefs following at a corresponding level of specificity. Moreover, together with a rich action theory, the model not only exhibits Bayesian conditioning (Pearl, 1988) (which, then, captures special cases such as Kalman filtering), but also allows flexibility in the ways dependencies and distributions may change over actions.

What is left open, however, is the following computational concern: how do we effectively reason about degrees of belief in the framework? That is, while changing degrees of belief do indeed emerge as logical entailments of the given action theory, no procedure is given for computing these entailments. On closer examination, in fact, this is a two-part question:

(i) How do we effectively reason about beliefs in a particular state?

(ii) How do we effectively reason about belief state evolution and belief change?

In the simplest case, part (i) puts aside acting and sensing, and considers reasoning about the initial state only, which is then the classical problem of (first-order) probabilistic inference. We do not attempt to do a full survey here, but this has received a lot of attention, often under reasonable assumptions such as the ability to factorize domains (Poole, 2003; Gogate and Domingos, 2010).

∗We thank the reviewers for very helpful comments. Financial support from the Natural Science and Engineering Research Council of Canada made this research possible.
This paper is about part (ii). Addressing this concern has a critical bearing on the assumptions made about the domain for tractability purposes. For example, if the initial state supports a decomposed representation of the distribution, can we expect the same after actions? In the exception of very limited cases such as Kalman filtering that harness the conjugate property of Gaussian processes, the situation is discouraging. In fact, even in the slightly more general case of Dynamic Bayesian Networks, which are in essence atomic propositions, if one were to assume that state variables are independent at time 0, they can become fully correlated after a few steps (Dean and Kanazawa, 1988; Boyen and Koller, 1998; Hajishirzi and Amir, 2010). Dealing with complex actions, incomplete specifications and mixed representations, therefore, is significantly more involved.

In this paper, we propose a new alternative to infer degrees of belief in the presence of a rich theory of actions, closely related to goal regression (Waldinger, 1977; Reiter, 2001). The procedure is general, not requiring (but allowing) structural constraints about the domain, nor imposing (but allowing) limitations to the family of actions. Regression derives a mathematical formula, using term and formula substitution only, that relates belief after a sequence of actions and observations, even when they are noisy, to beliefs about the initial state. That is, among other things, if the initial state supports efficient factorizations, regression will maintain this advantage no matter how actions affect the dependencies between state variables over time. Going further, the formalism will work seamlessly with discrete probability distributions, probability densities, and perhaps most significantly, with difficult combinations of the two. (See Example 9.3 in Section 4 below.)

To see a simple example of what goal regression does, imagine a robot facing a wall and at a certain distance \( h \) to it, as in Figure 1. The robot might initially believe \( h \) to be drawn from a uniform distribution on \([2, 12]\). Assume the robot moves away by 2 units and is now interested in the belief about \( h \leq 5 \). Regression would tell the robot that this is equivalent to its initial beliefs about \( h \leq 3 \) which here would lead to a value of \( .1 \). To see a nontrivial example, imagine now the robot is also equipped with a sonar unit aimed at the wall, that adds Gaussian noise with mean \( \mu \) and variance \( \sigma^2 \). After moving away by 2 units, if the sonar were now to provide a reading of 8, then regression would derive that belief about \( h \leq 5 \) is equivalent to

\[
\frac{1}{\gamma} \int_2^5 1 \times N(6 - x; \mu, \sigma^2) \, dx.
\]

where \( \gamma \) is the normalization factor. Essentially, the posterior belief about \( h \leq 5 \) is reformulated as the product of the prior belief about \( h \leq 3 \) and the likelihood of \( h \leq 3 \) given an observation of 6. (That is, observing 8 after moving away by 2 units is related here to observing 6 initially.)

We believe the broader contributions of this line of work are two-fold. On the one hand, as we show later, simple cases of belief state evolution, as applicable to conjugate distributions for example, are special cases of regression’s backward chaining procedure. Thus, regression could serve as a formal basis to study probabilistic belief change wrt limited forms of actions. On the other hand, our contribution can be viewed as a methodology for combining actions with recent advances in probabilistic inference, because reasoning about actions reduces to reasoning about the initial state.

We now describe the structure of the paper. Before moving on, we note that although the original BHL account is only suitable for discrete domains (as they assume values are taken from countable sets), in a companion paper (Belle and Levesque, 2013a) we show that the account can be generalized to domains with both discrete and continuous variables with minimal additions. In the preliminaries section, we cover the situation calculus, recap BHL and go over the essentials of its continuous extension. We then present regression for discrete domains, followed by regression for general domains. We end with related and future work. For this version of the paper, we allow noisy sensors but assume deterministic (noise-free) physical actions. Noisy actions are left for an extended version.

## 2 BACKGROUND

The language \( \mathcal{L} \) of the situation calculus (Reiter, 2001) is a many-sorted dialect of predicate calculus, with sorts for physical actions, sensing actions, situations and objects (including the set of reals \( \mathbb{R} \) as a subset). A situation represents a history as a sequence of actions. A set of initial situations correspond to the ways the world might be initially. Successor situations are the result of doing actions, where the term \( do(a, s) \) denotes the unique situation obtained on doing \( a \) in \( s \). The term \( do(\alpha, s) \), where \( \alpha \) is the sequence \([a_1, \ldots, a_n]\), abbreviates \( do(a_n, do(\ldots, do(a_1, s) \ldots)) \). For example, \( do([\text{grasp}(o_1), \text{repair}(o_2)], s) \) represents the situation obtained after grasping and repairing object \( o_1 \) starting from \( s \). Initial situations are those without a predecessor:

\[
\text{Init}(s) \equiv \neg \exists a, s'. \, s = do(a, s').
\]

We let the constant \( S_0 \) denote the actual initial situation, and we use the variable \( t \) to range over initial situations only. \( \mathcal{L} \) also includes functions whose values vary from situation to situation, called fluent, whose last argument is a situation.

We follow two notational conventions. We often suppress the situation argument in a formula \( \phi \), or use a distinguished

![Figure 1: Robot moving towards a wall.](image-url)
variable now. Either way, \( \phi[t] \) is used to denote the formula with that variable replaced by \( t \), e.g. both \( f < 12 \) and \( (f \text{ now}) < 12 \) mean \( f(s) < 12 \). We also use conditional if-then-else expressions in formulas throughout. We write \( f = \text{If } \phi \text{ Then } t_1 \text{ Else } t_2 \) to mean \( [\phi \land f = t_1] \lor [\neg \phi \land f = t_2] \).

In case quantifiers appear inside the if-condition, we take some liberties with notation and the scope of variables in that we write \( f = \text{If } \exists x. \phi \text{ Then } t_1 \text{ Else } t_2 \) to mean \( \exists x [\phi \land f = t_1] \lor [(f = t_2) \land \neg \exists x. \phi] \).

**Basic action theory**

Following (Reiter, 2001), we model dynamic domains in \( \mathcal{L} \) by means of a basic action theory \( \mathcal{D} \), which consists of domain-independent foundational axioms, unique name axioms for actions (see (Reiter, 2001)), and (1) axioms \( \mathcal{D}_0 \) that describe what is true in the initial states, including \( S_0 \); (2) precondition axioms\(^2\) of the form \( \text{Poss}(A(x), s) \equiv \Pi_1(x, s) \) describing executability conditions using a special fluent \( \text{Poss} \); and (3) successor state axioms of the following form stipulating how fluents change:

\[
f(\text{do}(a, s)) = u \equiv \exists z'[a = A_1(z')] \land u = e_1(z', s) \lor \ldots \lor \exists z'[a = A_k(z')] \land u = e_k(z', s) \lor \neg \exists z'[a = A_l(z')] \land u = f(s).
\]

where \( e_i(z', s) \) is any expression whose only free variables are \( z' \) and \( s \). For example, consider the action \( \text{fwd}(z) \) of moving precisely \( z \) units towards or away from the wall, but the motion stops when the wall is reached:

\[
h(\text{do}(a, s)) = u \equiv \exists z'[a = \text{fwd}(z)] \lor u = \max(0, h(s) - z)] \lor \neg \exists z'[a = \text{fwd}(z)] \land u = h(s).
\]

This sentence states that \( \text{fwd}(z) \) is the only action affecting fluent \( h \), in effect incorporating a solution to the frame problem (Reiter, 2001). Given an action theory, an agent reasons about actions by means of entailments of \( \mathcal{D} \).\(^3\)

**Likelihood and belief**

The BHL model of belief builds on a treatment of knowledge in \( \mathcal{L} \) (Schel and Levesque, 2003). Here we present a simpler variant based on two distinguished fluents \( l \) and \( p \).

The term \( l(a, s) \) is intended to denote the likelihood of action \( a \) in situation \( s \). For example, suppose \( \text{sonar}(z) \) is the action of reading the value \( z \) from a sonar that measures the distance to the wall, \( h \). We might assume that this action is characterized by a simple discrete error model (continuous error models are considered later):

\[
l(\text{sonar}(z), s) = \text{If } |h(s) - z| \leq 1 \text{ Then } 1/3 \text{ Else } 0
\]

which stipulates that the difference between a reading of \( z \) and the true value \( h \) is either \( 0, -1, 1 \) with probability \( 1/3 \), assuming that \( h \) and \( z \) take integer values. In general, the action theory \( \mathcal{D} \) is assumed to contain for each sensor \( \text{sense}(\vec{x}), \phi \) that measures a fluent \( f \), an axiom of the form:

\[
l(\text{sense}(\vec{x}), s) = \text{Err}(\vec{x}, f(s)),
\]

where \( \text{Err}(u_1, u_2) \) is some expression with only two free variables \( u_1 \) and \( u_2 \), both numeric.\(^4\) (Noise-free physical actions are given a likelihood of 1.)

Next, the \( p \) fluent determines a (subjective) probability distribution on situations. The term \( p(s', s) \) denotes the relative weight accorded to situation \( s' \) when the agent happens to be in situation \( s \), as in modal probability logics (Fagin and Halpern, 1994). Now, the task of the modeler is to specify the initial properties of \( p \) as part of \( \mathcal{D}_0 \) using \( t \) and \( S_0 \), e.g.:

\[
p(t, S_0) = \text{If } h(i) \in [2, \ldots, 11] \text{ Then } .1 \text{ Else } 0
\]

says that \( h \) is drawn from a uniform distribution. The following nonnegative constraint is also included in \( \mathcal{D}_0 \):

\[
\forall t, s, p(s, t) \geq 0 \land (p(s, t) > 0 \lor \text{Init}(s)) \tag{P1}
\]

Then, by means of a remarkably simple successor state axiom for \( p \), (P2) below, the formal specification is complete.

\[
p(s', \text{do}(a, s)) = \begin{cases} 
\text{If } \exists s'' : s' = \text{do}(a, s'') \land \text{Poss}(a, s'') \text{ Then } p(s'', s) \times l(a, s'') \\
\text{Else } 0
\end{cases}
\]

In particular, the degree of belief in a formula \( \phi \) can be accounted for in terms of an abbreviation:\(^5\)

\[
\text{Bel}(\phi, s) = \frac{1}{\gamma} \sum_{(s', s : \phi(s'))} p(s', s)
\]

where \( \gamma \), the normalization factor, is understood throughout as the same expression as the numerator but with \( \phi \) replaced by true, e.g. here \( \gamma = \sum_s p(s', s) \). So, as in probability logics, belief is simply the total weight of worlds satisfying \( \phi \). But the novelty here is that in a dynamical setting, belief change via (B) is identical to Bayesian conditioning:

\(^1\)Note that \( \mathcal{D}_0 \) can include any (classical) first-order sentence about \( S_0 \), such as \( h(S_0) > 12 \) and \( f_1(S_0) \neq 2 \lor f_2(S_0) = 5 \).

\(^2\)Free variables in any of these axioms should be understood as universally quantified from the outside.

\(^3\)Entailments are wrt standard Tarskian models, but we will also assume that models assign the usual interpretations to \( =, <, >, 0, 1, +, \times, \land, \lor, -, e, \pi, \) and \( \lambda \) (exponentials).

\(^4\)This captures the idea that the error model of a sensor measuring \( f \) depends only on the true value of \( f \), and is independent of other factors. In a sense this follows the Bayesian model that conditioning on a random variable \( f \) is the same as conditioning on the event of observing \( f \). But this is not required in general in the BHL scheme, an issue we ignore for this paper.

\(^5\)Summations can be expressed as logical terms. See BHL.
Proposition 1: Suppose \( D \) includes \((P1), (P2)\) and the likelihood axiom for a sensor sense\((z)\) measuring \( f \). Then \( D \models Bel(f = t, do(sense(z), S_0)) = \frac{Bel(f = t, S_0) \cdot Err(z, t)}{\sum_i Bel(f = x, S_0) \cdot Err(z, x)} \). Essentially, if the robot’s sensors are informative, in the sense of returning values closer to the true value, beliefs are strengthened over time.

From sums to integrals

While the definition of belief in BHL has many desirable properties, it is defined in terms of a summation over situations, and therefore precludes fluents whose values range over the reals. The continuous analogue of (B) then requires integrating over some suitable space of values.

As it turns out, a suitable space can be found. First, assume that there are \( n \) fluents \( f_1, \ldots, f_n \) in \( \mathcal{L} \) and that these take no arguments other than the situation argument.6 Next, suppose that that there is exactly one initial situation for every possible value of these fluents (Levesque et al., 1998):

\[
[\forall x \exists \alpha \bigwedge f_i(x) = x_i] \land [\forall t, t' \bigwedge f_i(t) = f_i(t') \supset t = t'] \quad (I)
\]

Under these assumptions, it can be shown that the summation over all situations in (B) can be recast as a summation over all possible initial values \( x_1, \ldots, x_n \) for the fluents:

\[
Bel(\phi, s) \doteq \frac{1}{\gamma} \sum_x P(\vec{x}, \phi, s) \quad (B')
\]

where \( P(\vec{x}, \phi, s) \) is the (unnormalized) weight accorded to the successor of an initial world where \( f_i \) equals \( x_i \):

\[
P(\vec{x}, \phi, do(\alpha, S_0)) =
\begin{align*}
\text{If } & \exists \alpha \bigwedge f_i(t) = x_i \land \phi[do(\alpha, t)] \\
\text{Then } & p(do(\alpha, t), do(\alpha, S_0)) \\
\text{Else } & 0
\end{align*}
\]

for any action sequence \( \alpha \). In a nutshell, because every situation has an initial situation as an ancestor, and because there is a bijection between initial situations and possible fluent values, it is sufficient to sum over fluent values to obtain the belief even for non-initial situations. Note that unlike (B), this one expects the final situation term \( do(\alpha, S_0) \) mentioning what actions and observations took place to be explicitly specified, but that is just what one expects when the agent reasons about its belief after acting and sensing.

The generalization to the continuous case then proceeds as follows. First, we observe that some (though possibly not all) fluents will be real-valued, and that \( p(s', s) \) will now be a measure of density not weight. For example, if \( h \) is real-valued, we might have the following analogue to (4):

\[
p(t, S_0) = \text{If } 2 \leq h(t) \leq 12 \text{ Then } .1 \text{ Else } 0 \quad (5)
\]

which says that the true initial value of \( h \) is drawn from a uniform distribution on \([2,12]\). Similarly, the \( P \) term above now measures (unnormalized) density rather than weight.

Now suppose fluents are partitioned into two groups: the first \( k \) take their values \( x_1, \ldots, x_k \) from \( \mathbb{R} \), while the rest take their values \( y_{k+1}, \ldots, y_n \) from countable domains, then the degree of belief in \( \phi \) is an abbreviation for:

\[
Bel(\phi, s) \doteq \frac{1}{\gamma} \int_{x} \sum_y P(\vec{x}, \vec{y}, \phi, s) \quad (B^+)
\]

That is, the belief in \( \phi \) is obtained by ranging over all possible fluent values, and integrating\(^7\) and summing the densities of successor situations where \( \phi \) holds.\(^8\)

To summarize the formalization, a basic action theory \( D \) henceforth is assumed to additionally include: (a) \((P1)\) and \((I)\) as part of \( D_0 \); (b) \((P2)\) as part of \( D \)'s successor state axioms, and (c) sensor likelihood axioms.

3 REGRESSION FOR DISCRETE DOMAINS

We now investigate a computational mechanism for reasoning about beliefs after a trajectory. In this section, we focus on discrete domains, where a weight-based notion of belief would be appropriate. Domains with both discrete and continuous variables are reserved for the next section.

Formally, given a basic action theory \( D \), a sequence of actions \( \alpha \), we might want to determine whether a formula \( \phi \) holds after executing \( \alpha \) starting from \( S_0 \):

\[
D \models \phi[do(\alpha, S_0)] \quad (6)
\]

which is called projection (Reiter, 2001). When it comes to beliefs, and in particular how that changes after acting and sensing, we might be interested in calculating the degrees of belief in \( \phi \) after \( \alpha \): find a real number \( n \) such that

\[
D \models Bel(\phi, do(\alpha, S_0)) = n. \quad (7)
\]

The obvious method for answering (6) is to translate both \( D \) and \( \phi \) into a predicate logic formula. This approach, however, presents a serious computational problem because belief formulas expand into a large number of sentences using \((P2)\), resulting in an enormous search space with initial and successor situations. The other issue with

\textsuperscript{7}Like in BHL, where summations are captured as logical terms using second-order quantification, we can use logical formulas to capture a variety of sorts of integrals. See (Belle and Levesque, 2013a). We will henceforth simply suppose that for any term \( t \) and variable \( x \), \( \int t \) is a term which evaluates (in the standard calculus sense) to the integral of \( t \) between \([-\infty, \infty]\).

\textsuperscript{8}We are assuming here that the density function is (Riemann) integrable. If it is not or if \( \gamma = 0 \) then belief is clearly not defined, nor should it be.
this approach is that sums (and integrals in the continuous case) reduce to complicated second-order formulas.

We now introduce a regression procedure to simplify both (6) and (7) to queries about Bel(φ, S0), over arithmetic expressions, for which standard probabilistic reasoning methods can be applied. For this purpose, in the sequel, Bel is treated as a special syntactic operator rather than as an abbreviation for other formulas. To see a simple example of the procedure, imagine the robot is interested in the probability of h = 7, given (4), after reading 5 from a sonar:

\[ Bel(h = 7, do(sonar(5), S_0)) \]  

If we are to take the sonar’s model to be (3), then (8) should be 0 by Bayesian conditioning because the likelihood of the true value being 7 given an observation of 5 is 0. Regression would reduce the term (8) to one over initial priors:

\[ \frac{1}{\gamma} \sum_{x = 2}^{11} \text{Err}(5, x) \times Bel(h = x \land h = 7, S_0) \]  

where Err is the error model from (3). By the condition inside Bel, the only valid value for x is 7 for which the prior is .1 but Err(5, 7) is 0. Thus, (8) = (9) = 0. In general, regression is a recursive procedure that works iteratively over a sequence of actions discarding one action at a time, and it can be utilized to measure any logical property about the variables, e.g., 2π · h < 12, h/fuel ≤ mileage, etc.

Formally, regression operates at two levels. (Note that this differs slightly from (Reiter, 2001; Scherl and Levesque, 2003).) At the formula level,9 we introduce an operator \( R \) for regressing formulas, which over equality literals sends the individual terms to an operator \( T \) for regressing terms. The fundamental objective of these operators is eliminate do symbols. The end result, then, is to transform any expression whose situation term is a successor of S0, say do([a1, a2], S0), to one about S0 only, at which point D0 is all that is needed. As hinted earlier, these operators treat Bel(φ, S) as though they are special sorts of terms.10 Throughout the presentation, we assume that the inputs to these operators do not quantify over all situations.

Definition 2: For any term \( t \), we inductively define \( T[t] \):

1. If \( t \) is situation-independent (e.g., \( x, \pi^{2/3} \)) then \( T[t] = t \).

2. \( T[g(t_1, \ldots, t_k)] = g(T[t_1], \ldots, T[t_k]) \).

where \( g \) is any non-fluent function (e.g., \( \times, +, \land, \lor \)).

3. For a fluent function \( f \), \( T[f(s)] \) is defined inductively:
   
   (a) if \( s \) is of the form do(A(\( \vec{\theta} \)), s′) then \( T[f(s)] = T[f(\vec{\theta}, s′)] \)

   (b) else \( T[f(s)] = f(s) \)

where, in (a), an appropriate instance of the rhs of the successor state axiom is used, as obtained from (1).

4. \( T[Bel(\phi, s)] \) is defined inductively:

   (a) if \( s \) is of the form do(\( a, s′ \)) and \( a \) is a physical action, then

   \( T[Bel(\phi, s)] = T[Bel(\psi, s′)] \)

   where \( \psi \) is Poss(\( a, now \) ⊃ \( R[do(\( a, now \))] \)).

   (b) if \( s \) is of the form do(\( a, s′ \)) and \( a \) is a sensing action sense(\( z \)) such that \( l(\text{sense}(\( z \)), s) = \text{Err}(\( z, f(\text{now}) \)) \) is in \( D \) then

   \( T[Bel(\phi, s)] = \frac{1}{\gamma} \sum_{x_i} \text{Err}(x_i, \phi) \times T[Bel(\psi, s′)] \)

   where \( \psi \) is Poss(\( a, now \) ⊃ \( \phi \land f(\text{now}) = x_i \)), and \( \gamma \) is the normalization factor and is the same expression as the numerator but \( \phi \) replaced by true.

   (c) else \( T[Bel(\phi, s)] = Bel(\phi, s) \).

Definition 3: For any formula \( \phi \), we define \( R[\phi] \) inductively:

1. \( R[t_1 = t_2] = (T[t_1] = T[t_2]) \)

2. \( R[G(t_1, \ldots, t_k)] = G(T[t_1], \ldots, T[t_k]) \)

   where \( G \) is any non-fluent predicate (e.g., =, <).

3. \( R[\text{Poss}(A(\vec{\theta}), s) = R[\text{Poss}(A(\vec{\theta}), s)] \)

   where an appropriate instance of the rhs of the precondition axiom replaces the atom (see Section 2).

4. When \( \psi \) is a formula, \( R[\neg \psi] = \neg R[\psi] \)

   \( R[\forall x \psi] = \forall x R[\psi] \), \( R[\exists x \psi] = \exists x R[\psi] \).

5. When \( \psi_1 \) and \( \psi_2 \) are formulas,

   \( R[\psi_1 \lor \psi_2] = R[\psi_1] \land R[\psi_2] \)

   \( R[\psi_1 \land \psi_2] = R[\psi_1] \lor R[\psi_2] \).

This completes the definition of \( T \) and \( R \). We now go over the justifications for the items, starting with the operator \( T \). In item 1, non-fluents simply do not change after actions. In item 2, \( T \) operates over sums and products in a modular manner. In item 3, provided there are remaining do symbols, the physics of the domain determines what the conditions must have been in the previous situation for the current value to hold. In item 4, if there is a remainder physical action, part (a) says that belief in \( \phi \) after actions is simply the prior belief about the regression of \( \phi \), contingent on action executability. Part (b) says that the belief about
φ after observing z for the true value of f_i is the prior belief for all possible values x_i for f_i that agree with φ, times the likelihood of f_i being x_i given z. The appropriateness of parts (a) and (b) depend on the fact that physical actions do not have any sensing aspect, while sensing actions do not change the world. Part (c) simply says that T stops when no do symbols appear in s. We proceed now with the justifications for R. Over equality atoms, R separates the terms of the equality and sends them to T. Likewise, over non-fluent predicates. When Poss is encountered, preconditions take its place. Finally, R simplifies over connectives in a straightforward way. The main result for R regarding projection is:

**Theorem 4:** Suppose D is any action theory, φ any situation-suppressed formula and α any action sequence:

\[ D \models \phi(\alpha, S_0) \] if and only if \( D_0 \cup D_{una} \models R[\phi(\alpha, S_0)] \]

where \( D_{una} \) is the unique name assumption and \( R[\phi(\alpha, S_0)] \) mentions only a single situation term, \( S_0 \).

Here, \( D_{una} \) is only needed to simplify action terms (Reiter, 2001) e.g. from \( \text{fwd}(4) = \text{fwd}(z) \). \( D_{una} \) infers \( z = 4 \). Now when our goal is to explicitly compute the degrees of belief in the sense of (7), we have the following property for T:

**Theorem 5:** Let D be as above, φ any situation-suppressed formula and α any sequence of actions. Then:

\[ D \models Bel(\phi, \alpha, S_0) = T[Bel(\phi, \alpha, S_0)] \]

where \( T[Bel(\phi, \alpha, S_0)] \) is a term about \( S_0 \) only.

Theorem 5 essentially shows how belief about trajectories is computable using beliefs about \( S_0 \) only. Note that, since the result of T is a term about \( S_0 \), no sentence outside of \( D - D_0 \) is needed. We now illustrate regression with examples. Using Theorem 5, we reduce beliefs after actions to initial ones. At the final step, standard probabilistic reasoning is applied to obtain the end values.

**Example 6:** Let D contain the union of (2), (3) and (4).

Then the following equality expressions are entailed by D:

1. \( \text{Bel}(h = 10 \vee h = 11, S_0) = .2 \)
   \[ \text{Bel}(h \leq 9, S_0) = .8 \]
   Terms about \( S_0 \) are unaffected by \( T \). So this amounts to inferring probabilities using \( D_0 \).

2. \( \text{Bel}(h = 11, \text{do(fwd(1), S_0)}) \)
   \[ = T[\text{Bel}(h = 11, \text{do(fwd(1), S_0)})] \]
   \[ = T[\text{Bel}(R(h = 11)[\text{do(fwd(1), now)]]) , S_0) \] (i)

3. \( \text{Bel}(h \leq 5, \text{do(sonar(5), S_0)}) \)
   \[ = \frac{1}{\gamma} \sum_{x \in \{2, \ldots, 11\}} \text{Err}(5, x) \times T[\text{Bel}(h = x \land h \leq 5, S_0)] \] (i)
   \[ = \frac{1}{\gamma} \sum_{x \in \{2, \ldots, 11\}} \text{Err}(5, x) \times \text{Bel}(h = x \land h \leq 5, S_0) \] (ii)
   \[ = \frac{1}{\gamma} \left( \frac{1}{3} \cdot \text{Bel}(h = 4 \land h \leq 5, S_0) \right. \]
   \[ + \frac{1}{3} \cdot \text{Bel}(h = 5 \land h \leq 5, S_0) \]
   \[ + \frac{1}{3} \cdot \text{Bel}(h = 6 \land h \leq 5, S_0) \) \] (iii)
   \[ = \frac{1}{\gamma} \left( \frac{1}{3} \cdot \text{Bel}(h = 4, S_0) + \frac{1}{3} \cdot \text{Bel}(h = 5, S_0) \right) \] (iv)
   \[ = \frac{1}{\gamma} \cdot \frac{2}{30} \]
   \[ = 2/3 \]

where \( \text{Err}(5, x) \) is the model from (3). First, T’s item 4(b) yields (i), and then item 4(c) yields (ii). Since \( \text{Err}(5, x) \) is non-zero only for \( x \in \{4, 5, 6\} \), (iii) is simplified to (iii) and (iv) resulting in \( 1/15 \cdot 1/\gamma \). We calculate \( \gamma \) as follows:

\[ \sum_{x \in \{2, \ldots, 11\}} \text{Err}(5, x) \times \text{Bel}(h = x \land \text{true}, S_0) \] (i’)
\[ = \sum_{x \in \{2, \ldots, 11\}} \text{Err}(5, x) \times \text{Bel}(h = x, S_0) \] (ii’)
\[ = 3/30. \]

**4 REGRESSION FOR GENERAL DOMAINS**

We now generalize regression for domains with discrete and continuous variables, for which a density-based notion...
of belief is appropriate. The main issue is that when formu-
lating posterior beliefs after sensing, something like Defi-
nition 2's item 4(b) will not work. This is because over con-
tinuous spaces the belief about any individual point is 0.
Therefore, we will be unpacking belief in terms of the density function, i.e. in terms of $P$. These $P(x, \phi, s)$ terms, which will now also be treated as special sorts of syntac-
tic terms, are separately regressed. (Of course, the regres-
sion of weight-based belief can be approached on similar lines.) Recall that $P(x, \phi, S_0)$ is simply the density of an initial world (where $f_i = x_i$) satisfying $\phi$. Formally, term regression $T$ is defined as follows:

**Definition 7:** For any term $t$, we inductively define:

1. 2 and 3 as before.
2. $T[P(x, \phi, s)]$ as defined inductively:
   - (a) if $s$ is of the form $do(a, s')$ and $a$ is a physical action then
     $T[P(x, \phi, s)] = T[P(x, \phi, s')]$ where $\psi$ is $Poss(a, now) \Rightarrow R[\phi[do(a, now)]]$.
   - (b) if $s$ is of the form $do(a, s')$ and $a$ is a sensing action $sense(z)$ such that $l(sense(z), s) = Err(z, f_i(s))$ is in $D$, then:
     $T[P(x, \phi, s)] = Err(z, x_i) \times T[P(x, \phi, s')]$ where $\psi$ is $Poss(a, now) \Rightarrow \phi \land f_i(now) = x_i$.
   - (c) else $T[P(x, \phi, s)] = P(x, \phi, s)$.
3. $T[Bel(\phi, s)] = \int \gamma \sum_{\gamma} T[P(\tilde{\gamma}, \phi, s)]$.

$R$ is defined as before. We have the following property:

**Theorem 8:** Let $D$ be any action theory, $\phi$ any situation-suppressed formula and $a$ any action sequence. Then

$D \models Bel(\phi, do(a, S_0)) = T[Bel(\phi, do(a, S_0))]$

where $T[Bel(\phi, do(a, S_0))]$ is a term about $S_0$ only.

Similarly, the analogue of Theorem 4 holds as well.

**Example 9:** Consider the following continuous variant of the robot example. Imagine a continuous uniform distribution for the true value of $h$, as provided by (5). Suppose the sonar has the following error profile:

$$l(s) = \begin{cases} 1 & \text{if } z \geq 0 \\ 0 & \text{otherwise} \end{cases} \quad \text{if } z - h(s) \in [0, 4]$$

This says the difference between a nonnegative reading and the true value is normally distributed with mean 0 and variance 4. (A mean of 0 implies there is no systematic bias.) Now, let $D$ be any action theory that includes (2), (5) and (10). Then the following equalities are entailed by $D$:

1. $Bel(h = 3 \lor h = 4, S_0) = 0$.
2. $Bel(4 \leq h \leq 6, S_0) = .2$
3. $T$ does not change terms about $S_0$. Here, for example, the second belief term equals $\int_0^6 .1 \text{d}x = .2$.

2. $Bel(h \geq 11, do(fwd(1), S_0))$
   $$= \int_\gamma \int_{x \in \mathbb{R}} T[P(x, h \geq 11, do(fwd(1), S_0))]$$
   \[(i)\]
   $$= \int_\gamma \int_{x \in \mathbb{R}} T[P(x, R[\psi], S_0)]$$
   \[(ii)\]
   where $\psi$ is $(h \geq 11, do(fwd(1), now))$
   $$= \int_\gamma \int_{x \in \mathbb{R}} T[P(x, max(0, h - 1) \geq 11, S_0)]$$
   \[(iii)\]
   $$= \int_\gamma \int_{x \in \mathbb{R}} P(x, max(0, h - 1) \geq 11, S_0)$$
   \[(iv)\]
   $$= \int_\gamma \int_{x \in \mathbb{R}} P(x, h - 12 \geq 0) \lor \ldots$$
   \[(v)\]
   $$= \int_\gamma \int_{x \in \mathbb{R}} \ldots$$
   \[(vi)\]
   $$= \int_\gamma \int_{x \in \mathbb{R}} \ldots$$
   \[(vii)\]
   $$= 0$$

We use $T$’s item 5 to get (i), after which item 4(a) is applied. On doing $R$ in (ii), along the lines of Example 6.2, we obtain (iii). $T$’s item 4(c) then yields (iv), and stops. In the steps following (iv), we show how $P$ expands in terms of $p$, and how the space of situations resolves into a mathematical expression, yielding 0.12

3. $Bel(h = 0, do(fwd(4), S_0))$
   $$= \int_\gamma \int_{x \in \mathbb{R}} T[P(x, h = 0, do(fwd(4), now)], S_0)]$$
   \[(i)\]
   $$= \int_\gamma \int_{x \in \mathbb{R}} T[P(x, max(0, h - 4) = 0, S_0)]$$
   \[(ii)\]
   $$= \int_\gamma \int_{x \in \mathbb{R}} \ldots$$
   \[(iii)\]
   $$= .2$$

By means of (2), after moving forward by 4 units the belief about $h$ is characterized by a mixed distribution because $h = 0$ is accorded a .2 weight (i.e. from all points where $h \in [2, 4]$ initially), while $h \in (0, 8]$ are associated with a density of .1. Here, $T$’s item 5 and 4(a) are triggered, and the removal of $T$ using 4(c) is not shown. The end result is that the density function is integrated for $2 \leq x \leq 4$ leading to .2. ($\gamma$ is 1.)

12Given certain assumptions, it is possible to further reduce logical expressions involving fluents to a mathematical expression using only those variables that appear in the integral. We expand on this in a longer version of the paper.
4. \(Bel(h = 4, do(fwd(-4), do(fwd(4), S_0)))\)

\[
\frac{1}{\gamma} \int_{x \in \mathbb{R}} T[P(x, \exists u, h = u \land 4 = \max(0, u + 4), do(fwd(4), S_0))] \cdot (i)
\]

\[
= 1
\gamma
\int_{x \in \mathbb{R}} T[P(x, \exists u, u = \max(0, h - 4) \land 4 = \max(0, u + 4), S_0)]
\]

\[
= \frac{1}{\gamma} \int_{x \in \mathbb{R}} \begin{cases} .1 & \text{if } x \in [2, 12], \ x \leq 4 \\ 0 & \text{otherwise} \end{cases}
\]

\[
= .2
\]

We noted above that the point \(h = 4\) gets a .2 weight on executing \(fwd(4)\), after which it obtains a \(h\) value of 0. The weight is retained on reversing by 4 units, with the point now obtaining a \(h\) value of 4. The derivation invokes two applications of \(T\)’s item 4(a). We skip the intermediate \(R\) steps. (\(\gamma\) evaluates to 1.)

5. \(Bel(h = 4, do(fwd(4), do(fwd(-4), S_0)))\)

\[
\frac{1}{\gamma} \int_{x \in \mathbb{R}} T[P(x, \exists u, u = \max(0, h + 4) \land 4 = \max(0, u - 4), S_0)]
\]

\[
= 0
\]

Had the robot moved away first, no “collapsing” of points takes place, \(h\) remains a continuous distribution and no point is accorded a non-zero weight. \(T\) steps are skipped but they are symmetric to the one above, e.g. compare (i) here and (ii) above. But then the density function is non-zero only for the individual \(h = 4\).

6. \(Bel(4 \leq h \leq 6, do(sonar(5), S_0))\)

\[
\frac{1}{\gamma} \int_{x \in \mathbb{R}} \mathcal{N}(5 - x; 0, 4) \times T[P(x, \psi, S_0)]
\]

\[
\text{where } \psi \text{ is } h = x \land 4 \leq h \leq 6
\]

\[
= \frac{1}{\gamma} \int_{x \in \mathbb{R}} \begin{cases} .1 \cdot \mathcal{N}(5 - x; 0, 4) & \text{if } x \in [2, 12], \ x \in [4, 6] \\ 0 & \text{otherwise} \end{cases}
\]

\[
= .41
\]

We obtain (i) after \(T\)’s item 5 and then 4(b) for sensing actions. That is, belief about \(h \in [4, 6]\) is sharpened after observing 5. Basically, we are integrating a function that is 0 everywhere except when \(4 \leq x \leq 6\) where it is \(.1 \times \mathcal{N}(5 - x; 0, 4)\), normalized over \(2 \leq x \leq 12\).

7. \(Bel(4 \leq h \leq 6, do(sonar(5), do(sonar(5), S_0))\)

\[
\frac{1}{\gamma} \int_{x \in \mathbb{R}} \mathcal{N}(5 - x; 0, 4) \times T[P(x, \psi, s)]
\]

\[
\text{where } s = do(sonar(5), S_0), \psi \text{ is } h = x \land 4 \leq h \leq 6
\]

\[
= \frac{1}{\gamma} \int_{x \in \mathbb{R}} [\mathcal{N}(5 - x; 0, 4)]^2 \times T[P(x, \psi, S_0)]
\]

\[
= .52
\]

As expected, two successive observations of 5 sharpens belief further. Derivations (i) and (ii) follow from

\[T\]’s item 5, and two successive applications of item 4(b). Thus, we are to integrate \(1 \times [\mathcal{N}(5 - x; 0, 4)]^2\) between \([4, 6]\) and normalize over \([2, 12]\). These changing densities are plotted in Figure 2.

5 TWO SPECIAL CASES

Regression is a general property for computing properties about posteriors in terms of priors after actions. It is therefore possible to explore limited cases, which might be appropriate for some applications. We present two such cases.

Conjugate distributions

Certain types of systems, such as Gaussian processes, admit an effective propagation model. The same advantages can be observed in our framework. We illustrate this using an example. Assume a fluent \(f\), and suppose \(D_0\) is the union of (I), (P1) and the following specification:

\[
p(t, S_0) = \mathcal{N}(f(t); \mu_1, \sigma_1^2)
\]

which stipulates that the true value of \(f\) is believed to be normally distributed. Assume the following sensor in \(D\):

\[
l(sense(z), s) = \mathcal{N}(z - f(s); \mu_2, \sigma_2^2)
\]

Then it is easy to show that estimating posteriors yields a product of Gaussians (that is also a Gaussian process (Box and Tiao, 1973)), which is inferred by \(T\):\(^{13}\)

\[
T[Bel(h \leq f \leq c, do(sense(z), S_0))] = 
\frac{1}{\alpha} \int_{h} \mathcal{N}(x; \mu_1, \sigma_1^2) \cdot \mathcal{N}(\tilde{z} - x; \mu_2, \sigma_2^2)dx
\]

Distribution transformations

Certain actions affect priors in a characteristically simple manner, and regression would account for these changes as an appropriate function of the initial belief state. We illustrate two instances using Example 9. First, consider an

\(^{13}\)This corresponds to a simple case of Kalman filtering (Dean and Wellman, 1991), where the sensed value is static. In the complete framework with noisy effectors, we would obtain a model where distinct actions may condition priors in distinct ways.
action $\text{grasp}(z)$ that grabs object $z$. Because the action of grasping does not affect $h$ by way of (2), we get:

$$\mathcal{T}[\text{Bel}(h \leq b, \text{do(grasp(obj5)}, S_0)] = \text{Bel}(h \leq b, S_0)$$

So no changes to $h$’s density are required. Second, consider ground actions with the property that two distinct values of $f$ do not become the same after that action, e.g., for initial states this means:

$$\forall i, i'. f(i) \neq f(i') \Rightarrow f(\text{do}(a, i)) \neq f(\text{do}(a, i')) \tag{EQ}$$

Think of $f(\text{fwd}(4))$ that agrees with this, but $f(\text{fwd}(2))$ need not. We can show that such actions “shift” priors:

$$\mathcal{T}[\text{Bel}(h \leq b, \text{do(\text{fwd}(-n)}, S_0)] = \text{Bel}(h \leq b - n, S_0)$$

Intuitively, the probability of $h$ being in the interval $[b, c]$, irrespective of the distribution family, is the same as the probability of $h \in [b + n, c + n]$ after $f(\text{fwd}(-n))$. Thus, regression derives the initial interval given the current one.\(^{14}\)

6 RELATED WORK

Perhaps the most popular models to treat sensor fusion include variants of Kalman filtering (Fox et al., 2003; Thrun et al., 2005), where priors and likelihoods are assumed to be Gaussian. We already pointed out some instances of Kalman filtering in our example. Where we differ is that backward chaining is possible even when: (a) no assumptions about the nature of distributions, nor about how distributions and dependencies change need to be made, (b) the framework is embedded in a rich theory of actions, and (c) arbitrary forms of incomplete knowledge are allowed, including strict uncertainty.\(^{15}\) Domain-specific dependencies, then, may be exploited as appropriate.

There have been, of course, other attempts to extend the situation calculus to reason about probabilistic belief, such as (Poole, 1998). See BHL for a discussion on the differences to that work. On a related note, there are numerous approaches that combine logic and probability. In particular, we mention dynamic logic proposals (Van Benthem et al., 2009), planning languages (Younes and Littman, 2004; Sanner, 2011; Kushmerick et al., 1995), and first-order frameworks based on the situation calculus and close relatives (Thielscher, 2001). For discussions on these and non-dynamic proposals such as Markov logics (Richardson and Domingos, 2006), see (Belle and Levesque, 2013a,b).

There is one other thread of related work, that of symbolic dynamic programming (Boutilier et al., 2000, 2001) which also has recent continuous extensions (Sanner et al., 2011). While regression is used in this literature as well, the concerns are very different: they focus on policy generation, while ours is strictly about belief change. Consequently, the regression in that literature is adapted from the regression for the non-epistemic situation calculus (Reiter, 2001). Ours, on the other hand, continues in the tradition of the epistemic situation calculus (Scherl and Levesque, 2003) by extending those intuitions to probabilistic belief and noisy sensing. In this regard, our account allows the modeler to explicitly reason about beliefs in the language, which would prove useful in formalizing the achievability of plans (Levesque, 1996), among other things. The idea of regression is not new and lies at the heart of many planning systems (Fritz and McIlraith, 2007). For STRIPS actions, regression has at most linear complexity in the length of the action sequence (Reiter, 2001). For other studies, see (Van Ditmarsch et al., 2007; Rintanen, 2008).

7 CONCLUSIONS

Planning and robotic applications have to deal with numerous sources of complexity regarding action and change. Consequently, irrespective of the decompositions and factorizations that are justifiable initially, belief state evolution is known to invalidate these efforts even over simple temporal phenomena. In this paper, we obtain a general methodology to relate beliefs after acting and sensing to initial beliefs. We investigated the methodology in an existing model by BHL, and a continuous extension to it, making the technique applicable to discrete domains as well as general ones. We demonstrated regression using an example where actions affect priors in nonstandard ways, such as transforming a continuous distribution to a mixed one. In general, regression does not insist on (but allows) restrictions to actions, that is, no assumptions need to be made about how actions affect variables and their dependencies over time. Moreover, at the specification level, we do not assume (but allow) structurally constrained initial states.

There are many avenues for future work. Extending automated regression solutions (Reiter, 2001) to subjective probabilities is ongoing work. Moreover, given the promising advances made in the area of relational probabilistic inference, we believe regression suggests natural ways to apply those developments with actions. This line of research would allow us to address effective belief propagation for numerous planning problems that require both logical and probabilistic representations. On another front, note that after applying the reductions, one may also use approximate inference methods. Perhaps then, regression can serve as a computational framework to study approximate belief propagation, on the one hand, and using approximate inference at the initial state after goal regression, on the other.
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Abstract

This paper proposes a “probabilistic” extension of conditional preference networks as a way to compactly represent a probability distributions over preference orderings. It studies the probabilistic counterparts of the main reasoning tasks, namely dominance testing and optimisation from the algorithmical and complexity viewpoints. Efficient algorithms for tree-structured probabilistic CP-nets are given. As a by-product we obtain a linear-time algorithm for dominance testing in standard, tree-structured CP-nets.

1 Introduction

Modelling preferences has been an active research topic in Artificial Intelligence for more than fifteen years. In recent years, several formalisms have been proposed that are rich enough to describe complex preferences of a user in a compact way, by e.g. Rao and Georgeff [1991], Gonzales et al. [2008], Boutilier et al. [2001, 2004]. Ordinal preferences, where alternatives, or outcomes, are ranked without the use of numerical functions, are usually easier to obtain, and are the topic of this paper.

In many contexts, the preferences of the user are ill-known, e.g. because they depend on the value of non controllable state variable, or because the system has no information about the user – her preferences may then be extrapolated from information gathered for previous customers. This is typically the case in anonymous recommendation systems, where several users with similar preferences can be grouped into a single model – that can then be finely tuned to fit one particular user. In this paper, we propose to use a probability distribution over preference models to represent ill known preferences. Specifically, we propose to extend conditional preference networks (CP-nets, one of the most popular ordinal preference representation formalisms [Boutilier et al., 2004]) by attaching probabilities to the local preference rules.

Probabilistic CP-nets are evoked for preference elicitation in by de Amo et al. [2012]. However, the authors do not give a precise semantics to their CP-nets, nor do they study their computational properties. A more general form of Probabilistic CP-net is also described by Cornelio [2012], who prove that the problem of finding the most probably optimal outcome is similar to an optimisation problem in a Bayesian network.

In the present paper, we detail the Probabilistic CP model, and especially its semantics, and provide efficient algorithms to solve the corresponding dominance and optimisation problems. After a brief presentation of CP-nets (Section 2), we present Probabilistic CP-nets, their semantics and explain how they can be used in several practical settings (Section 3). In Section 4, we give efficient algorithms and complexity results for dominance testing. In Section 5, we turn to the optimisation task and prove that it can be performed in linear time when some restriction is put on the structure of the PCP-net. Section 6 concludes the paper.

2 Background

We consider combinatorial objects defined over a set of n variables V. Variables are denoted by uppercase letters A, B, X, Y, ... X denotes the domain of a variable X. More generally, for a set of variables U ⊆ V, U denotes the Cartesian product of their domains. Elements of V are called objects or outcomes, denoted by o, o', ... Elements of U for some U ⊆ V are denoted by u, u', ... Given two sets of variables U ⊆ V ⊆ V and v ∈ V, we write v[U] for the restriction of v to the variables in U.

In this paper we essentially consider variables with a Boolean domain. We consistently write x and x̄ for the two values in the domain of X.
Preference Relations We assume that individual preferences can be represented by an order (reflexive, antisymmetric and transitive) over the set of all outcomes \( \mathcal{Y} \). A convenient way to specify such orders over outcomes in a multi-attribute domain is by means of local preference rules: each rule enables one to compare outcomes that have some specific values for some attributes. Conditional preference networks [Boutilier et al., 2004] enable direct comparisons between outcomes that differ in the value of one variable only (called swap pairs of outcomes). Such a rule has the form \((X, u:>)\), with \(X \in \mathcal{V}\) and \(u \in \mathcal{U}\) for some \(U \subseteq \mathcal{V} \setminus \{X\}\), and \(>\) a total order on \(\mathcal{X}\). According to \((X, u:>)\), for every pair of outcomes \(o, o'\) such that \(o[U] = o'[U] = u\) and \(o[\mathcal{V} \setminus (U \cup \{X\})] = o'[\mathcal{V} \setminus (U \cup \{X\})]\), \(o\) is preferred to \(o'\) if and only if \(o[X] > o'[X]\). Intuitively, the rule \((X, u:>)\) can be read: “Whenever \(u\) is the case, outcomes are ordered as their values for \(X\) are ordered by \(>\), everything else being equal”.

**Example 1.** Assuming a set of binary variables \(\mathcal{V} = \{X_1, \ldots, X_4\}\), the rule \((x_3, \bar{x}_2 : x_3 \bar{x}_3)\) entails that \(o = x_1 \bar{x}_2 x_3 x_4\) is preferred to \(o' = \bar{x}_1 x_2 \bar{x}_3 x_4\). On the other hand, it tells nothing about the preference between \(o\) and \(o' = \bar{x}_1 x_2 \bar{x}_3 x_4\) (everything else is not equal), nor between \(x_1 x_2 x_3 x_4\) and \(x_1 x_2 \bar{x}_3 x_4\) (it does not apply).

Considering the transitive closure of the relation over swap pairs, the set of all outcomes can be (partially) ordered by a set \(R\) of such rules using the notion of flip. An \(R\)-worsening flip is an ordered swap pair \((o, o')\) for which there is a rule \(r = (X, u:>) \in R\) satisfying: \(o[U] = o'[U] = u\) and \(o[\mathcal{V} \setminus (U \cup \{X\})] = o'[\mathcal{V} \setminus (U \cup \{X\})]\), and \(o[X] > o'[X]\). A sequence of outcomes \(o_1, \ldots, o_k\) is an \(R\)-worsening sequence if for \(1 \leq i \leq k-1\), \((o_i, o_{i+1})\) is an \(R\)-worsening flip. We write \(o \succ_R o'\) whenever there is an \(R\)-worsening sequence from \(o\) to \(o'\). By construction, the relation \(\succ_R\) precisely captures the transitive closure of the relation induced by \(R\) on swap pairs. We say that the set of rules \(R\) is consistent if \(\succ_R\) is irreflexive, and inconsistent otherwise.

**Definition 1 (CP-net).** A (deterministic) CP-net \(N\) over a set of variables \(\mathcal{V}\) is defined by a directed graph \((\mathcal{V}, E)\), and by a conditional preference table for each vertex / variable \(X \in \mathcal{V}\), written \(\text{CPT}(X)\). The table \(\text{CPT}(X)\) gives a local preference rule \((X, u:>)\) for each combination of values \(u \in \text{pa}(X)\) for the parents of \(X\).

![Figure 1: A deterministic CP-net](image)

The graph \(G\) is called the structure of \(N\).

When \(X\) is clear from the context, we write \(u:>)\) instead of \((X, u:>)\) for a conditional rule. For instance, given a CP-net and a binary variable \(B\) with a single parent \(A\), we write \(a:b > b\) for the rule \((B, a:b > b)\). We also write \(\succ_N\) for the total order over \(\mathcal{X}\) specified by a CP-net \(N\) for some variable \(X\) and some assignment \(u \in \text{pa}(X)\). Finally, if no ambiguity can arise, we use the same notation for a CP-net and its set of local preference rules. In particular, we write \(o \succ_N o'\) to indicate that there is a worsening sequence from \(o\) to \(o'\) using the rules of \(N\). When this is the case, we also say that \(N\) entails \(o \succ o'\).

For complexity analysis, we write \(|N|\) for the size of \(N\), defined to be the number of symbols needed to write all rules, where writing a rule \((X, u:>)\) is considered to require \(|U| + |X|\) symbols. We also use specific classes of CP-nets, defined by restrictions on their structure \(G\). For instance, the class of acyclic (resp. tree-structured) CP-nets is the class of CP-nets whose structure is an acyclic graph (resp. a forest).

A CP-net \(N\) is said to be inconsistent if the set of rules of \(N\) is inconsistent, and consistent otherwise. It is known [Boutilier et al., 2004] that all acyclic CP-nets are consistent, but the converse is not true in general.

**Example 2.** Figure 1 shows a CP-net over three variables \(A, B, C\). This CP-net is consistent (it is acyclic), and it entails \(abc > \bar{abc}\), as can be seen from the worsening sequence \(abc > abc > \bar{abc}\), which uses the first rule in \(CPT(B)\), then the rule on \(A\).

Given a (consistent) CP-net \(N\), the two main reasoning problems are dominance and optimisation. Dominance is the problem of deciding whether \(N\) entails \(o \succ o'\) for two given outcomes \(o, o'\), and optimisation consists in computing the “best” outcomes according to \(N\); that is, the outcomes which are undominated under \(\succ_N\). For acyclic CP-nets, optimisation is feasible in linear time, and there is always a unique optimal outcome. Contrastingly, testing dominance is \(\text{PSPACE}\)-complete for unrestricted CP-nets, \(\text{NP}\)-hard for acyclic ones, and quadratic for tree-structured ones [Goldsmith et al., 2005].
3 Probabilistic CP-Nets

When the preferences of the user are ill-known, typically because they depend on the value of non controllable state variables, or because the system has few information about the user, we would like to be able to answer questions like “What is the probability that o is preferred to o’ by some unknown agent?”. Probabilistic CP-nets enable to compactly represent a probability distribution over CP-nets and answer such queries. A typical application is recommendation, where the preferences of the current (anonymous) user are extrapolated from profiles or from information gathered from previous customers in order to estimate how likely it is that a new customer makes a given choice.

Definition 2 (PCP-net). A probabilistic conditional preference network \( N \), or PCP-net, over a set of variables \( V \), is defined by a directed graph \( G=(V,E) \) and, for each vertex / variable \( X \in V \), a probabilistic conditional preference table, written PCPT\((X)\). The PCP-table on \( X \) gives, for each assignment \( u \in \text{pa}(X) \), a probability distribution over the set of total orders on \( X \). We write \( p^X_{N,X} \) for this distribution. We also call \( G \) the structure of \( N \).

In particular, when all variables are binary, a PCP-table on \( X \) gives for each assignment \( u \in \text{pa}(X) \) a probability distribution on the set of two orders \( \{x>y, x>y\} \). For brevity, we write \( u:x>y \) (\( p \)) for the distribution which assigns probability \( p \) to \( u:x>y \) and \( 1-p \) to \( u:y>x \), as in Figure 2.

Taken as a whole, a PCP-net \( N \) is not intended to represent a preference relation. Rather, it represents a probability distribution over a set of (deterministic) CP-nets, namely, those which are compatible with \( N \).

Definition 3 (compatibility, probability). A (deterministic) CP-net \( N \) is said to be compatible with a PCP-net \( N \), or to be \( N \)-compatible, if it has the same structure as \( N \). In this case we write \( N \prec N \). If \( N \) is \( N \)-compatible, we define the probability of \( N \) according to \( N \) by \( p^N_N(N)=\prod_{X \in V,u \in \text{pa}(X)} p^X_{N,X}(>^N_{N,X}) \).

It easily comes that \( p^N \) is a probability distribution over the set of deterministic \( N \)-compatible CP-nets.

Example 3. Figure 2 shows a PCP-net \( N \) over variables \( X,Y,Z,T,U,V \). The first rule on \( Y \), for instance, says that there is a .2 probability that a deterministic CP-net drawn at random contains the rule \( x:y>y; \) otherwise (i.e. with probability \( 1-.2 \)) it contains the opposite rule \( x:y>y \). Independently, there is a probability that it contains \( x:y>y \). Independently, there is a .3 probability that it contains \( x:y>y \). In particular, there is a .2 \( \times \) .3 = .06 probability that it contains both and hence, that \( y \) is unconditionally preferred to \( y \).

The deterministic, \( N \)-compatible CP-net with the negated value of each variable always preferred has probability \( p=(1-.1) \times (1-.2) \times \cdots \times (1-.7) \times (1-.6) \).

Observe that when \( N \) contains cycles, \( p^N_N \) may be nonzero for some inconsistent CP-nets, which seems undesirable. Moreover, while deciding whether a given (cyclic) CP-net is consistent is a PSPACE-hard problem [Goldsmith et al., 2005], the task is tractable in the acyclic case. Therefore, the remainder of the paper considers acyclic structures only.

Motivation Our motivation for studying PCP-nets stems from several different applicative settings. In the first one, the preference of the current (anonymous) user are unknown but the system has at its disposal the preferences of each of \( m \) individuals (e.g., past customers), and for each one the preferences are given by a (deterministic) CP-net \( N_i \) over some common structure \( G \). Then the probabilistic CP-net \( N \) over the graph \( G \) defined by \( p^N_{N,X}(>)=\#\{i|\{X,u>:\in N_i\}/m \) (proportion of \( N_i \)'s which contains this rule, independently from other rules) provides a compact summary of the set of all individual preferences.

Such aggregation obviously induces a certain approximation of the distribution of preferences in the population. Namely, the probability of a given CP-net \( N \) as computed from the PCP-net \( N \) (Definition 3) is in general different from the proportion of individuals which indeed have the preferences encoded by \( N \). Precisely, the construction amounts to approximate the distribution of preference relations as an independent one, considering each rule as a random variable. This may
look like a crude approximation; still, as shown below, it is sound and complete for some restricted queries. Moreover, we discuss in Section 6 how PCP-nets can be extended to richer representations of distributions.

A close setting in which PCP-nets may prove useful is the one where a system interacts with a lot of individuals, but each one gives only a few preferences. For instance, in a recommender system, assume that each customer implicitly gives a preference of the form \( u : x > \bar{x} \), by choosing one of two objects in a swap pair. This is the case when, say, a customer chooses the colour for a car in a context of interactive configuration [Gelle and Weigel, 1996]: she implicitly expresses a preference of the form \( u : x > \bar{x} \), where \( U \) is the set of variables that have already been assigned and \( x \) is the chosen colour. Individual (deterministic) rules are thus obtained from different customers and, in the absence of other information, it clearly makes sense to aggregate these rules independently from each other.

A third applicative context is one in which only one person or agent expresses her preferences, but some noise must be taken into account, due to the elicitation process, or possibly from the person’s preferences themselves (e.g., “for dinner, with pasta bolognese I most often prefer having parmiggiano”). Assuming independent noise on each rule, PCP-nets are well suited for representing such preferences (through a rule like: dinner \& bolognese: parmiggiano > ¬parmiggiano). In all these settings, a PCP-net comes with a structure, which constrains the dependencies among variables. In case several CP-nets are aggregated into a PCP-net, it is natural to build the latter with the union of all individual graphs as its own structure. Indeed, an individual CP-net with structure \((V, E)\) can always be seen as one over \((V, E')\), for any superset \(E'\) of \(E\). In the remainder of this paper we will mainly focus on tree-structured (P)CP-nets. While this is a clear restriction on expressivity, as we will see even such networks raise nontrivial computational problems.

**Reasoning Tasks** Since a PCP-net represents a probability distribution on a set of deterministic CP-nets, the most natural queries are the following.

**Definition 4** (probability of dominance). Given a PCP-net \( N \) and two outcomes \( o, o' \), the probability of \( o \succ o' \), written \( p_N(o \succ o') \), is defined to be the probability mass of \( N \)-compatible CP-nets which entail \( o \succ o' \):

\[
p_N(o \succ o') = \sum_{N \in \mathcal{N}, o \succ o'} p_N(N)
\]

Clearly enough, the probability of \( o \succ o' \) given \( \mathcal{N} \) is precisely the probability, when drawing a CP-net at random according to \( p_N \), of obtaining one which entails \( o \succ o' \). In the remainder of the paper, we will essentially study how to compute such probability.

The second query is the probabilistic counterpart of optimisation in deterministic CP-nets.

**Definition 5** (probability of being optimal). Given an acyclic PCP-net \( N \) and an outcome \( o \), the probability for \( o \) to be optimal, written \( p_N(o) \), is defined to be the probability mass of \( N \)-compatible CP-nets which have \( o \) as their optimal outcome \(^2\).

Interestingly, despite the important approximation induced when summarising a population of CP-nets into a single PCP-net, some reasoning tasks can be performed exactly with the approximation (PCP-net) only. So let \( \mathcal{N} \) be an acyclic PCP-net built from the rulewise aggregation of individual CP-nets.

**Proposition 1.** Let \( \mathcal{N} \) be an acyclic PCP-net and \( \{o, o'\} \) a swap pair of outcomes, differing only on the value of \( X \). The probability \( p_{\mathcal{N}}(o \succ o') \) is precisely the proportion of individual CP-nets which entail \( o \succ o' \).

**Proof.** This follows from the fact that for acyclic \( G \), a deterministic CP-net \( N \) entails \( o \succ o' \) if and only if it contains the rule \( o[p(X)] > o[X] \) [Koriche and Zanuttini, 2009, Lemma 1].

Another interesting property is the preservation of local Condorcet winners [Xia et al., 2008, Li et al., 2011], also called ”hypercubewise Condorcet winners” by Conitzer et al. [2011]: they are the outcomes \( o \) which are preferred by at least one half of the individual CP-nets to all \( o' \) that differ from \( o \) in the value of one variable only. Proposition 1 proves that the hypercubewise Condorcet winners are the outcomes that dominate each of their neighbors in the aggregated PCP-net with a probability of at least 0.5. Moreover, let us insist that PCP-nets may serve other purposes than preference aggregation, as, for instance, modelling ill-known preferences of a single user, and that in such settings no approximation occurs.

### 4 Complexity of Dominance Testing

We now study the complexity of the dominance problem, namely, of computing the probability of \( o \succ o' \) given a PCP-net \( \mathcal{N} \). We restrict our attention to tree-structured CP-nets, that is, to the case when \( G \) is acyclic and assigns at most one parent to each variable. This arguably cannot capture all interesting dependency structures among variables, but as we will see this is already a nontrivial setting.

\(^2\)Under our assumption of acyclicity, each CP-net is guaranteed to have a unique optimal outcome, hence the soundness of the definition.
We first give a generic construction, and use it for deriving a fixed-parameter tractability result, with the number of variables over which $o, o'$ differ as the parameter. Then as a by-product, we derive an interesting result for deterministic CP-nets, namely, an $O(n)$ algorithm for dominance testing. Finally, we show that with slightly more general structures, computing the probability of dominance is #P-hard.

### 4.1 Construction

The cornerstone of our results is a characterisation of all deterministic CP-nets for which there exists a worsening sequence from $o$ to $o'$, given a tree structure $G$. The characterisation is given as a propositional formula for each leaf $X$, written $\text{worsen}^{o,o'}(X)$, over variables of the form $y:x>x, \bar{y}:x>x$, etc., with $Y$ the parent of $X$ in $G$. An assignment of, say, $y:x>x$ to $\top$, means that the corresponding CP-net contains the rule; a complete assignment to all variables thus defines a deterministic CP-net with structure $G$.

Precisely, fix a forest $G = (V, E)$ and two outcomes $o, o'$. For each variable $X$ with no parent in $G$, we introduce the propositional variable $x > \bar{x}$, and we write $\bar{x} > x$ for its negation (because $> \top$ is total, $x > \bar{x}$ is true iff $\bar{x} > x$ is false). Similarly, for each variable $X$ with $\text{pa}(X) = \{Y\}$, and $y' \in \{\bar{y}, y\}$, we introduce the propositional variables $y:x > \bar{x}$ and $\bar{y}:x > \bar{x}$ and we write $y:x > \bar{x}$ and $\bar{y}:x > \bar{x}$ for their respective negations.

Boutilier et al. [2004, Appendix A] show that a worsening sequence may include up to $\Theta(n)$ changes of the value of some variable, even with binary tree-structured CP-nets. We exploit it by reasoning on the number of changes of each variable.

Precisely, the formula $\text{change}^{o,o'}_{k}(X)$ means that there is a worsening sequence in which $X$ alternates value at least $k$ times, starting from its value in $o$ and ending with its value in $o'$. For instance, $\text{change}_{3}^{x \bar{x} \bar{x} \bar{x}}(X)$ means that there is a worsening sequence in which $X$ successively takes values $x, \bar{x}, x, \bar{x}$ (at least 4 values and 3 alternations). Formula $\text{change}^{o,o'}_{k}(X)$ is defined inductively in Table 1, where $Y$ denotes the parent of $X$. We give the formulas for the case where $o[X] = x, o[Y] = y$, the other cases can be obtained by symmetry. Then $\text{worsen}^{o,o'}(X)$ is defined as follows:

- $\text{worsen}^{o,o'}(X) = \text{change}^{o,o'}_{0}(X)$ if $o[X] = o'[X]$;
- $\text{worsen}^{o,o'}(X) = \text{change}^{o,o'}_{1}(X)$ otherwise.

**Example 4.** Consider again the PCP-net depicted in Figure 2, and let $o = xyztuv, o' = \bar{x}\bar{y}\bar{z}\bar{t}uv$. The corresponding formulas are given in Table 2.

In the following, we write $o[\geq X]$ for $o$ restricted to the variables which are ascendants of $X$ in $G$ ($X$ included).

**Proposition 2.** There is a worsening sequence from $o[\geq X]$ to $o'[\geq X]$ in which $X$ changes value at least $k$ times if and only if $N$ is a model of $\text{change}^{o,o'}_{k}(X)$.

**Proof.** The proof goes by induction on the definition of the formula. For lack of space, we omit the proof for the base cases.

For the inductive step, we give a proof only for Rule 1 (Case $o[X] = o'[X] = x, o[Y] = o'[Y] = y$). The other rules are proved in exactly the same manner. So assume first that $N$ satisfies the formula in Rule 1. Then by IH there is a worsening sequence

$$\omega_1 y, \omega_2 \bar{y}, \ldots, \omega_k \bar{y}, \omega_{k+1} y$$

in which all $\omega_i$’s are assignments to the proper ascendants of $Y$ and $\omega_1 y$ (resp. $\omega_{k+1} y$) is $o[\geq Y]$ (resp. $o'[\geq Y]$). If moreover $N$ satisfies the first disjunct ($y:x > \bar{x} \land \bar{y}:x > x$), since the value of $X$ has no influence on the preference over the values of $Y$ we can build the sequence

$$\omega_1 y x, \omega_1 y \bar{x}, \omega_2 \bar{y} x, \omega_2 \bar{y} \bar{x}, \ldots, \omega_k \bar{y} x, \omega_k \bar{y} \bar{x}, \omega_{k+1} y x$$

which is a worsening sequence from $o[\geq X]$ to $o'[\geq X]$ where $X$ changes value $k$ times, as desired. Similarly, if $N$ satisfies the second disjunct, we can build the following sequence, where $X$ also changes value $k$ times.

$$\omega_1 y x, \omega_2 \bar{y} x, \omega_2 \bar{y} \bar{x}, \ldots, \omega_{k} \bar{y} x, \omega_k \bar{y} \bar{x}, \omega_{k+1} y \bar{x}, \omega_{k+1} y x$$

Conversely, we show that if there is a sequence as in the claim, then $N$ satisfies the formula in Rule 1. Let

$$\omega_1 x, \omega_2 \bar{x}, \ldots, \omega_{k} \bar{x}, \omega_{k+1} x$$

be a sequence from $o[\geq X]$ to $o'[\geq X]$ in which $x$ changes value at least $k \geq 2$ times. There must be two opposite rules on $X$, for otherwise $X$ cannot change value back and forth. Hence the disjunction in the definition of $\text{change}^{o,o'}_{k}(X)$ is satisfied. Moreover, these rules must fire alternatively at least $k$ times overall, hence $Y$ must take at least $k$ different values in the sequence $\omega_1, \omega_2, \ldots, \omega_{k+1}$, that is, change value at least $k-1$ times. But since it starts and ends with the same value $y$ and $k-1$ is odd, in fact it must change at least $k$ times. Hence by IH, $N$ must satisfy $\text{change}^{o,o'}_{k}(Y)$.

**Proposition 3.** There is a worsening sequence from $o$ to $o'$ if and only if $N$ satisfies the formula

$$\bigwedge_{X} \text{worsen}^{o,o'}(X)$$

where $X$ ranges over all leaves in the tree structure of $N$.

**Proof.** Proposition 2 shows the claim if $G$ is reduced to a chain. For the more general setting, consider two branches with a common part above $X$ (included), and
write $X, Y, Z$ for the set of variables above $X$ (included), in the left subtree below $X$, and in the right subtree below $X$, respectively.

Clearly, if there is a worsening sequence from $o$ to $o'$, then $N$ must satisfy the formula for both branches (by Proposition 2). For the converse, if $N$ satisfies both formulas, by Proposition 2 again there is a worsening sequence from the outcome $o[\geq Y] = o[X]o[Y]$ to $o'[\geq Y] = o'[X]o'[Y]$, and one from $o[X]o[Z]$ to $o'[X]o'[Z]$. By construction of the formula $\text{worsen}^{o,o'}(-)$, there is one of these sequences in which the values of the variables above $X$ change most, say, the one for $Y$. Then since $Y$ and $Z$ are independent of each other, all flips
over $Z$ can also be performed in this sequence and interleaved with those over $Y$. In this manner we get a worsening sequence from $o$ to $o'$, as desired.

The proof for a generic forest is obtained by applying this reasoning inductively on the set of branches.

4.2 Efficient Dominance Testing

From Propositions 2–3 we first derive a fixed-parameter tractable (FPT) algorithm for dominance testing in tree-structured PCP-nets. Recall that a FPT algorithm is one with running time $O(f(k).n^c)$, where $n$ is the size of the input, $c$ is a constant, $f$ is a computable function, and $k$ is some measure of the input size, called the parameter and assumed to be small [Flum and Grohe, 2006]. The running time of such an algorithm is essentially a polynomial modulo a factor which may be exponential (or more) in the value of the parameter.

As a parameter for the dominance problem in PCP-nets, we take the number of variables which have a different value in $o$ and $o'$. This makes sense in practice since typically, in applications, one does not have to compare objects which are completely different from each other. For instance, in recommender systems a customer has fixed a number of features of the product which she wants to buy (e.g., “I want a recent Blues album, cheaper than such price, etc.”).

Definition 6. The parameterized dominance problem for tree-structured PCP-nets, written $p$-Tree-PDominance, is defined by:

Input: a tree-structured PCP-net $N$, $o$, $o'$

Parameter: \( k = |\{ X \in V | o(X) \neq o'(X)\}|\)

Output: the probability of $o \succ o'$ according to $N$

Theorem 1. The problem $p$-Tree-Dominance is fixed-parameter tractable. Precisely, it admits an algorithm with running time in $O(2^{2k^2}n)$.

Proof. For each leaf variable $X$ in the tree of $N$, the algorithm first unrolls the formula $\text{worsen}^{o,o'}(X)$. Each time it finds two different recursive calls (e.g., on $k-1$ and $k+1$ in the second rule), it splits the formula into two parts. By construction the algorithm ends up with

\[
\Phi^X = \{ \varphi^X_1, \varphi^X_2, \ldots, \varphi^X_m \}.
\]

The $\varphi^X_i$ are mutually inconsistent, since the recursive calls in each rule are conditioned on mutually inconsistent formulas about the current node. Moreover, by Proposition 2, a CP-net $N \times N$ satisfies $o(\geq X) \succ o'(\geq X)$ if and only if it satisfies one of these formulas.

Now define $\Phi$ to be the set of formulas

\[
\Phi = \{ \varphi^{X_1} \land \varphi^{X_2} \land \ldots \land \varphi^{X_k} \mid X_i \text{ a leaf, } \varphi^{X_i} \in \Phi^X \},
\]

that is, the “cartesian products” of the $\Phi^X$’s (over all leaves). By construction, the conjunctions in $\Phi$ are mutually inconsistent, and a CP-net $N \times N$ satisfies $o \succ o'$ if and only if it satisfies one of them (Proposition 3). It follows that the probability sought for can be computed in time $O(|\Phi| \cdot n)$: the weight of each conjunction of $\Phi$ can be obtained by multiplying the probabilities of the corresponding rules in $N'$, in time $O(n)$, and by mutual inconsistency the result is obtained by summing up over the elements of $\Phi$. Observe that some elements of $\Phi$ may be inconsistent formulas, but this can be detected efficiently since by construction they are conjunctions of literals.

To complete the proof we only need to bound the size of $\Phi$. First consider $\Phi^X$ for some variable $X$: by construction, $|\Phi^X| = 2^\ell$, where $\ell$ is the number of rules used which result in two different recursive calls. This is the case for the second and third rules of Table 1 only, that is, when exactly one of $X,Y$ has a different value in $o$ and $o'$. It follows $\ell \leq 2k$, hence $|\Phi^X| \leq 2^{2k}$ for all $X$ and finally, $|\Phi| \leq (2^{2k})^k = 2^{2k^2}$, as claimed.

4.3 The Deterministic Case

As an interesting by-product, we now derive a linear-time algorithm for dominance testing in tree-structured deterministic CP-nets. This improves on the quadratic running time of the TreeDT algorithm of Boutilier et al. [2004], and may seem odd since the smallest worsening sequence may be of quadratic size. This is actually not contradictory: our result says that it is possible to decide whether this sequence exists, without explicitly constructing it.

Theorem 2. The dominance problem for tree-structured (deterministic) CP-nets on $n$ variables can be solved in linear time $O(n)$.

Proof. The algorithm\(^3\) simply consists of deciding whether $N$ satisfies the formula $\bigwedge_X \text{worsen}^{o,o'}(X)$, where $X$ ranges over all leaves in the structure of $N$. This can be done efficiently because for all four general rules, $N$ necessarily satisfies at most one of the two disjuncts and hence, only one recursive call is involved at each step. The only point to be checked is that the algorithm can avoid considering the same variable several times along different branches.

To do so, the algorithm unrolls the formulas $\text{worsen}^{o,o'}(X)$ in parallel. Each time two branches meet at a node $X$, this must be through recursive calls fired by the children of $X$. By construction, these calls

\(^3\)This proof is a direct application of our PCP-algorithm to the deterministic case; but the query may be addressed by more dedicated and simpler (linear) algorithms. We thank an anonymous reviewer for pointing this to us.
are all of the form \( \text{change}^{o,o'}_k(X) \), and by construction and Proposition 3, all of them must be satisfied.

Recall that \( \text{change}^{o,o'}_k(X) \) reads “\( X \) changes value at least \( k \) times”. Then the algorithm simply needs to replace all recursive calls by a unique one, namely, \( \text{change}^{o,o'}_{\max_i(k_i)}(X) \). In the end each variable is visited once, and the algorithm is indeed linear-time.

Interestingly, a top-down algorithm is also possible: starting from the root nodes in the structure of \( N \), inductively computes for each node \( X \) the greatest value \( k \) such that \( N \) satisfies the formula \( \text{change}^{o,o'}_k(X) \). This algorithm allows us to derive the following result about incomplete deterministic CP-nets.

Say that a deterministic CP-net \( N \) is incomplete with a given structure if it comes with a graph \( G \) but for some variables \( X \) and assignments \( u \) to their parents, \( N \) contains neither the rule \( u: x > \bar{x} \) nor the opposite rule \( u: \bar{x} > x \). Incomplete CP-nets arise naturally in the process of elicitation [Koriche and Zaumuttini, 2009], and more generally when a user is indifferent to some objects (for instance: “I have no preferred colour for motorbikes, since I don’t like motorbikes at all”). Then a completion of \( N \) is a (complete, deterministic) CP-net with structure \( G \) and containing the rules of \( N \).

**Theorem 3.** The problem of deciding whether there is at least one completion of a given, incomplete CP-net \( N \) with a given tree structure, which entails \( o > o' \) for given \( o, o' \), can be solved in linear time \( O(n) \).

**Proof.** As evoked above, proceed top-down in the tree, by computing for each node \( X \) the greatest \( k \) for which there is a completion of \( N \) satisfying \( \text{change}^{o,o'}_k(X) \). To do so, complete all missing rules in a greedy manner. For instance, if the current node \( Y \) and its child \( X \) are in the setting of Inductive Step 2 of Table 1, and \( N \) contains no rule over \( X \), choose the rules in the first disjunct to add in the completion of \( N \). In this manner, from the value \( k \) for \( Y \) we get \( k+1 \) for \( X \).

Obviously (because \( \text{change}^{o,o'}_k(X) \) reads “at least \( k \) times”), the greater the value \( k \) at each node, the more chances there are that the current completion indeed entails \( o > o' \), hence the algorithm is correct. \( \square \)

### 4.4 Hardness Result

We conclude this section by giving a hardness result, which sheds light on the difficulty of testing dominance in PCP-nets with a more general structure than a tree.

**Theorem 4.** The problem of computing \( p_X(o > o') \), given a PCP-net \( N \) and two outcomes \( o \) and \( o' \), is \( \#P \)-hard. This holds even if the structure is acyclic, the longest path has length 3, each node has at most one outgoing edge and at most 4 parents.

**Proof.** We give a reduction from \( \#\text{Monotone} \) (2-4\( \mu \)) Bipartite CNF, which is \( \#P \)-complete [Vadhan, 2002].

Let \( X \) and \( Y \) be two disjoint sets of variables. A monotone (2-4\( \mu \))-bipartite CNF is a conjunction of clauses of the form \( X \lor Y \), with \( X \in X \) and \( Y \in Y \), such that no variable appears more than 4 times in the formula. Given such a formula \( \phi \), we build a PCP-net \( \mathcal{N} \) over \( \mathcal{V} = X \cup Y \cup Z \), where \( Z \) contains one fresh variable, written \( Z_Y \), for each \( Y \in \mathcal{Y} \). The variables of \( Z \) have no parent, each \( Y \in \mathcal{Y} \) has a single parent \( Z_{\bar{Y}} \), and each \( X \in X \) has for parents the \( Y \)'s such that the clause \( X \lor Y \) appears in \( \phi \) (there are at most 4 of them). This structure and the probability of each rule are given in Figure 3, where we show the portion of the PCP-net that corresponds to clauses \( X \lor Y \lor Z \), with \( \mathcal{V} \) as follows:

1. For every \( Z \in Z \), \( N \) contains \( z > \bar{z} \) and
2. For every \( Y \in \mathcal{Y} \): (a) \( N \) contains \( z_Y > \bar{z}_Y \) and \( y_1 < \bar{y}_1 \), (b) if \( I(Y) = \top \) then \( N \) contains \( z_Y : y > \bar{y} \), otherwise it contains the opposite rule
3. For every \( X \in X \): (a) \( N \) contains \( y_1 \ldots y_p : x > \bar{x} \), (b) if \( I(X) = \top \) then \( N \) contains \( y_1 \ldots y_p : x > \bar{x} \), otherwise it contains the opposite rule, and (c) for all other assignments \( u \) to \( p(a)(X) \), \( N \) contains \( u : x > \bar{x} \).

We show that \( N \) entails \( o > o' \) if and only if \( I \) satisfies \( \phi \). Clearly, we can reason on sets \( \{X, Y_1, \ldots, Y_p, Z_{Y_1}, \ldots, Z_{Y_p}\} \) independently. So assume first that \( I \) satisfies \( (X \lor Y_1) \land \cdots \land (X \lor Y_p) \).

If \( I \) satisfies \( X \), then \( I \) entails \( o > o' \) using the worsening flips \( y_1 > \bar{y}_1 \), \( \ldots \), \( y_p > \bar{y}_p \) and \( y_1 \ldots y_p : x > \bar{x} \) (which can be performed in any order). Otherwise, \( I \) must satisfy \( Y_1 \land \cdots \land Y_p \), hence \( I \) entails \( o > o' \) using the flips \( y_1 > \bar{y}_1 \), \( \ldots \), \( y_p > \bar{y}_p \), then the flip \( y_1 \ldots y_p : x > \bar{x} \), then the flips \( y_1 > \bar{y}_1 \), \( \ldots \), \( z_{Y_p} > \bar{z}_{Y_p} \), and finally the

![Figure 3: Reduction scheme](image-url)
flips \( \bar{z}_1 : y_1 > y_1, \ldots, \bar{z}_p : y_p > y_p \).

The converse is shown similarly, and finally we have that \( N \) entails \( o > o' \) if and only if \( I \) satisfies \( \phi \). Now by construction, each \( N \) built in this manner has a probability \( 1/2^n \) according to \( N \). Hence the probability with which \( N \) entails \( o > o' \) is \( m/2^n \) if and only if \( \phi \) has \( m \) models, which completes the reduction. \( \square \)

5 Complexity of Optimisation

We now show that optimisation with tree-structured PCP-nets is both computationally easy and simple. The first result even holds for the much more general class of acyclic PCP-nets.

**Proposition 4.** The probability for a given outcome \( o \) to be optimal for a given acyclic PCP-net \( N \) can be computed in linear time \( O(n) \).

**Proof.** In the spirit of the “forward sweeping” procedure of Boutilier et al. [2004], it can be easily shown that \( o \) is optimal for a deterministic CP-net \( N \land N \) if and only if \( N \) contains (1) the rule \( o[X] > \bar{o}[X] \) for all root nodes \( X \), and (2) the rule \( o[pa(X)] : o[X] > \bar{o}[X] \) for all other nodes \( X \). It follows that the probability sought for is the product of the probabilities of all these rules, which can clearly be computed in time \( O(n) \). \( \square \)

**Proposition 5.** The outcome with the maximal probability of being optimal for a given, tree-structured PCP-net \( N \) can be computed in linear time \( O(n) \).

**Proof.** The algorithm is a simple dynamic programming algorithm, operating bottom-up in the tree. First, given a leaf node \( X \) with parent \( Y \), the algorithm determines the optimal assignment to \( X \) given \( Y = y \), by taking the highest probability between rules \( y : x > \bar{x} \) and \( y : \bar{x} > x \), and similarly for \( y = \bar{y} \).

Now in the general case, given a variable \( Y \) with parent \( Z \) and children \( X_1, \ldots, X_k \), the algorithm first considers the value \( z \) for \( Z \), and given this value searches for the most probable assignment to \( Y, X_1, \ldots, X_k \) and their descendants. This can be done efficiently by comparing \( 1 \) \( p_y \times p_y \times \cdots \times p_y \), where \( p_y \) is the probability of the rule \( z : y > \bar{y} \) and \( p_y \) \( (i = 1, \ldots, k) \) is the previously computed probability of the best assignment to \( X_i \) and its descendants given \( Y = y \), and \( 2 \) \( p_y \times p_y \times \cdots \times p_y \). Then the algorithm computes in a similar manner the probability of the most probable assignment given \( Z = \bar{z} \), and based on this decides on the value \( y \) or \( \bar{y} \) for each of \( z, \bar{z} \). Clearly, when all variables have been examined, the algorithm has computed the desired outcome. \( \square \)

6 Conclusion

We proposed a “probabilistic” extension of conditional preference networks (CP-nets) for representing the preferences of a group of individuals over a set of combinatorial objects, or for representing ill-known preferences. We studied the probabilistic counterparts of the main reasoning tasks for CP-nets, namely dominance testing and optimisation, from the algorithmical and complexity viewpoints. We gave efficient algorithms for tree-structured probabilistic CP-nets, and as a by-product we obtained a linear-time algorithm for dominance testing in standard, tree-structured CP-nets.

As studied here, the expressiveness of our formalism is limited in two aspects. First, assuming a common, tree-like structure is unrealistic in some applicative settings. As future work, we plan to extend our results, in particular using a notion inspired from treewidth. The second limitation is due to the fact that the probability distribution on deterministic CP-nets which is represented by a probabilistic CP-net, is by definition an independent one (with rules as random variables). So as to allow PCP-net to model more realistic distributions, we plan to extend the representation by separating the probability distribution from the structure.

An obvious choice is to use a Bayesian networks over the rules induced by the structure as random variables. Even with simple networks, this would allow, for instance, to represent fact such as: \( 3/4 \) of those individuals who prefer \( x \) to \( \bar{x} \) given \( Y = y \) also prefer \( z \) to \( \bar{z} \) given \( t, u \). While one could fear a jump in complexity, it is worth noticing that our main result for tree-structured CP-nets goes through, in the sense that with such representation, computing the probability of \( o \rightarrow o' \) would amount to estimate the probability of \( 2^{k \times 2} \) deterministic CP-nets, that is, to call an oracle for inference only a small number of times. This leaves hope that the framework can be extended to richer representations while preserving the low complexity of certain tasks.
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Abstract

Boosting is known to be sensitive to label noise. We studied two approaches to improve AdaBoost’s robustness against labelling errors. One is to employ a label-noise robust classifier as a base learner, while the other is to modify the AdaBoost algorithm to be more robust. Empirical evaluation shows that a committee of robust classifiers, although converges faster than non label-noise aware AdaBoost, is still susceptible to label noise. However, pairing it with the new robust Boosting algorithm we propose here results in a more resilient algorithm under mislabelling.

1 Introduction

It is well known to practitioners that boosting is sensitive to label noise. The issue stems directly from the fundamental concept of boosting in that the effort is directed towards classifying the difficult samples. In fact, the complexity of the traditional boosting is very high, so much so that for a dataset with any configuration of its labels, it is possible to draw a decision boundary with zero training error. This seems to be a good approach to the classification problem if the difficult samples are not mislabelled samples in the first place. In reality however, there are no firm guarantees about the correctness of the class labels provided with the training set. In many applications, such as e.g. crowdsourcing data, and certain biomedical data, perfect training labels are almost impossible to obtain. A seemingly straightforward way to control boosting’s complexity is by means of regularisation. However, regularisation alone might not be enough to solve this issue – as pointed out in Long & Servedio (2010), random misclassification defeats all boosters that optimise a convex objective. Yet, rather curiously, almost all of the existing robust boosters are still optimising a convex exponential loss. These boosters include the LogitBoost by Friedman et al. (1998) that optimises the binary log-loss, the Gentle-AdaBoost by Friedman et al. (1998) that is more stable because of a more conservative update step; the Modest-AdaBoost by Vezhnevets & Vezhnevets (2005) which penalises the ensemble when it makes a correct prediction on previously correctly predicted instances; the BB algorithm by Krieger et al. (2001) in which bagging is combined with boosting to average out the adverse effect of noisy labelled data. There is also a heuristic approach by Karmaker & Kwek (2006) where too difficult samples, i.e., those with very high weights, are removed from the training set according to a predefined threshold.

Motivated by the finding of Long and Servedio, Freund (2009) proposed a more robust boosting algorithm which optimises a non-convex potential function instead of the traditional exponential loss function. The general idea is to incorporate an early stopping as well as a mechanism to give up if the instance is too far away on the wrong side of the decision boundary. It shows promising results but unfortunately the boosting process becomes more complicated in that it also introduces a free parameter that has to be tuned. Freund suggests using cross-validation to tune the parameter however we cannot rely on the cross-validation if our labels are noisy, unless we have a trusted validation set with correct labels.

Inspired by the work of Long and Servedio and Freund, we propose a different modification to AdaBoost for tackling label noise. We engineer our objective to be a combination of two complementary loss functions. Our new objective is somewhat related to those employed in the cost-sensitive boosting literature. However, in cost sensitive literature the cost associated with each instance is assumed to be given or known prior to the learning, and there is no label noise involved. By contrast, the primary task in robust boosting is to learn
the mislabelling probabilities (which could be seen to be analogous to costs).

Recent developments on label-noise robust classifiers such as the robust Fisher Discriminant by Lawrence & Schölkopf (2001); Bouveyron & Girard (2009), the robust Logistic Regression by Bootkrajang & Kaban (2012); Raykar et al. (2010), the robust Gaussian Process by Hernández-Lobato et al. (2011) or the robust Nearest Neighbours by Barandela & Gasca (2000) suggest a new possibility to improve the existing booster without making any adjustment to the boosting algorithm by employing a robust classifier as a base learner. To the best of our knowledge, there are no attempts in the literature to pursue this direction and this is our starting point in this work.

To summarise, we investigate the solution to boosting in the presence of random misclassification noise at two different levels. At the lower level we study the robust committee where robust classifiers are combined and boosted using existing AdaBoost algorithm. At the higher level, we propose a new robust boosting algorithm that we call ‘rBoost’ where the objective function is a convex combination of two exponential losses. The coefficients of the combination represent uncertainty in the observed labels. The new boosting algorithm is closely related to AdaBoost and requires a relatively minor modification to the existing algorithm. Moreover our new objective is non-convex and exhibits robustness to labelling errors.

The paper is organised as follows. Section 2 reviews recent literature in label-noise robust classifiers and introduces the robust classifier that will be used throughout the paper. Section 3 presents the rBoost algorithm. Section 4 reports experimental results, and Section 6 draws conclusions of the study.

2 A robust base learner

In recent years many classifiers have been introduced to tackle the problem of learning in the presence of label noise. To date, there are a number of classifiers developed specifically for dealing with label noise: robust logistic regression, robust fisher discriminant, robust Gaussian Process or robust Nearest Neighbours. All of these can potentially be used as a base classifier, and it is then interesting to see how would such classifiers behave collectively in an ensemble. One way to construct a robust classifier is through a probabilistic latent variable model. Under the model, a robust classifier attempts to learn a posterior probability of the true labels via the likelihood of the observed labels.

We will deal with random label flipping noise, that is we assume the noise is independent of the specific features of individual data points, and flips the latent true label \( y \in \{0,1\} \) from class \( k \) to class \( j \) into the observed label \( \hat{y} \in \{0,1\} \), with probability \( \omega_{jk} := p(\hat{y} = k | y = j) \). We define the likelihood of the observed label \( \hat{y} \) of a point \( x_i \) given the current parameter setting as the following:

\[
P_i^k = p(\hat{y} = k | x_i, \theta, \{\omega_{jk}\}_{j,k=0}) = \sum_{j=0}^{1} \omega_{jk} p(y = j | x_i, \theta)
\]

(1)

that is, a linear combination of the ‘true’ class posteriors. From this assumption the modified log-likelihood is given by

\[
L(\theta, \{\omega_{jk}\}_{j,k=0}) = \sum_{i=1}^{n} \sum_{k=0}^{1} I(\hat{y}_i = k) \log(P_i^k)
\]

(2)

where \( I(\cdot) \) is 1 if its argument is true and 0 otherwise, and \( n \) is the number of training points. Note that any probabilistic classifier yielding class posterior probability will fit the framework and can be converted into a robust classifier using the technique shown.

For the sake of concreteness we will employ logistic regression with parameter \( \theta = \beta \) in our study. We call the model ‘robust Logistic Regression’ (rLR), in which the likelihood of \( \hat{y} = 1 \) is defined as:

\[
\hat{P}_i^1 = \omega_{11} \sigma(\beta^T x_i) + \omega_{01} (1 - \sigma(\beta^T x_i))
\]

(3)

Here, \( \beta \) is the weight vector orthogonal to the decision boundary and it determines the orientation of the separating plane and \( \sigma(a) = 1/(1+\exp(-a)) \) is the sigmoid function. Learning the robust logistic regression model involves estimating \( \beta \) and well as \( \omega_{jk} \). We follow the steps in Bootkrajang & Kahan (2012) where the conjugate gradient method is used to optimise \( \beta \). The gradient of the log-likelihood w.r.t the weight vector is, \( \nabla_\beta L(\theta, \{\omega_{jk}\}_{j,k=0}) = \)

\[
\sum_{i=1}^{n} \left[ \left( \frac{\hat{y}_i (\omega_{11} - \omega_{01})}{\hat{P}_i^1} + \frac{(1 - \hat{y}_i) (\omega_{10} - \omega_{00})}{\hat{P}_i^0} \right) \times \sigma(\beta^T x_i) (1 - \sigma(\beta^T x_i)) \times x_i \right]
\]

(4)

The following multiplicative updates are then used to estimate \( \omega_{jk} \):

\[
\omega_{10} = \frac{g_{10}}{g_{10} + g_{11}}, \quad \omega_{11} = \frac{g_{11}}{g_{10} + g_{11}}
\]

(5)

\[
\omega_{00} = \frac{g_{00}}{g_{00} + g_{01}}, \quad \omega_{01} = \frac{g_{01}}{g_{00} + g_{01}}
\]

(6)
where

\[ g_{11} = \omega_{11} \sum_{i=1}^{n} \left( \frac{\tilde{y}_i \sigma(\beta^T x_i)}{P^1_i} \right) \]
\[ g_{10} = \omega_{10} \sum_{i=1}^{n} \left( \frac{(1 - \tilde{y}_i) \sigma(\beta^T x_i)}{P^0_i} \right) \]
\[ g_{01} = \omega_{01} \sum_{i=1}^{n} \left( \frac{\tilde{y}_i (1 - \sigma(\beta^T x_i))}{P^1_i} \right) \]
\[ g_{00} = \omega_{00} \sum_{i=1}^{n} \left( \frac{(1 - \tilde{y}_i) (1 - \sigma(\beta^T x_i))}{P^0_i} \right) \]  \( \text{(7)} \)

3 The Robust Boosting

Suppose we have a training set with corrupted labels \( D = \{(x_i, \tilde{y}_i)\}_{i=1}^{n} \), where \( x_i \in \mathbb{R}^m \) and \( \tilde{y}_i \in \{+1, -1\} \). Let a base hypothesis be a decision function \( h : x \rightarrow \tilde{y} \).

Under the boosting framework, a final hypothesis is a linear combination of the base hypotheses and it takes the following additive form:

\[ H(x) = \sum_{i=1}^{T} \alpha_i h_i(x) \]  \( \text{(8)} \)

In boosting, the 0/1 misclassification loss incurred by the final hypothesis is measured by the exponential loss:

\[ \sum_{i=1}^{n} \left\{ \mathbb{I}(\tilde{y}_i = 1) e^{-H(x_i)} + \mathbb{I}(\tilde{y}_i = -1) e^{H(x_i)} \right\} \]

This forms a boosting objective that has to be optimised. However, in the situation where labels are contaminated the loss in eq.(9) is not ideal, for obvious reasons. Instead, we form a new objective that explicitly takes into account uncertainties in labels:

\[ \sum_{i=1}^{n} \left\{ \mathbb{I}(\tilde{y}_i = 1) \left\{ \gamma_{00} e^{-H(x_i)} + \gamma_{01} e^{H(x_i)} \right\} + \mathbb{I}(\tilde{y}_i = -1) \left\{ \gamma_{11} e^{H(x_i)} + \gamma_{10} e^{-H(x_i)} \right\} \right\} \]

Here, \( \gamma_{jk} = p(\tilde{y} = k | y = j) \) are probabilistic factors representing uncertainties in labels. Intuitively, the loss is weighed up or down depending on the gamma parameters \( \gamma_{jk} \). For example, \( \gamma_{01} = 0.3 \) and \( \gamma_{10} = 0 \) indicates the situation where labels in the negative class (or class 0) are all correct – because no flipping from positive to negative occurred – but labels in the positive class are contaminated. Accordingly, the new loss accounts for this by adjusting the loss for the positive class (class 1) to: \( 0.7 * e^{-H} + 0.3 * e^{H} \). This is a hyperbolic cosine with the two tails adjusted and it represents the modified loss associated with the positive class. The shapes of such modified loss functions are depicted in Figure 1. From the figure we see that the classification that is ‘too correct’ will be penalised, hence reducing the overfitting problem. Meanwhile the loss of the negative class (class 0), which is \( e^H + 0 * e^{-H} = e^H \), reduces to traditional boosting.

It may be interesting to note that a similar shape of the loss can also be obtained by truncating the Taylor expansion of the exponential function to some finite degree. This could also be used to implement the same idea, although it would not have the transparent formulation given above.

![Figure 1: Various setups of the \( \Gamma \) and their associated loss shape.](image)

3.1 Adding a new base learner \( h_t(\cdot) \)

Consider the case \( \tilde{y} = 1 \), and define \( d_{00} = e^{-H(x)} \), \( d_{01} = e^{H(x)} \). Likewise, when \( \tilde{y} = -1 \) define \( d_{11} = e^{-H(x)} \), \( d_{10} = e^{H(x)} \) to be an unnormalised distribution of the data \((x, \tilde{y})\). It can be shown that at the iteration \( t \) of boosting, minimising the loss in eq.(10) w.r.t the new \( h_t(x) \) is equivalent to minimising the following (the derivation details are given in the Appendix):

\[
\arg \min_{h_t, \alpha} 2 \sinh(\alpha) \sum_{i=1}^{n} \left\{ w_i \mathbb{I}(h_t(x_i) \neq \tilde{y}_i) \right\} \\
+ e^{-\alpha} \sum_{i=1}^{n} \left\{ \mathbb{I}(\tilde{y}_i = 1) w_{00} + \mathbb{I}(\tilde{y}_i = -1) w_{11} \right\} \\
+ e^{\alpha} \sum_{i=1}^{n} \left\{ \mathbb{I}(\tilde{y}_i = 1) w_{01} + \mathbb{I}(\tilde{y}_i = -1) w_{10} \right\} 
\]

(10)

where

\[ w_i = \begin{cases} (w_{00} - w_{01}), & \text{if } \tilde{y}_i = +1. \\ (w_{11} - w_{10}), & \text{if } \tilde{y}_i = -1. \end{cases} \]

(12)

and

\[ w_{jk} = \gamma_{jk} \cdot d_{jk} \]

(13)

From this, it is immediate to see that in order to minimise the loss we have to seek for \( h_t(x) \) that minimises the misclassification error \( \epsilon_t = \sum_{i=1}^{n} w_i \mathbb{I}(\tilde{y}_i \neq h_t(x_i)) \).
This step is identical to the traditional AdaBoost except that the misclassification error of the current classifier is measured against different weighting factors which take into account the uncertainty of the observed noisy label as indicated by \( \gamma_{jk} \). Note that the expression is fully compatible with the traditional AdaBoost such that the rBoost reduces to the original AdaBoost when \( \gamma_{01} = 0 \) and \( \gamma_{10} = 0 \). We emphasise that the weights in the rBoost need not be normalised. In fact in the original AdaBoost the normalisation simply facilitates the algebra in deriving a closed-form update for \( \alpha_t \).

### 3.2 Updating \( \alpha_t \)

Now in our case, to get the update for \( \alpha_t \) we take derivative of eq.(11) w.r.t \( \alpha_t \), equate it to zero:

\[
2 \cosh(\alpha) \sum_{i=1}^{n} \left\{ w_i \mathbb{I}(h(x_i) \neq \tilde{y}_i) \right\} - e^{-\alpha} \sum_{i=1}^{n} \left\{ \mathbb{I}(\tilde{y}_i = 1) w_{00} + \mathbb{I}(\tilde{y}_i = -1) w_{11} \right\} + e^{\alpha} \sum_{i=1}^{n} \left\{ \mathbb{I}(\tilde{y}_i = 1) w_{01} + \mathbb{I}(\tilde{y}_i = -1) w_{10} \right\} = 0
\]

Now, this equation cannot be solved in closed form. We resort to numerical optimisation to solve for the \( \alpha_t \). Note the term which gets multiplied by \( 2 \cosh(\alpha) \) is nothing but our error \( \epsilon_t \) defined earlier.

### 3.3 Updating the sample weights

Next, to derive the update for the weight vectors, recall that we define \( w_{jk} = \gamma_{jk} e^{-\tilde{y}_i H(x_i)} \). It follows, for example, that the update for \( w_{00} \) can be written as:

\[
w_{00}^{t+1} = \gamma_{00} e^{-\tilde{y}_i (H + \alpha)} = \gamma_{00} e^{-\tilde{y}_i H} \cdot e^{-\tilde{y}_i \alpha h} = \gamma_{00} d_{00} \cdot e^{\alpha (2(1(h(x_i)\neq \tilde{y}_i) - 1))} \\
\alpha = \gamma_{00} d_{00} \cdot e^{2\alpha(1(h(x_i)\neq \tilde{y}_i))} \quad (15)
\]

where we used the rewriting: \(-\tilde{y}_i h = 2(1(h(x) \neq \tilde{y}) - 1);\) and since \( e^{-\alpha} \) are shared among all \( w_{jk} \) it does not affect the optimisation. Similarly for the rest of the weight vectors we get:

\[
w_{01}^{t+1} = \gamma_{01} d_{01} \cdot e^{2\alpha(1(h(x_i)\neq \tilde{y}_i)) - 1) \quad (16)
\]

\[
w_{11}^{t+1} = \gamma_{11} d_{11} \cdot e^{2\alpha(1(h(x_i)\neq \tilde{y}_i)) - 1) \quad (17)
\]

\[
w_{01}^{t+1} = \gamma_{01} d_{10} \cdot e^{2\alpha(1(h(x_i)\neq \tilde{y}_i)) - 1) \quad (18)
\]

One way to implement this is to keep the distribution \( d_{jk} \) separately and multiply it by \( \gamma_{jk} \) to get a new \( w_{jk} \) in each iteration.

### 3.4 Updating \( \gamma_{jk} \)

Finally, as mentioned earlier, we would also like to estimate the label flipping coefficients, \( \gamma_{jk} \). We could take derivative of the loss incurred by the current ensemble, eq.(10), w.r.t each gamma and try to solve this directly. This did not yield satisfactory results in our experience, most likely because the loss lacks probabilistic semantics. The workaround is to convert the output of boosting i.e. \( H \) into a probability. There are three popular approaches to do that: 1) Logistic calibration \( p(y = 1|x, H) = 1/(1 + \exp(-H)) \) Friedman et al. (1998), 2) Platt’s calibration \( p(y = 1|x, H) = 1/(1 + \exp(AH + B)) \) where \( A \) and \( B \) need to be learnt Platt (1999), and 3) Isotronic regression Robertson (1988). Niculescu-Mizil & Caruana (2005) empirically shows that Platt’s technique and Isotronic regression are superior to a simple logistic transform. In addition, Platt’s method has a slight advantage over IsoReg on small sample size. Hence, in this study, we will employ Platt’s method to get calibrated posterior probabilities.

By converting \( H \) to \( p(y = 1|x, H) \), we can estimate the gamma from the following binomial log-loss, or cross-entropy. Using the notation \( P(x) = p(y = 1|x, H) \) and \( \bar{P}(x) = 1 - P(x) \), this is:

\[
- \sum_{i=1}^{n} \mathbb{I}(\tilde{y}_i = 1) \log \left\{ \gamma_{11} P(x_i) + \gamma_{00} \bar{P}(x_i) \right\} + \mathbb{I}(\tilde{y}_i = -1) \log \left\{ \gamma_{00} P(x_i) + \gamma_{10} \bar{P}(x_i) \right\} \quad (19)
\]

Following the Lagrangian method which imposes \( \gamma_{00} + \gamma_{10} = 1 \) and \( \gamma_{11} + \gamma_{10} = 1 \), similarly to the technique in the latent variable model (outlined in Section 2), the multiplicative updates for \( \gamma_{jk} \) are found to be:

\[
\gamma_{10} = \frac{g_{10}}{g_{10} + g_{11}}, \quad \gamma_{11} = \frac{g_{11}}{g_{10} + g_{11}} \quad (20)
\]

\[
\gamma_{00} = \frac{g_{00}}{g_{00} + g_{01}}, \quad \gamma_{01} = \frac{g_{01}}{g_{00} + g_{01}} \quad (21)
\]

where

\[
g_{11} = \gamma_{11} \sum_{i=1}^{n} \left\{ \frac{\mathbb{I}(\tilde{y}_i = 1) P_i}{\gamma_{11} P_i + \gamma_{01} \bar{P}_i} \right\} \quad (22)
\]

\[
g_{10} = \gamma_{10} \sum_{i=1}^{n} \left\{ \frac{\mathbb{I}(\tilde{y}_i = -1) P_i}{\gamma_{10} P_i + \gamma_{00} \bar{P}_i} \right\} \quad (22)
\]

\[
g_{01} = \gamma_{01} \sum_{i=1}^{n} \left\{ \frac{\mathbb{I}(\tilde{y}_i = 1) \bar{P}_i}{\gamma_{11} \bar{P}_i + \gamma_{01} P_i} \right\} \quad (22)
\]

\[
g_{00} = \gamma_{00} \sum_{i=1}^{n} \left\{ \frac{\mathbb{I}(\tilde{y}_i = -1) \bar{P}_i}{\gamma_{10} \bar{P}_i + \gamma_{00} P_i} \right\} \quad (22)
\]

Our method is summarised in Algorithm 1.
As mentioned in the introduction, our rBoost algorithm has some analogies with cost-sensitive boosting Fan & Stolfo (1999); Masnadi-Shirazi & Vasconcelos (2011). One major difference is that the weighting factors in our case are outside of the exponential, whereas they are inside the exp in the mentioned works. In Fan & Stolfo (1999) the author did briefly discuss the possibility of having the weighting factors outside of the exponential, however their update of the weight is different from ours. Besides, the goal of cost-sensitive methods is different from ours. In cost-sensitive framework the cost is assumed to be known or given by the expert, and there is no implication of labelling errors.

Algorithm 1 rBoost

\textbf{Input:} data \(\{x, y\}^n\), boosting round \(T\)

\textbf{Initialize} \(w_{jk} = \gamma_{jk}\)

for \(t = 1\) to \(T\) do

1) \(h_t = \arg\max_{g}\ \text{eq.}(2)\) weighted by \(w_t\).

2) Calculate the error w.r.t \(w_t\) defined in eq.(12) \(\epsilon_t = \sum_{i=1}^{n} w_t \mathbb{1}(\hat{y}_i \neq h_t(x_i))\)

3) Optimise \(\alpha_t\) numerically using the gradient in eq.(14)

4) Update \(w_{jk}\) according to eq.(15)–(18).

5) Calculate \(p(y = 1 | x, H)\) using Platt’s method.

6) Update \(\gamma_{jk}\) using eq.(20)-(21).

\textbf{end for}

Output the final classifier \(	ext{sign}(\sum_{t=1}^{T} \alpha_t h_t)\).

4 Empirical Evaluation

This section will investigate the performance of our robust boosting methods in practice. In addition, our new rBoost algorithm will be compared to the standard AdaBoost, GentleAdaBoost and ModestAdaBoost.

4.1 Methodology

We will study 4 configurations of base-learner and booster pairs: 1) LR + AdaBoost, 2) rLR + AdaBoost, 3) LR + rBoost and 4) rLR + rBoost. These four combinations will shed light on whether 1) a robust committee is robust against label errors?, 2) the new rBoost can counteract the bad effects of label noise? and finally 3) What can we get from pairing them together? We set our baseline to be the GentleAdaBoost and ModestAdaBoost where the base learner is a decision tree with maximum node splits of 2. For LR to serve as a weak learner, we employ random subsampling to create diversity in the ensemble. Further, we create two types of training sets by artificially injecting symmetric and asymmetric label noise at rate 10\%, as well as at rate 30\% into the training data. We train on the corrupted training set and validate the performance of the ensemble on a clean test set. We report the average and standard deviation of the misclassification rates from 10 independent random repetitions of 150 rounds of boosting each.

4.2 Datasets

We select seven UCI machine learning datasets Frank & Asuncion (2010) namely Banana, Diabetes, Heart, Image, Twonorm and Waveform to use to evaluate the proposed boosting combinations. We use 80\% of the dataset for training and 20\% for testing purpose. The characteristics of the datasets used are summarised in Table 1.

4.3 Results

We first investigate the behaviour of the robust classifiers as weak learners within the original AdaBoost algorithm. From the leftmost column of Tables 2-5, we see that when a robust classifier is used as a base learner the generalisation error of the ensemble is already lower in comparison to the original non-robust AdaBoost in 4 out of 7 datasets. The finding is consistent across all noise levels. It is very interesting to observe this because even though the base classifier is robust, it is still under the control of the original AdaBoost. Namely, the boosting will still guide the classifiers to focus on the more difficult parts of the dataset (which of course are likely to contain the points whose labels are wrong). Why is then this committee of robust classifiers more accurate? Lower error can come from two different sources: Either the robust committee is indeed robust against labelling errors, or it simply converges faster. To check this we run both configurations for more rounds to see the dynamics of the ensemble. Plotted in Figure 2 are the training and test errors of AdaBoost using the robust classifiers (rLR) as well as using the traditional classifiers (LR) on selected datasets. Superimposed for reference are ModestAdaBoost and rLR + rBoost.

It turns out that the robust committee converges much quicker than the non-robust committee. How-

<table>
<thead>
<tr>
<th>Data set</th>
<th># of pos. samp.</th>
<th># of neg. samp.</th>
<th>dim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banana</td>
<td>2375(45%)</td>
<td>2924(55%)</td>
<td>2</td>
</tr>
<tr>
<td>Diabetes</td>
<td>268(35%)</td>
<td>500(65%)</td>
<td>8</td>
</tr>
<tr>
<td>Heart</td>
<td>120(44%)</td>
<td>150(56%)</td>
<td>13</td>
</tr>
<tr>
<td>Image</td>
<td>1188(57%)</td>
<td>898(43%)</td>
<td>18</td>
</tr>
<tr>
<td>Titanic</td>
<td>14(58%)</td>
<td>10(42%)</td>
<td>3</td>
</tr>
<tr>
<td>Twonorm</td>
<td>3703(50%)</td>
<td>3697(50%)</td>
<td>20</td>
</tr>
<tr>
<td>Waveform</td>
<td>1647(33%)</td>
<td>3353(67%)</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 1: Characteristic of the dataset used.
ever when boosted long enough we are starting to see that their classification performances become very similar. This answers our first research question. The robust classifiers as weak learners introduce what is understood to be a ‘good diversity’ in the ensemble, and drives the ensemble to convergence much quicker than the non-robust committee. Unfortunately however, the robustness of the base learner is not enough to withstand the effect of labelling errors.

Figure 2: Test error(left) and training error(right) for ‘Banana’, ‘Diabetes’, ‘Twonorm’, ‘Waveform’ datasets. The x-axis indicates boosting rounds while the y-axis shows classification errors.

Now we see that having rLR as a base learner alone is not enough to counteract the bad effect of mislabelling. We investigate further if we can pair rLR which has a fast convergence rate with our new rBoost algorithm.

Before proceeding, we need to establish that rBoost is superior to original AdaBoost when there is label noise. To this end, we consider two combinations: 1) AdaBoost+LR and 2)rBoost + LR in Tables 2-5. From the tables we see that rBoost+LR performs comparably to its non-robust booster counterpart when the noise rate is relatively low, and in the case of symmetric label case (i.e. the easy cases in terms of label noise). However when the noise is asymmetric and more severe (Table 5), rBoost significantly outperforms the original AdaBoost in all the cases tested. This answers our second research question. That is, rBoost significantly improves over the original AdaBoost in terms of classification performance especially in higher label contamination rate conditions and in asymmetric label noise conditions (i.e. the difficult cases).

Next, we equip our rBoost method with the robust base classifiers that enjoy fast convergence to obtain our final robust boosting algorithm. These results are shown in the fourth column of Table 5. The superior performance of this approach is most apparent, and we also give an illustrative example of the working of our rBoost on the ‘Banana’ dataset in Figure 3. We see that the original AdaBoost generated a patchy decision boundary as a result of label noise, while our rBoost returned a smoother and more appropriate decision boundary.

Further, we validate our approach for estimating the flip probabilities $\gamma_{jk}$ using the multiplicative updates given in eq.(20) and eq.(21). Disappointingly, we see that the results (5th and 6th column of Tables 2-5) are not as good as the ideal setting where the $\gamma_{jk}$ are fixed to the true value (rBoost-Fixed gamma). However, and more interestingly, we observe that the quality of the estimated gammas depends highly on the quality of the calibrated probability used in the update. Assuming that we have a trusted validation set that we can use to obtain a more accurate calibrated probability, we ask how well can we estimate the gammas? We hold out a small subset of the dataset, where all of the labels are clean. This will be our trusted validation set, and we took this set as tiny as 20 points only. We feed this small trusted dataset into the Platt’s calibration method. We carried out this experiment on Banana, Image and Twonorm. The classification error from 10 repeated runs of our rBoost algorithm with the use of the trusted validation set as a source for calibrating the probability is $15.74\pm0.23\%$ on ‘Banana’ at $30\%$ asymmetric noise, compared to $23.83\%$ without. This is taken from the sixth column of Table 5. On Image at $30\%$ asymmetric noise the error is as low as $7.61\pm0.19\%$ and on Twonorm it is $9.73\pm0.31\%$. Intriguingly, a tiny trusted set of 20 points is able to improve the situation even for the Image data, where the training set size is as large as 1300 (80% of total number of samples in Image). Thus we can conclude that the trusted validation set approach may be seen as a technique to effectively and efficiently incorporate extra knowledge about the labels into the rBoost algorithm. We should note, this differs from simply in-
cluding the trusted samples into the training set, since the latter would simply make a slight reduction of the noise rate. Of course, the larger the trusted validation set for calibration, the better probability calibration we can expect, and consequently this should lead to more accurate estimates of the gammas ($\gamma_{jk}$), and hence to better classification performance.

$$
\sum_{i=1}^{n} \mathbb{1}(\tilde{y}_i = 1) \left\{ \gamma_{00} e^{-H(x_i)} + \gamma_{01} e^{H(x_i)} \right\} + \mathbb{1}(\tilde{y}_i = -1) \left\{ \gamma_{11} e^{H(x_i)} + \gamma_{10} e^{-H(x_i)} \right\} 
$$

Figure 3: Comparison of the decision boundaries obtained from AdaBoost(left) and rBoost(right) in noise-free case(top) and 30% asymmetric noise case(bottom) on banana dataset.

5 Discussion

We have assumed throughout the study that the label noise is random and it occurs independently from the input sample. Worth mentioning that there exist other types of noise such as a non-random label noise, malicious or adversarial noise, which may require a different treatment. The random noise treated here is simpler and more generic as it does not require special knowledge about the noise process. By contrast, modelling a non-random noise requires us to encode domain expertise into the formulation, and as a consequence it will yield a model specific to the application. Interestingly, despite its simplicity, the random noise model finds its use even in the cases where the random assumption does not perfectly hold true, as it microarray analysis (Bootkrajang & Kabán (2013)). In the context of boosting, there is an attempt to tackle non-random noise in Takenouchi et al. (2008) where both binary and multi-class problems are investigated.

6 Conclusion

We presented a robust boosting algorithm based on the famous AdaBoost algorithm, which we called rBoost. The rBoost has some advantageous properties, namely its objective is non-convex, hence more robust, and it incorporates label noise parameters that can be estimated efficiently using the proposed multiplicative update rules. The new algorithm is also appealing since it requires a minor modification to the existing AdaBoost algorithm. We further demonstrated that the label noise parameters can be more accurately estimated by using a trusted validation set for Platt’s calibration algorithm as a form of extra information. It shows good result close to the rBoost with label noise parameters fixed to the true values. In addition, we have empirically shown that simply employing a robust classifier as a base learner in the AdaBoost does not help alleviating the bad effect of label noise. However, rather interestingly, its effect is to speed up the boosting process. This could be advantageous in cases of low noise. An intriguing future direction are the theoretical analysis of our proposed rBoost and extensions to multi-class problems.
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Appendix

This section shows derivation details of the rBoost algorithm. The loss of the rBoost is defined as:

$$
\mathcal{L}(H) = \sum_{i=1}^{n} \mathbb{1}(\tilde{y}_i = 1) \left\{ \gamma_{00} e^{-H(x_i)} + \gamma_{01} e^{H(x_i)} \right\} + \mathbb{1}(\tilde{y}_i = -1) \left\{ \gamma_{11} e^{H(x_i)} + \gamma_{10} e^{-H(x_i)} \right\} 
$$

Here, $\gamma_{jk}$ are again probabilistic factors representing uncertainty in labels. We write out the form of $H(x_i)$ for the next round of AdaBoost. Minimising this loss of eq. (23) in a step-wise manner is then equivalent to minimising the following:

$$
\arg\min_{h,\alpha} \left\{ \sum_{i=1}^{n} \mathbb{1}(\tilde{y}_i = 1) \left\{ \gamma_{00} e^{-H(x_i) + \alpha h(x_i)} + \gamma_{01} e^{H(x_i) + \alpha h(x_i)} \right\} + \mathbb{1}(\tilde{y}_i = -1) \left\{ \gamma_{11} e^{H(x_i) + \alpha h(x_i)} + \gamma_{10} e^{-H(x_i) + \alpha h(x_i)} \right\} \right\} 
$$

$$
= \arg\min_{h,\alpha} \sum_{i=1}^{n} \left\{ \mathbb{1}(\tilde{y}_i = 1) \gamma_{00} e^{-H(x_i)} e^{-\alpha h(x_i)} + \mathbb{1}(\tilde{y}_i = -1) \gamma_{11} e^{H(x_i)} e^{\alpha h(x_i)} \right\} 
$$

$$
+ \mathbb{1}(\tilde{y}_i = 1) \gamma_{01} e^{H(x_i)} e^{\alpha h(x_i)} + \mathbb{1}(\tilde{y}_i = -1) \gamma_{10} e^{-H(x_i)} e^{-\alpha h(x_i)} \right\} 
$$
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Table 2: Average classification errors and their standard deviations for AdaBoost and rBoost at 10% symmetric noise. Boldface font shows the result which is statistically significant as tested with Wilcoxon ranksum test at the 5% level.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AdaBoost</th>
<th>rBoost-Fixed gamma</th>
<th>rBoost</th>
<th>Gentle Boost</th>
<th>Modest Boost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>rLR</td>
<td>LR</td>
<td>rLR</td>
<td>LR</td>
</tr>
<tr>
<td>Banana</td>
<td>18.53±1.0</td>
<td>13.13±1.1</td>
<td>17.53±1.8</td>
<td>12.94±0.9</td>
<td>17.44±1.8</td>
</tr>
<tr>
<td>Diabetes</td>
<td>24.00±2.7</td>
<td>25.80±2.3</td>
<td>24.10±1.7</td>
<td>25.63±1.5</td>
<td>25.87±1.9</td>
</tr>
<tr>
<td>Heart</td>
<td>21.20±4.4</td>
<td>21.60±5.1</td>
<td>22.40±3.9</td>
<td>20.30±5.5</td>
<td>22.10±4.8</td>
</tr>
<tr>
<td>Image</td>
<td>14.61±3.1</td>
<td>4.08±1.0</td>
<td>15.29±1.5</td>
<td>4.49±0.8</td>
<td>13.51±1.4</td>
</tr>
<tr>
<td>Titanic</td>
<td>22.76±1.3</td>
<td>22.32±1.1</td>
<td>22.97±1.4</td>
<td>22.37±1.1</td>
<td>22.76±1.2</td>
</tr>
<tr>
<td>Twonorm</td>
<td>5.78±0.8</td>
<td>4.30±0.8</td>
<td>5.75±0.7</td>
<td>4.42±0.9</td>
<td>5.72±1.0</td>
</tr>
<tr>
<td>Waveform</td>
<td>16.67±1.5</td>
<td>13.40±0.7</td>
<td>16.43±0.7</td>
<td>14.65±0.8</td>
<td>16.12±1.2</td>
</tr>
<tr>
<td>All</td>
<td>17.65±1.8</td>
<td>14.95±1.5</td>
<td>17.78±1.6</td>
<td>14.97±1.3</td>
<td>17.36±1.9</td>
</tr>
</tbody>
</table>

Table 3: Average classification errors and their standard deviations for AdaBoost and rBoost at 30% symmetric noise.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AdaBoost</th>
<th>rBoost-Fixed gamma</th>
<th>rBoost</th>
<th>Gentle Boost</th>
<th>Modest Boost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>rLR</td>
<td>LR</td>
<td>rLR</td>
<td>LR</td>
</tr>
<tr>
<td>Banana</td>
<td>18.71±3.1</td>
<td>14.73±3.0</td>
<td>18.14±1.7</td>
<td>14.47±2.1</td>
<td>18.05±1.6</td>
</tr>
<tr>
<td>Diabetes</td>
<td>25.37±2.3</td>
<td>27.47±1.9</td>
<td>24.90±2.3</td>
<td>29.57±2.4</td>
<td>25.23±2.7</td>
</tr>
<tr>
<td>Heart</td>
<td>22.10±5.7</td>
<td>21.50±4.0</td>
<td>22.70±4.0</td>
<td>22.60±6.5</td>
<td>22.90±4.9</td>
</tr>
<tr>
<td>Image</td>
<td>14.67±1.4</td>
<td>6.94±1.0</td>
<td>15.23±1.0</td>
<td>6.67±1.0</td>
<td>14.30±0.9</td>
</tr>
<tr>
<td>Titanic</td>
<td>23.12±1.6</td>
<td>23.01±1.8</td>
<td>23.27±1.5</td>
<td>22.92±1.4</td>
<td>23.09±1.4</td>
</tr>
<tr>
<td>Twonorm</td>
<td>8.53±1.1</td>
<td>6.67±0.9</td>
<td>8.77±1.0</td>
<td>6.87±1.3</td>
<td>8.63±1.0</td>
</tr>
<tr>
<td>Waveform</td>
<td>21.02±2.7</td>
<td>16.88±1.8</td>
<td>20.80±2.4</td>
<td>18.16±2.0</td>
<td>20.41±2.2</td>
</tr>
<tr>
<td>All</td>
<td>19.07±2.5</td>
<td>16.74±2.1</td>
<td>19.11±1.9</td>
<td>17.32±2.4</td>
<td>18.94±2.1</td>
</tr>
</tbody>
</table>

Now consider each term in the sum.

\[
(25) = \sum_{i|h(x_i)\neq\tilde{y}_i} \mathbb{I}(\tilde{y}_i = 1)\gamma_0e^{-H(x_i)}e^{-\alpha} + \sum_{i|h(x_i)\neq\tilde{y}_i} \mathbb{I}(\tilde{y}_i = 1)\gamma_0e^{-H(x_i)}e^{-\alpha} = \sum_{i=1}^{n}(1 - \mathbb{I}(h(x_i) \neq \tilde{y}_i))\mathbb{I}(\tilde{y}_i = 1)\gamma_0e^{-H(x_i)}e^{-\alpha} + \sum_{i|h(x_i)\neq\tilde{y}_i} \mathbb{I}(\tilde{y}_i = 1)\gamma_0e^{-H(x_i)}e^{-\alpha}
\]

Using similar substitution and grouping, we also have the following:

\[
(26) = \sum_{i=1}^{n}(\tilde{y}_i = 1)\mathbb{I}(h(x_i) \neq \tilde{y}_i)\gamma_0e^{H(x_i)}
\]

Summing all four expressions we have the objective:

\[
\arg\min_{h,\alpha}(e^{\alpha} - e^{-\alpha}) \sum_{i=1}^{n} \left\{ \mathbb{I}(\tilde{y}_i = 1)\gamma_0e^{-H(x_i)}1(h(x_i) \neq \tilde{y}_i) + (e^{\alpha} - e^{-\alpha}) \sum_{i=1}^{n} \mathbb{I}(\tilde{y}_i = 1)\mathbb{I}(h(x_i) \neq \tilde{y}_i)\gamma_0e^{H(x_i)} e^{-\alpha} \right\}
\]
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Table 4: Average classification errors and their standard deviations for AdaBoost and rBoost at 10% asymmetric noise.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AdaBoost</th>
<th>rBoost</th>
<th>rBoost-Fixed gamma</th>
<th>Gentle Boost</th>
<th>Modest Boost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>rLR</td>
<td>LR</td>
<td>rLR</td>
<td></td>
</tr>
<tr>
<td>Banana</td>
<td>17.85±2.7</td>
<td>13.54±1.3</td>
<td>16.78±1.7</td>
<td>12.55±1.1</td>
<td>17.81±2.4</td>
</tr>
<tr>
<td>Diabetes</td>
<td>24.70±1.6</td>
<td>25.67±1.6</td>
<td>24.27±1.7</td>
<td>25.57±1.5</td>
<td>24.23±1.6</td>
</tr>
<tr>
<td>Heart</td>
<td>21.70±4.4</td>
<td>21.50±3.9</td>
<td>21.60±3.7</td>
<td>22.20±2.9</td>
<td>21.30±3.7</td>
</tr>
<tr>
<td>Image</td>
<td>15.85±1.0</td>
<td>4.52±1.0</td>
<td>15.20±1.6</td>
<td>4.06±0.9</td>
<td>15.15±1.5</td>
</tr>
<tr>
<td>Titanic</td>
<td>22.87±1.3</td>
<td>23.06±1.3</td>
<td>22.65±1.3</td>
<td>22.23±1.1</td>
<td>23.58±1.6</td>
</tr>
<tr>
<td>Twonorm</td>
<td>7.02±1.6</td>
<td>5.21±1.1</td>
<td>6.16±1.4</td>
<td>4.51±0.8</td>
<td>6.56±1.4</td>
</tr>
<tr>
<td>Waveform</td>
<td>18.10±1.3</td>
<td>14.48±1.1</td>
<td>17.83±1.2</td>
<td>16.23±1.5</td>
<td>17.71±1.2</td>
</tr>
<tr>
<td>All</td>
<td>18.30±1.9</td>
<td>15.42±1.6</td>
<td>17.78±1.7</td>
<td>15.33±1.4</td>
<td>18.04±1.9</td>
</tr>
</tbody>
</table>

Table 5: Average classification errors and their standard deviations for AdaBoost and rBoost at 30% asymmetric noise.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AdaBoost</th>
<th>rBoost</th>
<th>rBoost-Fixed gamma</th>
<th>Gentle Boost</th>
<th>Modest Boost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>rLR</td>
<td>LR</td>
<td>rLR</td>
<td></td>
</tr>
<tr>
<td>Banana</td>
<td>31.45±5.2</td>
<td>23.53±4.7</td>
<td>27.31±4.5</td>
<td>14.27±1.0</td>
<td>32.39±3.9</td>
</tr>
<tr>
<td>Diabetes</td>
<td>32.20±2.1</td>
<td>33.43±3.9</td>
<td>29.47±3.0</td>
<td>30.20±2.6</td>
<td>32.80±3.3</td>
</tr>
<tr>
<td>Heart</td>
<td>27.60±5.5</td>
<td>27.30±6.8</td>
<td>23.60±4.3</td>
<td>24.30±5.8</td>
<td>28.20±6.3</td>
</tr>
<tr>
<td>Image</td>
<td>22.48±1.6</td>
<td>10.70±0.9</td>
<td>16.96±1.8</td>
<td>5.47±1.0</td>
<td>20.53±1.6</td>
</tr>
<tr>
<td>Titanic</td>
<td>32.60±8.4</td>
<td>31.21±8.7</td>
<td>23.88±1.8</td>
<td>22.14±1.5</td>
<td>33.17±9.3</td>
</tr>
<tr>
<td>Twonorm</td>
<td>16.02±2.4</td>
<td>12.07±2.0</td>
<td>8.89±1.5</td>
<td>6.51±1.3</td>
<td>14.68±2.3</td>
</tr>
<tr>
<td>Waveform</td>
<td>28.83±2.8</td>
<td>23.43±2.5</td>
<td>24.27±2.1</td>
<td>19.95±1.6</td>
<td>28.39±3.1</td>
</tr>
<tr>
<td>All</td>
<td>27.31±3.9</td>
<td>23.09±4.2</td>
<td>21.90±2.7</td>
<td>17.54±1.8</td>
<td>27.16±4.2</td>
</tr>
</tbody>
</table>

\[ = \arg \min_{h, \alpha} 2 \sinh(\alpha) \times \sum_{i=1}^{n} \left\{ I(\tilde{y}_i = 1) I(h(x_i) \neq \tilde{y}_i) \left[ \gamma_{00} e^{-H(x_i)} - \gamma_{01} e^{H(x_i)} \right] \right\} \]

\[ + 2 \sinh(\alpha) \times \sum_{i=1}^{n} \left\{ I(\tilde{y}_i = -1) I(h(x_i) \neq \tilde{y}_i) \left[ \gamma_{11} e^{H(x_i)} - \gamma_{10} e^{-H(x_i)} \right] \right\} \]

\[ + e^{-\alpha} \sum_{i=1}^{n} \left\{ I(\tilde{y}_i = 1) \gamma_{00} e^{-h(x_i)} + I(\tilde{y}_i = -1) \gamma_{11} e^{h(x_i)} \right\} \]

\[ + e^{\alpha} \sum_{i=1}^{n} \left\{ I(\tilde{y}_i = 1) \gamma_{01} e^{h(x_i)} + I(\tilde{y}_i = -1) \gamma_{10} e^{-h(x_i)} \right\} \]  

\[(34)\]

Define \( w_{00} = \gamma_{00} e^{-H(x_i)} \), \( w_{01} = \gamma_{01} e^{H(x_i)} \), \( w_{11} = \gamma_{11} e^{H(x_i)} \) and \( w_{10} = \gamma_{10} e^{-H(x_i)} \), we simplify the objective into.

\[ \arg \min_{h, \alpha} 2 \sinh(\alpha) \sum_{i=1}^{n} \left\{ w_i I(h(x_i) \neq \tilde{y}_i) \right\} \]

\[ + e^{-\alpha} \sum_{i=1}^{n} \left\{ I(\tilde{y}_i = 1) w_{00} + I(\tilde{y}_i = -1) w_{11} \right\} \]

\[ + e^{\alpha} \sum_{i=1}^{n} \left\{ I(\tilde{y}_i = 1) w_{01} + I(\tilde{y}_i = -1) w_{10} \right\} \]  

\[(35)\]

where \( w_i = \begin{cases} (w_{00} - w_{01}), & \text{if } \tilde{y}_i = +1. \\ (w_{11} - w_{10}), & \text{if } \tilde{y}_i = -1. \end{cases} \]

\[(36)\]
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Abstract

Predictive State Representations (PSRs) are an expressive class of models for controlled stochastic processes. PSRs represent state as a set of predictions of future observable events. Because PSRs are defined entirely in terms of observable data, statistically consistent estimates of PSR parameters can be learned efficiently by manipulating moments of observed training data. Most learning algorithms for PSRs have assumed that actions and observations are finite with low cardinality. In this paper, we generalize PSRs to infinite sets of observations and actions, using the recent concept of Hilbert space embeddings. The essence is to represent the state as one or more nonparametric conditional embedding operators in a Reproducing Kernel Hilbert Space (RKHS) and leverage recent work in kernel methods to estimate, predict, and update the representation. We show that these Hilbert space embeddings of PSRs are able to gracefully handle continuous actions and observations, and that our learned models outperform competing system identification algorithms on several prediction benchmarks.

1 INTRODUCTION

Many problems in machine learning and artificial intelligence involve discrete-time partially observable nonlinear dynamical systems. If the observations are discrete, then Hidden Markov Models (HMMs) [1] or, in the control setting, Input-Output HMMs (IO-HMMs) [2], can be used to represent belief as a discrete distribution over latent states. Predictive State Representations (PSRs) [3] are generalizations of IO-HMMs that have attracted interest because they can have greater representational capacity for a fixed model dimension. In contrast to latent-variable representations like HMMs, PSRs represent the state of a dynamical system by tracking occurrence probabilities of future observable events (called tests) conditioned on past observable events (called histories). One of the prime motivations for modeling dynamical systems with PSRs was that, because tests and histories are observable quantities, learning PSRs should be easier than learning IO-HMMs by heuristics like Expectation Maximization (EM), which suffer from bad local optima and slow convergence rates.

For example, Boots et al. [4] proposed a spectral algorithm for learning PSRs with discrete observations and actions. At its core, the algorithm performs a singular value decomposition of a matrix of joint probabilities of tests and partitions of histories (the moments mentioned above), and then uses linear algebra to recover parameters that allow predicting, simulating, and filtering in the modeled system. As hinted above, the algorithm is statistically consistent, and does not need to resort to local search—an important benefit compared to typical heuristics (like EM) for learning latent variable representations.

Despite their positive properties, many algorithms for PSRs are restricted to discrete observations and actions with only moderate cardinality. For continuous actions and observations, and for actions and observations with large cardinalities, learning algorithms for PSRs often run into trouble: we cannot hope to see each action or observation more than a small number of times, so we cannot gather enough data to estimate the PSR parameters accurately without additional assumptions. Previous approaches attempt to learn continuous PSRs by leveraging kernel density estimation [4] or modeling PSR distributions with exponential families [5, 6]; each of these methods must contend with drawbacks such as slow rates of statistical convergence and difficult numerical integration.

In this paper, we fully generalize PSRs to continuous observations and actions using a recent concept called Hilbert space embeddings of distributions [7, 8].
The essence of our method is to represent distributions of tests, histories, observations, and actions as points in (possibly) infinite-dimensional reproducing kernel Hilbert spaces. During filtering we update these embedded distributions using a kernel version of Bayes’ rule [9]. The advantage of this approach is that embedded distributions can be estimated accurately without having to contend with problems such as density estimation and numerical integration. Depending on the kernel, the model can be parametric or nonparametric. We focus on the nonparametric case: we leverage the “kernel trick” to represent the state and required operators implicitly and maintain a state vector with length proportional to the size of the training dataset.

1.1 RELATED WORK

Our approach is similar to recent work that applies kernel methods to dynamical system modeling and reinforcement learning, which we summarize here. Song et al. [10] proposed a nonparametric approach to learning HMM representations in RKHSs. The resulting dynamical system model, called Hilbert Space Embeddings of Hidden Markov Models (HSE-HMMs), proved to be more accurate compared to competing models on several experimental benchmarks [10, 11]. Despite these successes, HSE-HMMs have two major limitations: first, the update rule for the HMM relies on density estimation instead of Bayesian inference in Hilbert space, which results in an awkward model with poor theoretical guarantees. Second, the model lacks the capacity to reason about actions, which limits the scope of the algorithm. Our model can be viewed as an extension of HSE-HMMs that adds inputs and updates state using a kernelized version of Bayes’ rule.

Grünewälder et al. [12] proposed a nonparametric approach to learning transition dynamics in Markov decision processes (MDPs) by representing the stochastic transitions as conditional distributions in RKHS. This work was extended to POMDPs by Nishiyama et al. [13]. Like the approach we propose here, the resulting Hilbert space embedding of POMDPs represents distributions over the states, observations, and actions as embeddings in RKHS and uses kernel Bayes’ rule to update these distribution embeddings. Critically, the algorithm requires training data that includes labels for the true latent states. This is a serious limitation: it precludes learning dynamical systems directly from sensory data. By contrast, our algorithm only requires access to an unlabeled sequence of actions and observations, and learns the more expressive PSR model, which includes POMDPs as a special case.

2 PSRS

A PSR represents the state of a controlled stochastic process as a set of predictions of observable experiments or tests that can be performed in the system. Specifically, a test of length \( N \) is an ordered sequence of future action-observations pairs \( \tau = a_1, o_1, \ldots, a_N, o_N \) that can be selected and observed at any time \( t \). Likewise, a history is an ordered sequence of actions and observations \( h = a_1, o_1, \ldots, a_M, o_M \) that have been selected and observed prior to \( t \).

A test \( \tau_i \) is executed at time \( t \) if we intervene [14] to select the sequence of actions specified by the test \( \tau_i^A = a_1, \ldots, a_N \). It is said to succeed at time \( t \) if it is executed and the sequence of observations in the test \( \tau_i^O = o_1, \ldots, o_N \) matches the observations generated by the system. The prediction for test \( i \) at time \( t \) is the probability of the test succeeding given a history \( h_t \) and given that we execute it:

\[
P \left[ \tau_i^O \mid T_{i,t}, h_t \right] = \frac{P \left[ \tau_i^O, \tau_i^A \mid h_t \right]}{P \left[ \tau_i^A \mid h_t \right]} \tag{1}
\]

The key idea behind a PSR is that if we know the expected outcomes of executing all possible tests, then we know everything there is to know about the state of a dynamical system [16]. In practice we will work with the predictions of some set of tests; therefore, let \( T = \{\tau_i\} \) be a set of \( d \) tests. We write

\[
s(h_t) = \left( P \left[ \tau_i^O \mid T_{i,t}, h_t \right] \right)_{i=1}^d \tag{2}
\]

for the prediction vector of success probabilities for the tests \( \tau_i \in T \) given a history \( h_t \).

Knowing the success probabilities of some tests may allow us to compute the success probabilities of other tests. That is, given a test \( \tau_i \) and a prediction vector \( s(h_t) \), there may exist a prediction function \( f_{\tau_i} \) such that

\[
P \left[ \tau_i^O \mid \tau_i^A, h_t \right] = f_{\tau_i}(s(h_t)). \tag{3}
\]

In this paper we restrict ourselves to linear PSRs, in which all prediction functions are linear: \( f_{\tau_i}(s(h_t)) = \)

\[\text{For simplicity, we assume that all probabilities involving actions refer to our PSR as controlled by an arbitrary blind or open-loop policy [15] (also called exogenous inputs). In this case, conditioning on do(a_1, \ldots, a_M)} \]
\( f_{\tau_l}^T s(h_t) \) for some vector \( f_{\tau_l} \in \mathbb{R}^{\tau_l} \). Note that the restriction to linear prediction functions is only a restriction to linear relationships between conditional probabilities of tests; linear PSRs can still represent systems with nonlinear dynamics.

### 2.1 Filtering with Bayes' Rule

After taking action \( a \) and seeing observation \( o \), we can update the state \( s(h_t) \) to the state \( s(h_{t+1}) \) by Bayes’ rule. The key idea is that the set of functions \( \mathcal{F} \) allows us to predict any test from our core set of tests.

The state update proceeds as follows: first, we predict the likelihood of any observation \( o \) given that we select action \( a \), i.e., the test \( ao_{\tau} \):

\[
P[\tau_{l+1}^a, o_t=0 | \tau_{l+1}^a, a_t=a, h_t] = f_{ao_{\tau}}^T s(h_t) \tag{3}
\]

Second, we predict the likelihood of any observation \( o \) given that we select action \( a \):

\[
P[a_t = o | a_t = a, h_t] = f_{ao_{\tau}}^T s(h_t) \tag{4}
\]

After executing action \( a \) and seeing observation \( o \), Equations 3 and 4 allow us to find the prediction for a core test \( \tau_t \) from \( s(h_t) \) using Bayes’ Rule:

\[
s_{i_t}(h_{t+1}) = P[\tau_{l+1}^a | \tau_{l+1}^a, a_t = a, o_t = o, h_t] = \frac{P[\tau_{l+1}^a, o_t=0 | \tau_{l+1}^a, a_t=a, h_t]}{P[\tau_{l+1}^a, a_t=a | a_t=a, h_t]} = \frac{f_{ao_{\tau}}^T s(h_t)}{f_{ao_{\tau}}^T s(h_t)} \tag{5}
\]

This recursive application of Bayes’ rule to a belief state is called a Bayes filter.

### 3 Hilbert Space Embeddings

The key idea in this paper is to represent (possibly continuous) distributions of tests, histories, observations, and actions nonparametrically as points in (possibly infinite dimensional) Hilbert spaces. During filtering these points are updated entirely in Hilbert space, mirroring the finite-dimensional updates, using a kernel version of Bayes’ rule.

#### 3.1 Mean Maps

Let \( \mathcal{F} \) be a reproducing kernel Hilbert space (RKHS) associated with kernel \( K_X(x, x') = \langle \phi^X(x), \phi^X(x') \rangle_\mathcal{F} \) for \( x \in \mathcal{X} \). Let \( \mathcal{P} \) be the set of probability distributions on \( \mathcal{X} \), and \( \mathcal{X} \) be a random variable with distribution \( \mathcal{P} \in \mathcal{P} \). Following Smola et al. [7], we define the mean map (or the embedding) of \( \mathcal{P} \in \mathcal{P} \) into RKHS \( \mathcal{F} \) to be

\[
\mu_X \overset{\text{def}}{=} \mathbb{E}[\phi^{X}(X)].
\]

A characteristic RKHS is one for which the mean map is injective: that is, each distribution \( \mathcal{P} \) has a unique embedding [8]. This property holds for many commonly used kernels, e.g., the Gaussian and Laplace kernels when \( \mathcal{X} = \mathbb{R}^d \).

Given \( i.i.d. \) observations \( x_t, t = 1 \ldots T \), an estimate of the mean map is straightforward:

\[
\hat{\mu}_X = \frac{1}{T} \sum_{t=1}^{T} \phi^X(x_t) = \frac{1}{T} \Upsilon^X 1_T \tag{6}
\]

where \( \Upsilon^X = \langle \phi^X(x_1), \ldots, \phi^X(x_T) \rangle \) is the linear operator which maps the \( t \)th unit vector of \( \mathbb{R}^T \) to \( \phi^X(x_t) \).

Below, we’ll sometimes need to embed a joint distribution \( \mathbb{P}[X, Y] \) into a tensor product RKHS: let \( K_Y(y, y') = \langle \phi^Y(y), \phi^Y(y') \rangle_\mathcal{G} \) be a kernel on \( \mathcal{Y} \) with associated RKHS \( \mathcal{G} \). Then we write \( \mu_{XY} \) for the mean map of \( \mathbb{P}[X, Y] \) under the kernel \( K_{XY}((x, y), (x', y')) = K_X(x, x')K_Y(y, y') \) for the tensor product RKHS \( \mathcal{F} \otimes \mathcal{G} \).

#### 3.2 Covariance Operators

The covariance operator is a generalization of the covariance matrix. Given a joint distribution \( \mathbb{P}[X, Y] \) over two variables \( X \) on \( \mathcal{X} \) and \( Y \) on \( \mathcal{Y} \), the uncentered covariance operator \( C_{XY} \) is the linear operator which satisfies [17]

\[
\langle f, C_{XY} g \rangle_\mathcal{F} = \mathbb{E}_{XY}[f(X)g(Y)] \quad \forall f \in \mathcal{F}, g \in \mathcal{G} \tag{7}
\]

Both \( \mu_{XY} \) and \( C_{XY} \) represent the distribution \( \mathbb{P}[X, Y] \). One is defined as an element of \( \mathcal{F} \otimes \mathcal{G} \), and the other as a linear operator from \( \mathcal{G} \) to \( \mathcal{F} \), but they are isomorphic under the standard identification of these spaces [9], so we abuse notation and write \( \mu_{XY} = C_{XY} \).

Given \( T \) \( i.i.d. \) pairs of observations \( (x_t, y_t) \), define \( \Upsilon^X = (\phi^X(x_1), \ldots, \phi^X(x_T)) \) and \( \Upsilon^Y = (\phi^Y(y_1), \ldots, \phi^Y(y_T)) \). Write \( T^* \) for the adjoint of \( T \). Analogous to (6), we can estimate

\[
\hat{C}_{XY} = \frac{1}{T} \Upsilon^X \Upsilon^Y * \tag{8}
\]

#### 3.3 Conditional Operators

Based on covariance operators, Song et al. [18] define a linear operator \( \mathcal{W}_Y|_X : \mathcal{F} \mapsto \mathcal{G} \) that allows us to compute conditional expectations \( \mathbb{E}[\phi^Y(Y) | X] \) in RKHSs. Given some smoothness assumptions [18], this conditional embedding operator is

\[
\mathcal{W}_Y|_X \overset{\text{def}}{=} C_{XY}C_{XX}^{-1} \tag{9}
\]

and for all \( g \in \mathcal{G} \) we have

\[
\mathbb{E}[g(Y) | X] = \langle g, \mathcal{W}_Y|_X \phi^X(x) \rangle_\mathcal{G}
\]

Given \( T \) \( i.i.d. \) pairs \( (x_t, y_t) \) from \( \mathbb{P}[X, Y] \), we can estimate \( \mathcal{W}_Y|_X \) by kernel ridge regression [18, 19]:

\[
\hat{\mathcal{W}}_Y|_X = (1/T)\Upsilon^Y ((1/T)\Upsilon^X)_\lambda^\dagger
\]
where the regularized pseudoinverse \( \Upsilon_\lambda^\dagger \) is given by
\[
\Upsilon_\lambda^\dagger = \Upsilon^\ast (\Upsilon \Upsilon^\ast + \lambda I)^{-1}.
\]
(The regularization parameter \( \lambda \) helps to avoid overfitting and to ensure invertibility, and thus that the resulting operator is well defined.) Equivalently,
\[
\hat{W}_{Y|X} = \Upsilon^\ast (G_{X,X} + \lambda I)^{-1}\Upsilon^X
\]
where the Gram matrix \( G_{X,X} \equiv \Upsilon^X \Upsilon^X \) has \((i,j)\)th entry \( K_X(x_i, x_j) \).

3.4 KERNEL BAYES’ RULE

We are now in a position to define the kernel mean map implementation of Bayes’ rule (called the Kernel Bayes’ Rule, or KBR). In particular, we want the kernel analog of \( P[X \mid y, z] = P[X \mid y] / P[y \mid z] \). In deriving the kernel realization of this rule we need the kernel mean representation of a conditional joint probability \( P[X, Y \mid z] \). Given Hilbert spaces \( F, G \), and \( H \) corresponding to the random variables \( X, Y \), and \( Z \) respectively, \( P[X, Y \mid z] \) can be represented as a mean map \( \mu_{XY|z} \equiv \mathbb{E} \left[ \phi^X(X) \otimes \phi^Y(Y) \mid z \right] \) or the corresponding operator \( C_{XY|z} \). Under some assumptions [9], and with a similar abuse of notation as before, this operator satisfies:
\[
C_{XY|z} = \mu_{XY|z} \equiv C_{(XY)|Z} C_{Z|Z}^{-1} \phi(z)
\]
(10)
Here the operator \( C_{(XY)|Z} \) represents the covariance of the random variable \( (X, Y) \) with the random variable \( Z \). (We can view (10) as applying a conditional embedding operator \( W_{XY|Z} \) to an observation \( z \).) We now define KBR in terms of conditional covariance operators [9]:
\[
\mu_{X|y,z} = C_{XY|Z} C_{Z|Z}^{-1} \phi(y)
\]
(11)
To map the KBR to the ordinary Bayes’ rule above, \( \mu_{X|y,z} \) is the embedding of \( P[X \mid y, z] \); \( C_{XY|z} \) is the embedding of \( P[X, Y \mid z] \); and the action of \( C_{Z|Z}^{-1} \phi(y) \) corresponds to substituting \( Y = y \) into \( P[X, Y \mid z] \) and dividing by \( P[y \mid z] \).

To use KBR in practice, we need to estimate the operators on the RKHS of (11) from data. Given \( T \) i.i.d. triples \((x_t, y_t, z_t)\) from \( P[X, Y, Z] \), write \( \Upsilon^X = \left( \phi^X(x_1), \ldots, \phi^X(x_T) \right) \), \( \Upsilon^Y = \left( \phi^Y(y_1), \ldots, \phi^Y(y_T) \right) \), and \( \Upsilon^Z = \left( \phi^Z(z_1), \ldots, \phi^Z(z_T) \right) \). We can now estimate the covariance operators \( \widehat{C}_{XY|z} \) and \( \widehat{C}_{Y|X,z} \) via Equation 10: applying KBR, we get \( \widehat{C}_{XY|z} = \Upsilon^X (\Lambda_z \Upsilon^Y + \lambda I)^{-1} \Upsilon^Y \) where \( \Lambda_z = \text{diag}(\gamma_{1}, \ldots, \gamma_{m}) \).

4 RKHS EMBDDINGS OF PSRS

We are now ready to apply Hilbert space embeddings to PSRs. For now we ignore the question of learning, and simply suppose that we are given representations of the RKHS operators described below. In Section 4.1 we show how predictive states can be represented as mean embeddings. In Section 4.2 we generalize the notion of a core set of tests and define the Hilbert space embedding of PSRs. Finally, in Section 4.3 we show how to perform filtering in our embedded PSR with Kernel Bayes’ Rule. We return to learning in Section 5.

4.1 PREDICTIVE STATE EMBDDINGS

We begin by defining kernels on length-\( N \) sequences of test observations \( \tau^O \), test actions \( \tau^A \), and histories \( h \): \( K_{\tau^O,\tau^O} \equiv \langle \phi^{\tau^O}(\tau^O), \phi^{\tau^O}(\tau^O) \rangle_F \), \( K_{\tau^A,\tau^A} \equiv \langle \phi^{\tau^A}(\tau^A), \phi^{\tau^A}(\tau^A) \rangle_G \), and \( K_{h, h'} \equiv \langle \phi^{H}(h), \phi^{H}(h') \rangle_L \).

Define also the mean maps
\[
\mu_{T^A, T^A, H} \equiv \mathbb{E} \left[ \phi^{T^A}(\tau^A) \otimes \phi^{T^A}(\tau^A) \otimes \phi^{H}(H) \right]
\]
(15)
\[
\mu_{T^O, T^A, H} \equiv \mathbb{E} \left[ \phi^{T^O}(\tau^O) \otimes \phi^{T^A}(\tau^A) \otimes \phi^{H}(H) \right]
\]
(16)
which correspond to operators \( C_{T^A, T^A, H} \) and \( C_{T^O, T^A, H} \). We now take our PSR state to be the conditional embedding operator which predicts test observations from test actions:
\[
S(h_t) = W_{T^O \mid T^A, h_t} = C_{T^O, T^A, h_t} C_{T^A, T^A, h_t}^{-1}
\]
(17)
where \( C_{T^O, T^A, h_t} = C_{T^O \mid T^A, h_t} C_{T^A, T^A, h_t}^{-1} \phi^{H}(h_t) \) and \( C_{T^A, T^A, h_t} = C_{T^A, T^A, h_t} C_{T^A, T^A, h_t}^{-1} \phi^{H}(h_t) \). This definition is analogous to the finite-dimensional case, in which the PSR state is a conditional probability table instead of a conditional embedding operator.\(^2\)

Given characteristic RKHSs, the operator \( S(h_t) \) uniquely encodes the predictive densities of future observation sequences given that we take future action sequences. This is an expressive representation: we can model near-arbitrary continuous-valued distributions, limited only by the existence of the conditional

\(^2\)In contrast to discrete PSRs, we typically consider the entire set of length-\( N \) tests at once; this change makes notation simpler, and is no loss of generality since the embedding includes the information needed to predict any individual test of length up to \( N \). (Computationally, we always work with sample-based representations, so the size of our set of tests doesn’t matter.)
embedding operator $W_{T^O_i | T^A_i, h_i}$ (and therefore the assumptions in Section 3.3).

### 4.2 CORE TESTS AND HSE-PSRS

As defined above, the embedding $S(h_t)$ lets us compute predictions for a special set of tests, namely length-$N$ futures. With discrete PSRs, knowing the predictions for some tests may allow us to compute the predictions for other tests. For example, given the embedding $S(h_t)$ and another set of tests $T$, there may exist a function $F_T$ such that the predictions for $T$ can be computed as $W_{T^O_i | T^A_i, h_i} = F_T(S(h_t))$. In this case, $S(h_t)$ is a sufficient statistic for $T$. Here, as with discrete PSRs, we focus on prediction functions that are linear operators; however, this assumption is mild compared to the finite case, since linear operators on infinite-dimensional RKHSs are very expressive.

A core set of tests is defined similarly to the discrete PSR case (Section 2): a core set is one whose embedding $S(h_t)$ is a linearly sufficient statistic for the prediction of distribution embeddings of any finite length. Therefore, $S(h_t)$ is a state for an embedded PSR: at each time step $t$ we remember the embedding of test predictions $S(h_t)$ instead of $h_t$.

Formally, a Hilbert space embedding of a PSR (HSE-PSR) is a tuple $(K_O(o, o'), K_A(a, a'), N, F, S_0)$. $K_O(o, o')$ is a characteristic kernel on observations and $K_A(a, a')$ is a characteristic kernel on actions. $N$ is a positive integer such that the set of length-$N$ tests is core. $F$ is the set of linear operators for predicting embeddings of any-length test predictions from the length-$N$ embedding (which must exist since length-$N$ tests are a core set), and $S_0 = S(h_0)$ is the initial prediction for our core tests given the null history $h_0$.

### 4.3 UPDATING STATE WITH KERNEL BAYES’ RULE

Given an action $a$ and an observation $o$, the HSE-PSR state update is computed using the kernel versions of conditioning and Bayes rule given in Section 3. As in Section 2, the key idea is that the set of functions $F$ allows us to predict the embedding of the predictive distribution of any sequence of observations from the embedding of our core set of tests $S(h_t)$.

The first step in updating the state is finding the embedding of tests of length $N + 1$. By our assumptions, a linear operator $F_{AO}$ exists which accomplishes this:

$$W_{T^O_i | T^A_i, h_i} = F_{AO} S(h_t)$$  \hspace{1cm} (18)

The second step is finding the embedding of observation likelihoods at time $t$ given actions. By our assumptions, we can do so with an operator $F_{AO}$:

$$W_{O_i | A_i, h_i} = F_{AO} S(h_t)$$  \hspace{1cm} (19)

With the two embeddings $W_{T^O_i | T^A_i, A_i, h_i}$ and $W_{O_i | A_i, h_i}$, we can update the state given a new action and observation. First, when we choose an action $a_t$, we compute the conditional embeddings:

$$C_{O_i | h_t, a_t} = W_{O_i | A_i, h_t} \phi^A(a_t)$$  \hspace{1cm} (20)

$$W_{T^O_i | T^A_i, h_t, a_t} = W_{T^O_i | T^A_i, A_i, h_t} \times A \phi^A(a_t)$$  \hspace{1cm} (21)

Here, $x_A$ specifies that we are thinking of $W_{T^O_i | T^A_i, A_i, h_t}$ as a tensor with 4 modes, one for each of $T^O, O, T^A, A$, and contracting along the mode $A$ corresponding to the current action. Finally, when we receive the observation $o_t$, we calculate the next state by KBR:

$$S(h_{t+1}) = W_{T^O_{t+1} | T^A_{t+1}, h_t, a_t, o_t}$$

$$= W_{T^O_{t+1} | T^A_{t+1}, h_t, a_t} \times O C_{O_i | h_t, a_t}^{-1} \phi^O(o_t)$$  \hspace{1cm} (22)

Here, $x_O$ specifies that we are thinking of $W_{T^O_{t+1} | T^A_{t+1}, h_t, a_t}$ as a tensor with 3 modes and contracting along the mode corresponding to the current observation.

### 5 LEARNING HSE-PSRS

If the RKHS embeddings are finite and low-dimensional, then the learning algorithm and state update are straightforward: we estimate the conditional embedding operators directly, learn the functions $F_{AO}$ and $F_{AO}$ by linear regression, and update our state with Bayes’ rule via Eqs. 18-22. See, for example [4] or [20]. However, if the RKHS is infinite, e.g., if we use Gaussian RBF kernels, then it is not possible to store or manipulate HSE-PSR state directly. In Sections 5.1–5.3, we show how learn a HSE-PSR in potentially-infinite RKHSs by leveraging the “kernel trick” and Gram matrices to represent all of the required operators implicitly. Section 5.1 describes how to represent HSE-PSR states as vectors of weights on sample histories; Section 5.2 describes how to learn the operators needed for updating states; and Section 5.3 describes how to update the state weights recursively using these operators.

#### 5.1 A GRAM MATRIX FORMULATION

##### 5.1.1 The HSE-PSR State

We begin by describing how to represent the HSE-PSR state in Eq. 17 as a weighted combination of training data samples. Given $T$ i.i.d. tuples $\{(T^O_i, T^A_i, h_i)\}_{t=1}^T$ generated by a stochastic process controlled by a blind policy, we denote:

$^3$To get independent samples, we'd need to reset our process between samples, or run it long enough that it mixes. In practice we can use dependent samples (as we'd get from a single long trace) at the cost of reducing the convergence rate in proportion to the mixing time. We can also use dependent samples in Sec. 5.1.2 due to our careful choice of which operators to estimate.
\[ \Upsilon^O = \left( \phi^O (\tau_1^O), \ldots, \phi^O (\tau_T^O) \right) \] (23)
\[ \Upsilon^A = \left( \phi^A (\tau_1^A), \ldots, \phi^A (\tau_T^A) \right) \] (24)
\[ \Upsilon^H = \left( \phi^H (h_1), \ldots, \phi^H (h_T) \right) \] (25)

and define Gram matrices:
\[ G_{T_A, T_A} = \Upsilon^A \ast \Upsilon^A \] (26)
\[ G_{H, H} = \Upsilon^H \ast \Upsilon^H \] (27)

We can then calculate an estimate of the state at time \( t \) in our training sample (Eq. 17) using Eqs. 12 and 13 and define Gram matrices:
\[ \alpha_{h_t} = \left( G_{H, H} + \lambda TI \right)^{-1} \Upsilon^H \ast \phi^H (h_t) \] (28)
\[ \Lambda_{h_t} = \text{diag} (\alpha_{h_t}) \] (29)
\[ \tilde{S}(h_t) = \Upsilon^O (\Lambda_{h_t} G_{T_A, T_A} + \lambda TI)^{-1} \Lambda_{h_t} \Upsilon^A \ast \] (30)

We will use these training set state estimates below to help learn state update operators for our HSE-PSR.

### 5.1.2 Vectorized States

The state update operators treat states as vectors (e.g., mapping a current state to an expected future state). The state in Eq. 30 is written as an operator, so to put it in the more-convenient vector form, we want to do the infinite-dimensional equivalent of reshaping a matrix to a vector. To see how, we can look at the example of the covariance operator \( \tilde{C}_{T^O, T^A} | h_t \) and its equivalent mean map vector \( \tilde{\mu}_{T^O, T^A} | h_t \):
\[ \tilde{C}_{T^O, T^A} | h_t = \Upsilon^O \Lambda_{h_t} \Upsilon^A \ast \] (31)
\[ \equiv \tilde{\mu}_{T^O, T^A} | h_t = (\Upsilon^O \ast \Upsilon^A) \alpha_{h_t} \]

where \( \ast \) is the Khatri-Rao (column-wise tensor) product. The last line is analogous to Eq. 6; each column of \( \Upsilon^O \ast \Upsilon^A \) is a single feature vector \( \phi^O (\tau_t^O) \otimes \phi^A (\tau_t^A) \) in the joint RKHS for test observations and test actions; multiplying by \( \alpha_{h_t} \) gives a weighted average of these feature vectors.

Similarly, the HSE-PSR state can be written:
\[ \tilde{S}(h_t) = \tilde{C}_{T^O, T^A} | h_t \tilde{C}_{T^A, T_A}^{-1} | h_t \]
\[ = \Upsilon^O (\Lambda_{h_t} G_{T_A, T_A} + \lambda TI)^{-1} \Lambda_{h_t} \Upsilon^A \ast \] (32)
\[ \equiv (\Upsilon^O (\Lambda_{h_t} G_{T_A, T_A} + \lambda TI)^{-1} \ast \Upsilon^A) \alpha_{h_t} \]

We can collect all the estimated HSE-PSR states, from all the histories in our training data, into one operator \( \Upsilon^O | T^A \):
\[ \Upsilon^O | T^A = \left( \tilde{S}(h_1), \ldots, \tilde{S}(h_T) \right) \] (33)

We need several similar operators which represent lists of vectorized conditional embedding operators. Write:
\[ \Upsilon^O = \left( \phi^O (\tau_1^O), \ldots, \phi^O (\tau_T^O) \right) \] (34)
\[ \Upsilon^T = \left( \phi^T (\tau_1^T), \ldots, \phi^T (\tau_T^T) \right) \] (35)
\[ \Upsilon^O = \left( \phi^O (\tau_0^O), \ldots, \phi^O (\tau_T^O) \right) \] (36)
\[ \Upsilon^A = \left( \phi^A (\tau_0^A), \ldots, \phi^A (\tau_T^A) \right) \] (37)

(Our convention is that primes indicate tests shifted forward in time by one step.) Now we can compute lists of expected next HSE-PSR states \( \Upsilon_{T^O \mid T^A, h_{t-1}} \); embeddings of length-1 predictive distributions \( \Upsilon_{C^O \mid A, h_{t-1}} \); embeddings of length-1 predictive distributions \( \Upsilon_{C^O \mid A, h_{t-1}} \); and finally extended tests \( \Upsilon_{T^O \mid T^A, A, h_{t-1}} \). Vectorized, these become:
\[ \Upsilon_{T^O \mid T^A, h_{t-1}} = \Upsilon^O | T^A \] (38)
\[ \Upsilon_{C^O \mid A, h_{t-1}} = \Upsilon^O | A \] (39)
\[ \Upsilon_{C^O \mid A, h_{t-1}} = \Upsilon^O | A \] (40)
\[ \Upsilon_{T^O \mid T^A, A, h_{t-1}} = \Upsilon^O \ast \Upsilon^O | T^A \ast \] (41)

Each of these operators is computed analogously to Eqs. 32 and 33 above. The expanded columns of Eqs. 40 and 41 are of particular importance for future derivations:
\[ \Upsilon_{T^O \mid T^A} = \Upsilon^O (\Lambda_{h_t} G_{A, A} + \lambda TI)^{-1} \Lambda_{h_t} \Upsilon^A \ast \] (42)
\[ \Upsilon_{T^O \mid T^A} = \Upsilon^O (\Lambda_{h_t} G_{A, A} + \lambda TI)^{-1} \Lambda_{h_t} \Upsilon^A \ast \] (43)

Finally, the finite-dimensional product of any two lists of vectorized states is a Gram matrix. In particular, we need \( \Upsilon_{T^O, T^A} \) and \( \Upsilon_{T^A, T^A} \), Gram matrices corresponding to HSE-PSR states and time-shifted HSE-PSR states:
\[ \Upsilon_{T^O, T^A} = \Upsilon^O \ast \Upsilon^A \ast \] (44)
\[ \Upsilon_{T^A, T^A} = \Upsilon^O \ast \Upsilon^A \ast \] (45)

### 5.2 Learning the Update Rule

The above derivation shows how to get a state estimate by embedding an entire history; for a dynamical system model, though, we want to avoid remembering the entire history, and instead recursively update the state of the HSE-PSR given new actions and observations. We are now in a position to do so. We first show how to learn a feasible HSE-PSR state that we can use to initialize filtering (Section 5.2.1), and then show how to learn the prediction operators (Section 5.2.2). Finally, we show how to perform filtering with KBR (Section 5.3).

#### 5.2.1 Estimating a Feasible State

If our data consists of a single long trajectory, we cannot estimate the initial state \( S_0 \), since we only see the null history once. So, instead, we will estimate an arbitrary feasible state \( S_\ast \), which is enough information to enable prediction after an initial tracking phase if
we assume that our process mixes. If we have multiple trajectories, a straightforward modification of (46) will allow us to estimate $S_0$ as well.

In particular, we take $S_*$ to be the RKHS representation of the stationary distribution of core test predictions given the blind policy that we used to collect the data. We estimate $S_*$ as the empirical average of state estimates: $\hat{W}_{T^O|T^A,h_*} = Y^{T^O|T^A} \alpha_{h_*}$ where

$$\alpha_{h_*} = \frac{1}{T} 1_T$$  \hspace{1cm} (46)

5.2.2 Estimating the Prediction Operators

The linear prediction operators $F_{\mathcal{A}O}$ and $F_{\mathcal{AOT}}$ from Eqs. 18 and 19 are the critical parameters of the HSE-PSR used to update state. In particular, we note that $F_{\mathcal{A}O}$ is a linear mapping from $W_{T^O|T^A,h}$ to $W_{O|A,h}$ and $F_{\mathcal{AOT}}$ is a linear mapping from $W_{T^O|T^A,h}$ to $W_{T^O,O|T^A,A,h}$. So, we estimate these prediction operators by kernel ridge regression:

$$\hat{F}_{\mathcal{A}O} = Y^{O,\mathcal{A}|A} (Y^{T^O|T^A})^{\dagger}_{\lambda T}$$ \hspace{1cm} (47)

$$\hat{F}_{\mathcal{AOT}} = Y^{T^O,O,\mathcal{A}|T^A,A} (Y^{T^O|T^A})^{\dagger}_{\lambda T}$$ \hspace{1cm} (48)

These operators are (possibly) infinite-dimensional, so we never actually build them; instead, we show how to use Gram matrices to apply these operators implicitly.

5.3 GRAM MATRIX STATE UPDATES

We now apply kernel Bayes’ rule to update state given a new action and observation, i.e., to implement Eqs. 18-22 via Gram matrices. We start from the current weight vector $\alpha_t$, which represents our current state $S(h_t) = Y^{T^O|T^A} \alpha_t$.

Predicting forward in time means applying Eqs. 47 and 48 to state. We do this in several steps. First we apply the regularized pseudoinverse in Eqs. 47 and 48, which can be written in terms of Gram matrices:

$$\left( Y^{T^O|T^A} \right)^{\dagger}_{\lambda T} = Y^{T^O|T^A} (Y^{T^O|T^A} Y^{T^O|T^A} + \lambda T I)^{-1}$$

$$= (G_{T,T} + \lambda T I)^{-1} Y^{T^O|T^A}$$ \hspace{1cm} (49)

Applying Eq. 49 to the state $Y^{T^O'|T^A'} \alpha_t$ results in

$$\hat{\alpha}_t = (G_{T,T} + \lambda T I)^{-1} Y^{T^O'|T^A'} \alpha_t$$

$$= (G_{T,T} + \lambda T I)^{-1} G_{T,T} \alpha_t$$ \hspace{1cm} (50)

Here the weight vector $\hat{\alpha}_t$ allows us to predict the extended tests at time $t$ conditioned on actions and observations up to time $t - 1$. That is, from Eqs. 47, 48 and 50 we can write the estimates of Eqs. 18 and 19:

$$F_{\mathcal{A}O} S(h_t) = Y^{O,\mathcal{A}|A} \hat{\alpha}_t$$

$$F_{\mathcal{AOT}} S(h_t) = Y^{T^O,O|T^A,A} \hat{\alpha}_t$$

And, from Eqs. 42 and 43 we see that

$$Y^{O,\mathcal{A}|A} \hat{\alpha}_t = \sum_{i=1}^{T} [\hat{\alpha}_t]_i Y^{O,\mathcal{A}} (\Lambda_i G_{A,A} + \lambda T I)^{-1} \Lambda_i \theta^{A*}$$ \hspace{1cm} (51)

$$Y^{T^O,O'|T^A',A} \hat{\alpha}_t = \sum_{i=1}^{T} [\hat{\alpha}_t]_i Y^{T^O',O'|T^A'} (\Lambda_i G_{A,A} + \lambda T I)^{-1} \Lambda_i \theta^{A*}$$ \hspace{1cm} (52)

After choosing action $a_t$, we can condition the embedded tests by right-multiplying Eqs. 51 and 52 by $\phi^A(a_t)$. We do this by first collecting the common part of Eqs. 51 and 52 into a new weight vector $\alpha_t^{\phi}$:

$$\alpha_t^{\phi} = \sum_{i=1}^{T} [\hat{\alpha}_t]_i (\Lambda_i G_{A,A} + \lambda T I)^{-1} \Lambda_i \theta^{A*}$$ \hspace{1cm} (53)

The estimated conditional embeddings (Eqs. 20–21) are therefore:

$$\hat{C}_{\mathcal{O}|\mathcal{O},h|a} = Y^{O,\mathcal{A}} \alpha_t^{\phi}$$

$$\hat{W}_{T|T^O,O|T^A',h|a} = Y^{T^O,O'|T^A'} \alpha_t^{\phi}$$ \hspace{1cm} (54)

Or, given a diagonal matrix with the weights $\alpha_t^{\phi}$ along the diagonal, $\ell_t^{\phi} = \text{diag}(\alpha_t^{\phi})$, the estimated conditional embeddings can be written:

$$\hat{C}_{\mathcal{O}|\mathcal{O},h|a} = Y^{O,\mathcal{A}} \ell_t^{\phi}$$

$$\hat{W}_{T|T^O,O|T^A',h|a} = Y^{T^O,O'|T^A'} \ell_t^{\phi}$$ \hspace{1cm} (55)

Given a new observation $o_t$, we apply KBR (Eq. 22):

$$\alpha_t^{o} = (\Lambda_o G_{O,O} + \lambda T I)^{-1} \Lambda_o \theta^{O*}$$ \hspace{1cm} (56)

Finally, given the coefficients $\alpha_t^{o\phi}$, the HSE-PSR state at time $t + 1$ is:

$$\tilde{S}(h_{t+1}) = \hat{W}_{T^O|T^A',h|t+1} = Y^{T^O'|T^A'} \alpha_{t+1}^{o\phi}$$ \hspace{1cm} (57)

This completes the state update. The nonparametric state at time $t + 1$ is represented by the weight vector $\alpha_{t+1} = \alpha_{t+1}^{o\phi}$. We can continue to recursively filter on actions and observations by repeating Eqs. 50-57.

6 PREDICTIONS

In the previous sections we have shown how to maintain the HSE-PSR state by implicitly tracking the operator $W_{T^O|T^A}$. However, the goal of modeling a stochastic process is usually to make predictions, i.e., reason about properties of future observations. We can do so via mean embeddings: for example, given the state after some history $h$, $W_{T^O|T^A,h}$, we can fill in a sequence of test actions to find the mean embedding of the distribution over test observations:

$$W_{T^O|h,a_{1:M}} = W_{T^O|T^A,h} \phi^{T^A}(a_{1:M})$$ \hspace{1cm} (58)

As is typical with mean embeddings, we can now predict the expected value of any function $f$ in our RKHS:
7.1 SYNTHETIC DATA

First we tested our algorithm on a benchmark synthetic nonlinear dynamical system [21, 22]:

\[
\dot{x}_1(t) = x_2(t) - 0.1 \cos(x_1(t)) \left( 5x_1(t) - 4x_1^2(t) + x_2^2(t) \right) - 0.5 \cos(x_1(t)) u(t),
\]

\[
\dot{x}_2(t) = -65x_1(t) + 50x_2^3(t) - 15x_1^2(t) - x_2(t) - 100u(t),
\]

\[
y(t) = x_1(t)
\]

The output is \( y \); the policy for the control input \( u \) is zero-order hold white noise, uniformly distributed between \(-0.5\) and \(0.5\). We collected a single trajectory of 1600 observations and actions at 20Hz, and split it into 500 training and 1200 test data points.

For each model, discussed below, we filtered for 1000 different extents \( t_l = 101, \ldots, 1100 \), then predicted the system output a further \( t_2 \) steps in the future, for \( t_2 = 1, \ldots, 100 \). We averaged the squared prediction error over all \( t_1 \); results are plotted in Figure 1(A).

We trained a HSE-PSR using the algorithm described in Section 5 with Gaussian RBF kernels and test histories consisting of 10 consecutive actions and observations. The bandwidth parameter of the Gaussian RBF kernels is set with the “median trick.” For comparison, we learned several additional models with parameters set to maximize each model’s performance: a 5-dimensional nonlinear model using a kernelized version of linear system identification (K-LDS) [22], a 5-dimensional linear dynamical system (LDS) using a stabilized version of spectral subspace identification [23, 24] with Hankel matrices of 10 time steps; and a 50-state input-output HMM (IO-HMM) trained via EM [2], with observations and actions discretized into 100 bins. We also compared to simple baselines: the mean observation and the previous observation. The results (Figure 1(A)) demonstrate that the HSE-PSR algorithm meets or exceeds the performance of the competing models.

7.2 SLOT CAR

The second experiment was to model inertial measurements from a slot car (1:32 scale) racing around a track. Figure 2(A) shows the car and attached 6-axis IMU (an Intel InertiaDot), as well as the 14m track. (Song et al. [20, 10] used a similar dataset.) We collected the estimated 3D acceleration and angles of the car (observations) from the IMU as well as the velocity of the car (the control input) at 10Hz for 2500 steps. We split our data into 500 training and 2000 test data points. The control policy was designed to maximize speed—it is not blind, but our learning algorithm works well despite this fact.

For each model, we performed filtering for 1000 different extents \( t_l = 501, \ldots, 1500 \), then predicted the system output a further \( t_2 \) steps in the future, for \( t_2 = 1, \ldots, 500 \), using the given control signal. We averaged the squared prediction error over all \( t_1 \); results are plotted in Figure 2(B).

The models are: an HSE-PSR with Gaussian RBF kernels on tests and histories consisting of 150 consecutive actions and observations; a 40-dimensional nonlinear model trained by K-LDS with the same settings as our HSE-PSR; a stabilized 40-dimensional LDS with Hankel matrices of 150 time steps; and a 50-state IO-HMM, with observations and actions discretized into...
200 bins. We again included mean and previous observation as baselines. In general, the dynamical systems designed for continuous observations and controls performed well, but the HSE-PSR consistently yields the lowest RMSE.

7.3 ARM END-EFFECTOR PREDICTION

In the final experiment we look at the problem of predicting the 3-d position of the end-effector of a simulated Barrett WAM robot arm observed by a depth-camera. Figure 3(A) shows example depth images.

We collected 1000 successive observations of the arm motor babbling. The data set consisted of depth maps and the 3D position of the end-effector along with the joint angles of the robot arm (which we treat as the control signal). The goal was to learn a nonlinear dynamical model of the depth images and 3D locations in response to the joint angles, both to remove noise and to account for hysteresis in the reported angles. After filtering on the joint angles and depth images, we predict current and future 3D locations of the end-effector. We used the first 500 data points as training data, and held out the last 500 data points for testing the learned models.

For each model described below, we performed filtering for 400 different extents \( t_1 = 51, \ldots, 450 \) based on the depth camera data and the joint angles, then predicted the end effector position a further \( t_2 \) steps in the future, for \( t_2 = 1, 2, \ldots, 50 \) using just the inputs. The squared error of the predicted end-effector position was recorded, and averaged over all of the extents \( t_1 \) to obtain the means plotted in Figure 2(B).

We trained a HSE-PSR with Gaussian RBF kernels and tests and histories consisting of 5 consecutive ac-

4Like a stopped clock, the previous observation (the green dotted line) is a good predictor every 130 steps or so as the car returns to a similar configuration on the track.

Figure 2: Slot car experiment. (A) The slot car platform: the car and IMU (top) and the racetrack (bottom). (B) Mean Squared Error for prediction with different estimated models. Each model was evaluated 1000 times; see text for details.

Figure 3: Robot end-effector prediction. (A) Observations consisted 640x480 pixel depth images of a robot arm. (B) Mean Squared Error (in cm) for end-effector prediction with different learned models. Each model was evaluated 400 times; see text for details.

8 CONCLUSION

In this paper we attack the problem of learning a controlled stochastic process directly from sequences of actions and observations. We propose a novel and highly expressive model: *Hilbert space embeddings of predictive state representations*. This model extends discrete linear PSRs to large and continuous-valued dynamical systems. With the proper choice of kernel, HSE-PSRs can represent near-arbitrary continuous and discrete-valued stochastic processes.

HSE-PSRs also admit a powerful learning algorithm. As with ordinary PSRs, the parameters of the model can be written entirely in terms of predictive distributions of observable events. This is in stark contrast to latent variable models, which have unobservable parameters that are usually estimated by heuristics such as EM.) Unlike previous work on continuous-valued PSRs, we do not assume that predictive distributions conform to particular parametric families. Instead, we define the HSE-PSR state as the nonparametric embedding of a conditional probability operator in a characteristic RKHS, and use recent theory developed for RKHS embeddings of distributions to derive sample-based learning and filtering algorithms.
References


Scoring and Searching over Bayesian Networks with Causal and Associative Priors

Giorgos Borboudakis
Comp. Sci. Dept., University of Crete
Institute of Computer Science, FORTH

Ioannis Tsamardinos
Comp. Sci. Dept., University of Crete
Institute of Computer Science, FORTH

Abstract

A significant theoretical advantage of search-and-score methods for learning Bayesian Networks is that they can accept informative prior beliefs for each possible network, thus complementing the data. In this paper, a method is presented for assigning priors based on beliefs on the presence or absence of certain paths in the true network. Such beliefs correspond to knowledge about the possible causal and associative relations between pairs of variables. This type of knowledge naturally arises from prior experimental and observational data, among others. In addition, a novel search-operator is proposed to take advantage of such prior knowledge. Experiments show that, using path beliefs improves the learning of the skeleton, as well as the edge directions in the network.

1 INTRODUCTION

One theoretical advantage of the search-and-score approach to learning Bayesian Networks [Cooper and Herskovits, 1992] versus the constraint-based approach [Spirtes et al., 2000] is that the former naturally accepts priors for each network. Since the number of possible networks is exponential to the number of nodes, in a practical setting one has to assign priors in an implicit way. In this paper, we consider prior beliefs on the possible paths between variable pairs. Such paths directly correspond to causal or associative relations. The joint beliefs on the paths is then employed to assign a prior on each network.

Causal knowledge naturally derives from prior experimental data while associative knowledge stems from observational data. For example, consider a dataset $D$ measuring the average amount of exercise per week $E$, calcium in diet $C$, occurrence of osteoporosis by 60yrs $O$ and smoking $S$ in a cohort of women. A Bayesian Network could be induced by any appropriate learning method. However, if a prior experimental study showed that increasing the amount of exercise reduces the occurrence of the disease, then the knowledge belief that $[E$ causes (that is, causally affects) $O]$ with probability $p$ should be incorporated during learning. Similarly, if a prior cohort study (observational study) has shown that smoking correlates with reduced exercising, then knowledge $[S$ and $E$ are associated] with probability $p'$ should also be included. The belief strengths $p$ and $p'$ depend on several factors, such as the statistical power of the study. Notice that the fact $[E$ causes $O]$ does not correspond to the presence of the edge $E \rightarrow O$ in the network: the edge implies a direct causal relation (in some context of modeled variables) while $[E$ causes $O]$ does not depend on the context.

Path beliefs are inherently dependent. For example, if one believes with certainty that $[X$ causes $Y]$ and $[Y$ causes $Z]$, then one has to believe that $[X$ causes $Z]$ to be consistent. Therefore, one should consider the joint distribution of the input path beliefs, instead of the marginal distributions separately. However, it is very unlikely that the complete joint distribution is available. Instead, one could use the marginal distributions to infer a joint distribution. However, there are several technical difficulties to consider. For example, assume we are given $P(X$ causes $Y) = 0.8$ and $P(Y$ causes $Z) = 0.8$ and wish to compute $P(X$ causes $Y, Y$ causes $Z)$. On one hand, there may be several choices for the joint given the same marginal beliefs. In the above scenario we can infer $P(X$ causes $Y, Y$ causes $Z) \in [0.6, 1]$. On the other hand, the beliefs maybe incoherent [Hansen et al., 2000], that is, not extendable to a joint distribution that satisfies the probability axioms.

We present a method that computes a joint distribution of the path beliefs such that: if the path beliefs are coherent the joint is the closest to uninformative priors; if they are incoherent the joint is chosen to be
coherent and induces path probabilities that are close to the input beliefs. Once the joint is computed, it can be employed to efficiently compute the prior of a network. Furthermore, to take advantage of the prior knowledge, we introduce a novel search-operator.

In simulated proof-of-concept experiments we show that the new scoring method can indeed take advantage of prior knowledge. When provided with causal knowledge, it is able to better learn the orientations of the edges and the causal relations. Informative priors can also facilitate learning the skeleton of the network. Finally, we show that the proposed search-operator significantly improves the quality of the learned model.

There are several other methods that make use of prior knowledge when learning a network (see [Angelopoulos and Cussens, 2008] for a review). For example, using knowledge regarding the parameters of the network [Niculescu et al., 2006], a causal total order of the variables [Cooper and Herskovits, 1992], the presence or absence of directed edges in the network [Meek, 1995] possibly with beliefs assigned to them [Buntine, 1991, Robert and Arno, 2000], or a prior network, used to assign prior probabilities to each network based on the distance from this network [Heckerman et al., 1995]. In general, it can be argued that the type of knowledge the existing methods can incorporate during learning is not in a form that can be easily acquired. As a result, uniform - and thus uninformative - priors are commonly used when learning Bayesian Networks from data. The problem of incorporating informative priors while learning is listed in the list of open problems in a recent causality editorial [Spirtes, 2010].

There also is prior work that specifically considers path constraints or beliefs. The methods in [Borboudakis et al., 2011, Borboudakis and Tsamardinos, 2012] assume one first learns a Markov-Equivalence class of Bayesian Networks or Maximal Ancestral Graphs [Spirtes et al., 2000] (a generalization of Bayesian Networks that admits hidden variables) from data and then, path constraints are imposed on the graph. In contrast, in this work the network is learned with the help of the prior knowledge. In [O’Donnell et al., 2006] a method is presented for incorporating beliefs on paths, but relies on computationally expensive Markov Chain Monte Carlo (MCMC) simulations. However, neither the latter, nor any other method dealing with prior knowledge deals with the issues of dependent and possibly incoherent beliefs.

2 BACKGROUND

We assume the reader’s familiarity with Bayesian Networks [Pearl, 2000, Neapolitan, 2003] and learning algorithms and just briefly review the basic concepts.

Let $V$ be a set of $k$ random variables $\{V_i\}_{i=1}^k$. A Bayesian Network (BN) over $V$ is a pair $\mathcal{B} = (\mathcal{G}_V, P_V)$, where $\mathcal{G}_V$ is a Directed Acyclic Graph (DAG) representing conditional independencies between variables $V_i$ and $P_V$ is the joint probability distribution (j.p.d.) of $V$. The graph and distribution must be connected by the equation $P_V = \prod P(V_i|Pa_G(V_i))$, where $Pa_G(V_i)$ are the parents of $V_i$ in $\mathcal{G}$. The above equation is equivalent to what is called the Markov Condition. When the network is fixed in a context we drop the indexes $V$ from the equations. The skeleton of a BN $\mathcal{G}$ is the undirected graph which can be constructed by ignoring the orientations of $\mathcal{G}$. A triple of vertices $(X, Y, Z)$ is called a collider in $\mathcal{G}$, if $X \rightarrow Y \leftarrow Z$ is in $\mathcal{G}$. A collider $(X, Y, Z)$ is unshielded if $X$ and $Z$ are not adjacent in $\mathcal{G}$. Two BNs are called Markov equivalent if: (a) they have the same skeleton, and (b) they have the same set of unshielded colliders. A Partially Directed Acyclic Graph (PDAG) (also known as essential graph) is a graph representing a set of Markov equivalent BNs. It has the same skeleton as all BN representatives and an edge is directed if and only if it is invariant in all BN representatives. A directed path from $X$ to $Y$ is denoted as $X \rightarrow Y$. We denote as $X \Leftrightarrow Y$ the case where $X$ and $Y$ share a common ancestor in $\mathcal{G}$, but neither $X$ is an ancestor of $Y$ nor the reverse. A $d$-connecting path (given the empty set) between $X$ and $Y$ exists if either $X \Rightarrow Y$, $X \leftarrow Y$, or $X \Leftrightarrow Y$. The absence of a $d$-connecting path between $X$ and $Y$ is denoted as $X \nRightarrow Y$. In the rest of the paper, we assume the Faithfulness Condition [Spirtes et al., 2000] that (together with the Markov Condition) implies that there is a $d$-connecting path between $X$ and $Y$, if and only if the two nodes are statistically associated (dependent).

Let $D$ be a complete multinomial dataset over variables $V$. The probability of a network $\mathcal{G}$ over $V$ is $P(G|D) \propto P(D|G) \cdot P(G)$. The score of a network is often obtained by taking the logarithm of $P(G|D)$, and equals $Sc(G|D) = Sc(D|G) + Sc(G)$. Bayesian scoring methods such as K2 [Cooper and Herskovits, 1992] and BDe, BDeu, [Heckerman et al., 1995] try to approximate the log-likelihood based on different assumptions. When priors are uniform, the term $Sc(G)$ can be ignored during maximization. In our setting however, this term may become important.

3 REPRESENTING PATH BELIEFS

For any pair $X, Y \in V$ we may have a prior belief on the possible paths connecting the two nodes in the network. It is important that we devise cases for such paths that are mutually exclusive and allow the representation of common types of causal and associa-
tive knowledge. This is possible as follows: we define the path variables $r_{i,j}$ taking values in the domain {⇒,⇐,⇔,⇎} with the semantics $V_i \Rightarrow V_j$, $V_i \Leftarrow V_j$, $V_i \Leftrightarrow V_j$, and $V_i \nleftrightarrow V_j$ respectively. When the specific nodes $V_i, V_j$ we refer to are not important we will use a single index: $r_k$. Each variable $r_{i,j}$ has a probability distribution $\Pi_{r_{i,j}} = \langle \pi_{⇒}, \pi_{⇐}, \pi_{⇔}, \pi_{⇎} \rangle$ over each possible value. The input to our method is a set of path beliefs $K = (R, \Pi)$, where $R$ is a set of path variables and $\Pi$ the set of probability distributions associated with them. An example is shown in Table 1a(Top) expressing the belief that most likely there is a directed path from $X$ to $Y$ and from $Y$ to $Z$.

The possible paths between nodes dictate their possible causal and associative relations. When the BN is interpreted causally, then $X \Rightarrow Y$ is equivalent to [X causes Y]. In addition, as discussed in the previous section: $X \Rightarrow Y$ or $X \Leftarrow Y$ or $X \Leftrightarrow Y$ is equivalent to [X is associated with Y]. Thus, a distribution $\Pi_{r_{X,Y}} = \langle \pi_{⇒}, \pi_{⇐}, \pi_{⇔}, \pi_{⇎} \rangle$ corresponds to beliefs about the causal and associative relations.

In practice, it is useful to allow the user to specify prior beliefs directly on the events [X does (not) cause Y] and [X is (not) associated with Y] from which the distribution $\Pi_{r_{X,Y}}$ can be derived, than the opposite. This is not difficult: for example given $P(X$ causes $Y) = \pi_{⇒}$ the mass of probability $1 - \pi_{⇒}$ has to be distributed in a reasonable way to the other three values. However, we avoid this belief representation to simplify the presentation of the same.

4 SCORING PATH BELIEFS

In this section, we derive a score for DAG $G$ given data $D$ and $n$ path beliefs in $K$. An important requirement for the computation of the score is that a joint distribution $J = P(r_1, \ldots, r_n | \Pi)$ is such that its marginals correspond to the distributions in $\Pi$. We assume $J$ is already computed; the following sections describe the details of this computation. The j.p.d. $J$ stemming from $K$ in Table 1a is shown in Table 1b.

We denote with $C$ (configuration) a given joint instantiation of values to path variables $R = \langle r_1, \ldots, r_n \rangle$, and define $J_C = P(R = C | \Pi)$. It is important to notice that for each graph $G$ configuration $C$ is uniquely determined. For example, in the j.p.d. of Table 1b, if in a graph $G$ $X \Rightarrow Y$, $Y \Rightarrow Z$ and $X \Rightarrow Z$ hold, then $r = C_1$. Thus, it makes sense to denote with $C_G$ the joint instantiation of variables $R$ in graph $G$.

Let $G$ be a DAG and $D$ a dataset over the same variables. We now compute the probability $P(G|D, J)$:

$$P(G|D, J) = \frac{P(D|G, J) \cdot P(G|J)}{P(D|J)} = \frac{P(D|G) \cdot P(G|J)}{P(D|J)}$$

The second equation stems from the fact that given the graph $G$ the data $D$ are independent of $J$ ($J$ does not provide any additional information about the data once the graph is known). The factor $P(D|J)$ is a normalizing constant that does not need be computed when we maximize the above equation over different graphs. In Section 2 we mention several approximations for computing the factor $P(D|G)$. We now focus on the prior $P(G|J)$:

$$P(G|J) = P(G, C_G|J) = P(G|J, C_G) \cdot P(C_G|J) = P(G|C_G) \cdot P(C_G|J) = P(G|C_G) \cdot J_{C_G}$$

The first equation holds because $C_G$ is a function of $G$. The factor $P(G|C_G)$ is our prior on a graph $G$ given that a specific configuration holds. Given no other preference or knowledge we assign the same prior to all graphs with the same configuration. Let $N_G$ be the number of DAGs over nodes $V$ sharing the same configuration $C$. Then $P(G|C_G) = 1/N_G$ and so:

$$P(G|J) = \frac{J_{C_G}}{N_G}$$

The overall score of a graph is then defined as:

$$Sc(G, D, J) = Sc(D|G) + Sc(G|J)$$

The score $Sc(G, D, J)$ has two desirable properties:

1. Markov-Equivalent graphs that satisfy the same path-beliefs obtain the same score. The last term in the equation above is the same for graphs sharing the same configuration.

2. For uninformative prior beliefs, all graphs are equiprobable a priori, that is, $P(G|J) = 1/N$, where $N$ is the number of graphs over nodes $V$. With uninformative beliefs we expect to encounter a given configuration with probability equal to the proportion of the graphs satisfying the configuration, i.e., $J_C = \frac{M_C}{N}$. In that case, $P(G|J) = \frac{N_C}{N} \cdot \frac{M_C}{N} = \frac{1}{N}$ and we end up with uniform priors as we would expect.

While Eq. 1 follows the above two properties, we point out to the fact that the factor $1/N_{C_G}$ may seem to provide counter-intuitive results at first glance. The reason is that, everything else being equal, higher priors will tend to be assigned to graphs in “small” configurations, that is, consistent with only a few graphs. If this is not desirable then one can drop the $1/N_{C}$ factor. However, if this score is used in place of Eq. 1 then Property 2 above is not satisfied any more.
Table 1: (a) (Top Part) Path beliefs $K$ for three pairs of nodes. The beliefs are incoherent: $P(X \Rightarrow Y) = 0.8$ and $P(Y \Rightarrow Z) = 0.9$ imply that $P(X \Rightarrow Z) \notin [0.7, 1]$. (a) (Bottom Part) Induced coherent beliefs $K'$ stemming from $K$ by solving the problem in Eq. 6. (b) A part of the j.p.d. $J$ computed by solving Eq. 6 with input $K'$.

The number of DAGs with 5 nodes for each configurations $N_C$ is also shown. Notice that $C_2$ and $C_3$ have both zero counts and zero probability, because they are invalid.

![Table 1](image)

5 COMPUTING THE NUMBER OF DAGS $N_C$

The number $N$ of DAGs over nodes $\mathcal{V}$ has been solved in closed-form [Robinson, 1973]. However, to the best of our knowledge, there is no closed-form for the number $N_C$ of DAGs that satisfy certain path-constraints. When the number of nodes is small (up to 5-6) one can enumerate all DAGs and compute each $N_C$ by counting. The number of possible DAGs however, grows exponentially to the number of nodes and complete enumeration is not an option. In this case, we estimate these counts by sampling a number $S$ of DAGs uniformly at random. Specifically, we implemented the recent method in [Kuipers and Moffa, 2013] that, unlike prior work [Melancon et al., 2000], avoids the use of expensive MCMC methods. $N_C$ can be estimated as $N \cdot S_C / S$, where $S_C$ is the number of sampled DAGs that conform to configuration $C$.

When the number of configurations $c$ is large or $N_C / N$ is small, one may never sample any graph consistent with $C$, resulting in zero estimates. This may happen even for small sets of path variables, as $c$ grows exponentially with the number of path variables $n$. To avoid zero estimates, one can apply the Laplace correction: $N_C = \frac{S_C + l}{S} N$, where $l$ is an arbitrary parameter. We suggest $l$ to be close to zero. Later on we will refer to this method as FULL$_1$.

In order to get a good estimate of $N_C$ using FULL$_1$, one may have to sample a huge number of DAGs. To improve upon this we developed another method to approximate $N_C$. This method is based on the observation that, often, certain subsets of path variables are “almost independent”. We exploit this to factorize the uninformative prior distribution $U$ of each configuration, denoted with $U_C$ for configuration $C$. $N_C$ can then be computed as $U_C \cdot N$.

5.1 FACTORING THE UNINFORMATIVE PRIOR DISTRIBUTION $U$

To give an intuitive understanding of the main idea, consider the following scenario: we are given two path variables, $r_{X,Y}$ and $r_{W,Z}$. Notice that they do not have any nodes in common. Assume that we fix the value of $r_{W,Z}$. Depending on that value, some values of $r_{X,Y}$ will become more or less likely. For example, if $W \not\Rightarrow Z$ holds, the values $X \Rightarrow Y$, $X \Leftarrow Y$ and $X \Leftarrow Y$ become less likely since $W \not\Rightarrow Z$ restricts the graph to contain fewer edges, effectively reducing the possibility to form paths between $X$ and $Y$. On the other hand, $X \not\Rightarrow Y$ becomes more likely. To put it formally, $U_{X \Rightarrow Y | W \not\Rightarrow Z} < U_{X \Rightarrow Y}, U_{X \Leftarrow Y | W \not\Rightarrow Z} < U_{X \Leftarrow Y}, U_{X \Leftarrow Y | W \not\Rightarrow Z} < U_{X \Rightarrow Y}$ and $U_{X \Leftarrow Y | W \not\Rightarrow Z} > U_{X \Rightarrow Y}$.

However, we claim that if the number of nodes $\mathcal{V}$ is sufficiently large, the difference is negligible, or formally that $U_{r_{X,Y} | r_{W,Z}} \approx U_{r_{X,Y}}$, that is, they are “almost independent”. We illustrate this with a simple example. Assume that $\mathcal{V} = \{X,Y,W,Z\}$. In this case it is clear that any value of $r_{W,Z}$ heavily constrains the graph, since it only contains 4 nodes. If however we keep adding nodes to $\mathcal{V}$, more and more possibilities are created to satisfy any value of $r_{X,Y}$.

Next we show an example with dependent path variables. We are given the path variables $r_{X,Y}$ and $r_{Y,Z}$. Notice that $Y$ appears in both path variables. Now consider the configurations $C_1 = \{X \Rightarrow Y, Y \Rightarrow Z\}$ and $C_2 = \{X \Leftarrow Y, Y \Leftarrow Z\}$. Note that the prior probability of a directed path between any two nodes is equal for any pair of nodes. Assuming $U$ can be factorized, $U_{Y \Rightarrow Z | X \Rightarrow Y} = U_{Y \Rightarrow Z}$, and $U_{Y \Leftarrow Z | X \Leftarrow Y} = U_{Y \Leftarrow Z}$ hold. Because $U_{Y \Rightarrow Z} = U_{Y \Leftarrow Z}$ holds, $U_{Y \Rightarrow Z | X \Rightarrow Y} = U_{Y \Leftarrow Z | X \Rightarrow Y}$ follows. However, given $X \Rightarrow Y$, $Y \Rightarrow Z$ becomes less likely since there are no DAGs with $Z \Rightarrow X$ (acyclicity), which is not the case for $Y \Leftarrow Z$. For example, for $\mathcal{V} = \{X,Y,Z\}$ there are only 2 DAGs.
with configuration $C_1$, but 4 DAGs with configuration $C_2$. Thus $U$ cannot be factorized in this case.

Those scenarios only give a rough and intuitive understanding of the basic idea. In the next subsection we will provide experimental results to support our claims. Before doing so, we will generalize the basic ideas to any set of path beliefs.

**Definition 1.** Let $R$ be a set of path variables. We denote with $V_R$ the set of all nodes appearing in any variable in $R$. The constraint graph $G_R = (V_R, E_R)$ of $R$ is an undirected graph, where $E_R = \{X-Y\}_{X,Y \in R}$.

**Definition 2.** Let $R$ be a set of path variables and $P$ a partition of $R$. Let $V_{R_i}$ denote the set of all nodes appearing in any variable in the $i$-th part of $P$, $P_i$. $P$ is called an independent partition if $\forall P_i, P_j \in P, i \neq j, V_i \cap V_j = \emptyset$.

Since the parts of an independent partition do not have any nodes in common, the configuration of a part does not directly influence any other part; they do however have an indirect influence through other nodes of the graph, which, as we will see, is negligible. On the other hand, path variables of the same part do directly affect each other (see dependent case above).

The independent partition of a set of path variables $R$ can be computed as follows: (a) construct the constraint graph $G_R$ of $R$ and, (b) find the connected components of $G_R$. It is easy to see that the connected components of $G_R$ are an independent partition of $R$.

It remains to show how to compute $U$ for given set of path variables $R$ and set of nodes $V$. First we sample $S$ DAGs over $V$ uniformly at random. Then we find an independent partition $P$ of $R$. $UC_1$ is factorized as $UC_1 = \prod_i UC_i$, where $C_i$ and $UC_i$ denote the configuration and the prior distribution of the $i$-th part $P_i$ of $P$ respectively. $UC_i$ is estimated as $SC_i/S$, where $SC_i$ is the number of sampled DAGs that conform to configuration $C_i$ in $P_i$. Finally, $NC = N \cdot UC_i$. Again, we recommend a Laplace correction. Then, $NC = N \cdot S/SC_i$. We will refer to this method as FACT$T_i$.

### 5.2 EXPERIMENTAL VALIDATION

The first experiment is to determine how FACT$T_i$ approximates FULL$T_i$, as the number of nodes $|V|$ increases. We denote with $U_{FACT_i}$ and $U_{FULL_i}$ the estimation of $U$ by the methods FACT$T_i$ and FULL$T_i$.

**Setup:** The number of nodes is varied between 10 and 35, with a step-size of 1. We used three sets of path variables: $R_1 = \{r_{1,2,3,4}\}$, $R_2 = \{r_{1,2,2,3,4,5,6,7,8}\}$, and $R_3 = \{r_{1,2,2,3,3,4,5,6,7,8}\}$. The number of independent partitions is 2 and each partition consists of 1,2 and 3 path beliefs for $R_1$, $R_2$ and $R_3$ respectively. The number of valid configurations $e$ is 16, 256 and 1681 for $R_1$, $R_2$ and $R_3$ respectively. The number of sampled DAGs $S$ was set to $10^6$, sufficiently large for FULL$T_i$ to approximate $U$ well. The Laplace correction parameter $l_i$ was set to 0, since no correction is necessary in this case. We used the KL-divergence to measure the distance between two probability distributions, with $U_{FULL_i}$ representing the true distribution.

**Results:** The results are shown in Figure 1a. As claimed, for a fixed set of path beliefs, $U_{FACT_i}$ approaches $U_{FULL_i}$ (which should be close to $U$ in this experiment, as $S$ is large relative to $c$) as the number of nodes increases. Similar results are expected with more and larger independent partitions.

In the second experiment we show that if $S$ is relatively small compared to $c$, FACT$T_i$ provides a better approximation of $U$ than FULL$T_i$. This is important because sampling a large number of DAGs costs time and memory, essentially setting an upper limit to $S$ which, if $c$ is relatively large, will result in a poor approximation of $U$ by FULL$T_i$. To show this, one has to know the exact distribution $U$. However, as this is computationally infeasible for large numbers of nodes, we ran the experiment only for small $|V|$.

**Setup:** The number of nodes is $|V| = \{4,5,6\}$, and the number of DAGs is 543, 29281 and 3781503 respectively. Because $|V|$ is small, we used only two path variables $R = \{r_{1,2},r_{3,4}\}$. For each $V$ we sampled between 100 and 10000 DAGs, with a step-size of 100.

This was done to simulate the case where no access to the complete set of DAGs is given. The Laplace correction constant $l_i$ was set to 1. For each $|V|$ and $S$ we measured the KL-divergence between $U_{FULL_i}$ and $U$, as well as between $U_{FACT_i}$ and $U$. The experiment was repeated 1000 times and averages are reported.

**Results:** The results are shown in Figures 1b to 1d. When $S$ is small, FACT$T_i$ provides a better approximation of $U$ than FULL$T_i$. The reason this works is that, if $R$ is partitioned into multiple sets, each containing a relatively small number of path variables, their distributions are easier to approximate.

### 6 COMPUTING THE J.P.D. $J$

In this section, we show how to compute the joint probability distribution $J$. We denote with $\pi_k$ the probability that $r_k$ takes value $j \in \{*,=,\leq,\geq,\neq\}$: $\pi_k = P(r_k = j)$. The unknown quantities are $J_C$ for each configuration $C$ in $J$. Let $C_{k,j} = \{C, \text{ s.t. } r_k = j\}$, that is, the set of configurations where variable $r_k$ obtains value $j$. For each $k$ and $j$ we obtain the following constraints:

$$\pi_k = \sum_{C \in C_{k,j}} J_C$$

(3)
In other words, the marginals of the j.p.d. should equal our input path beliefs. Recall that path beliefs are not independent in general. Thus, it is important to consider the following constraints, stemming from the path semantics of the variables \( R \):

\[
J_C = 0, \quad \text{when } C \text{ is invalid} \tag{4}
\]

A configuration is invalid if it cannot be satisfied by any DAG over \( V \), for example, it contains directed cycles. The algorithm to detect invalid configurations is discussed in Section 6.5. To complete the problem specification we impose that:

\[
\sum_C J_C = 1 \quad \text{and} \quad J_C \geq 0 \tag{5}
\]

If constraints in Eqs. 3, 4, 5 can be satisfied then a j.p.d. adhering to the probability axioms can be found such that the prior marginal beliefs hold. In this case, by definition, \( K \) is coherent, otherwise it is incoherent.

### 6.1 THE CASE OF COHERENT BELIEFS

The system of equations contains \( 4n \) constraints from Eq. 3, 1 constraint from Eq. 5 and \( c = O(4^n) \) unknowns. For most typical problems, \( 4n + 1 \ll c \) and so the system may have infinite solutions. We argue that one should choose a solution j.p.d. \( J \) as close to the uninformative one as possible. Any other distribution may introduce bias towards certain configurations, even if the prior knowledge does not suggest preference over those configurations. In other words, if the uninformative j.p.d. \( U \) is a coherent extension of the path beliefs, there is no reason to prefer any other solution over it. A natural, information-theoretic approach is to select a j.p.d. \( J \) that minimizes the KL-divergence from \( U \). The problem is formulated as:

\[
\min_{J} D_{KL}(J \parallel U) = \sum_{k=1}^{c} J_k \cdot \ln \frac{J_k}{U_k} \quad \text{s.t. Eqs. 3, 5} \tag{6}
\]

This optimization problem can be solved accurately and efficiently with the Iterative Scaling procedure [Darroch and Ratcliff, 1972, Csiszar, 1975], a generalization of the Iterative Proportional Fitting Procedure (IPFP) [Deming and Stephan, 1940].

### 6.2 DEALING WITH INCOHERENT BELIEFS

In the case of incoherent beliefs there is no j.p.d. that can equal the marginal input beliefs. Instead of requesting coherent beliefs or ignoring the incoherency, we seek for joints with marginals as close as possible to the user’s input beliefs. To solve this problem, we implemented the method proposed in [Vomlel, 2004], called GEMA. GEMA is an extension of IPFP which converges even with incoherent beliefs. In order to solve the problem it allows the marginals to change by a small amount, which is measured with the so-called \( I \)-aggregate criteria. Although GEMA tends to minimize this criteria, no guarantee about its convergence to a global or local minima is provided. We conducted some anecdotal experiments and GEMA seems to produce reasonable results.

Table 1b contains the j.p.d. \( J \) stemming from \( K \) of Table 1a(Top) computed by GEMA. For comparison with the input beliefs \( K \), Table 1a(Bottom) contains the marginal beliefs \( K' \) implied by GEMA. The values in Table 1a(Top) and Table 1a(Bottom) are close, with the latter one representing coherent beliefs. Figure 2 shows two DAGs with different configurations obtaining different prior scores.

### 6.3 FACTORING THE J.P.D. \( J \)

The cost of solving Eq. 6 is dominated by the number of variables \( c \), which can be as high as \( 4^n \). In practice, the optimization problem can not be solved efficiently (or at all, due to memory limitations) with more than
10-12 path beliefs. It is obvious that, even in the best case, one would need at least \(\Omega(c)\) time and memory, if the output of the procedure is the full J.P.D. over c.

One natural way to improve upon this is to factorize J. Unfortunately, in general, it seems that it is not possible without loss of information. However, as stated in [Vomlel, 2004], if the uninformative joint distribution \(U\) factorizes with respect to some sets of variables, then the result of IPFP also factorizes with respect to the same sets of variables, that is, instead of a total limit of 10-12 path beliefs, each part of the independent partition used in FACT\(_I\) has a limit of 10-12 path beliefs.

### 6.4 Adjusting Misleading Priors

In practice, it may be the case that some priors are misleading, that is, the correct value of a path variable \(r\) has a lower probability than any other value of \(r\). It is not always possible to detect those cases; however, it is possible to do so when the path beliefs are dependent, and the majority of them gives preference to the correct relation. We illustrate this with a simple example. Assume that the correct relation between two variables \(X\) and \(Y\) is \(X \Rightarrow Y\), and that an expert suggests that \(P(X \Rightarrow Y) = 0.1\). Now assume that we have path beliefs that \(P(X \Rightarrow V) = P(V \Rightarrow Y) = 0.9\). They are incoherent: by the probability axioms, \(P(X \Rightarrow Y) \geq 0.8\) follows. Our method will implicitly consider this and will increase \(P(X \Rightarrow Y)\) while reducing \(P(X \Rightarrow V)\) and \(P(V \Rightarrow Y)\). The effect will be even higher if more path beliefs suggest that \(P(X \Rightarrow Y)\) is high. For example, if \(P(X \Rightarrow Y) = 0.1\) and we have 4 such pairs of path beliefs \(P(X \Rightarrow V) = P(V \Rightarrow Y) = 0.9\), our method will assign \(P(X \Rightarrow Y) = 0.632\) and \(P(X \Rightarrow V) = P(V \Rightarrow Y) = 0.814\). We see that although \(P(X \Rightarrow Y)\) was low initially, it was given a high probability by our method because the other beliefs supported \(X \Rightarrow Y\). Thus, considering dependent beliefs and dealing with incoherence may identify and adjust misleading beliefs.

### 6.5 Invalid Configurations

Let \(C\) be a configuration of path variables \(R\). \(C\) is invalid if \(\exists r_{XY} \in R, \text{s.t.}\): (a) \(r_{XY} = "\Rightarrow"\) and \(r_{XY} = "\Leftarrow"\) is implied by \(C\) (acyclicity), or (b) \(r_{XY} = "\Rightarrow"\) and \(r_{XY} \in \{\Rightarrow, \Leftarrow\}\) is implied by \(C\) (definition of "\Rightarrow") or (c) \(r_{XY} = "\Leftarrow"\) and \(r_{XY} \in \{\Rightarrow, \Leftarrow\}\) is implied by \(C\) (definition of "\Leftarrow").

These conditions are sufficient to identify invalid configurations, but not necessary. The simplest example is a dataset with two variables \(X\) and \(Y\): the configuration \(r_{XY} = "\Leftarrow"\) is invalid as there is no other variable to serve as a common ancestor. Yet, the above cases will not identify it as such. However, when the number of variables in the data is large relative to the number of path variables (specifically if \(|V| \geq |R| + n\) holds)\(^4\), these conditions are also necessary. From now on we assume that the number of nodes in \(V\) is sufficiently large.

### 7 Search and Operators

In this paper we will use the Greedy Search method, searching in the space of DAGs. The method starts from a given initial DAG \(G_0\) (usually chosen to be the empty DAG) and performs a hill-climbing search, considering all DAGs resulting by an edge-insertion, edge-removal or edge-reversal operation.

#### 7.1 Extending Greedy Search

Greedy Search can be trivially extended to additionally consider the prior score \(Sc(G,J)\) of a DAG \(G\). To do this, it first has to determine the configuration \(C_G\) of \(G\), which can be computed in time \(O(|V|^2 \cdot n)\) given the transitive closure of \(G\) (stored as an adjacency matrix). The transitive closure of a DAG can be computed in time \(O(|E| + |V| \cdot |E|)\); run a DFS for each node and keep track of all visited nodes. There are faster and more complex algorithms [Simon, 1988], but the trivial method is usually faster for smaller graphs (we used the trivial method in our implementation).

\(^4\)There are cases where a smaller number of variables is sufficient, but we did not further investigate it.
A problem is that, at each step of the search, the transitive closure has to be computed for all DAGs resulting by one of the search operators, whose number is \(O(|V|^2)\). The total cost is then \(O(|V|^4 + |V|^3 \cdot |E| + |V|^3 \cdot n)\), which is a significant computational overhead. A straightforward optimization is to dynamically update the closure after each edge insertion or removal. Various methods exist [Demetrescu and Italiano, 2008] trading off the time it takes to update the closure and querying for reachability. Assuming unit query time, a \(O(|V|^2)\) update time is optimal [Demetrescu and Italiano, 2008]. Using this method, the time-complexity can be reduced to \(O(|V|^4 + |V|^3 \cdot n)\).

### 7.2 SWAP-EQUIVALENT OPERATOR

To take advantage of the extra information provided by the path beliefs, one may have to use additional search-operators. That is because the standard operators make only small local improvements, without considering the global information provided by the path beliefs. Thus, an operator is desirable which is able to simultaneously make multiple adjustments in order to also change the configuration of the path variables.

We propose the swap-equivalent-operator. The idea is simple: at each step, after the application of a standard operator, we allow the algorithm to swap to a Markov equivalent DAG with the highest path belief score \(Sc(G,J)\) increase. If the data score \(Sc(G|D)\) has the score-equivalence property (e.g. BDe), the resulting DAG has the same data score but may have a higher prior score. This DAG can be computed with a simple modification of an algorithm presented in [Borboudakis and Tsamardinos, 2012]. Due to space limitations, the algorithm will not be described here.

### 8 EXPERIMENTAL RESULTS

#### Employing Causal Knowledge

We consider the graph \(X \rightarrow Y \rightarrow Z\). We use the path belief \(P(X \Rightarrow Z) = 0.9\) and distribute the remaining 0.1 mass of probability to the remaining values of \(r_{XZ}\) proportional to the values that correspond to a uniform prior. We repeat the following experiment 10000 times: (a) we randomly select the number of states for each variable to be either 3 or 4, (b) we sample the cpts for each variable from the gamma distribution \(\Gamma(k, \theta)\), with shape parameter \(k\) set to 0.5 and scale parameter \(\theta\) set to 1, (c) we sample a dataset of size 200, (d) we increase the samples of the dataset provided to the scoring method from 10 to 200 with step size of 10, (e) we identify the highest scoring network out of all 25 possible DAGs using informative and uninformative priors and the BDeu score with Equivalent Sample Size (ESS) set to 1.

#### Results

Figure 3a plots the percentage of the time the PDAG \(X \rightarrow Y \rightarrow Z\) of the true network was found exactly, with and without informative priors. First notice, that when the true PDAG is found, the edges are always oriented correctly since the true network has a higher prior than any other Markov-equivalent graph. Perhaps more surprising though, notice that the informative priors also improve the learning of the skeleton. The belief \(X \Rightarrow Z\) tends to add a path from \(X\) to \(Z\). The associations \(X - Y\) and \(Y - Z\) are always higher than or equal to the association between \(X - Z\) [Cover and Thomas, 2006]. Thus, it is the correct path \(X \rightarrow Y \rightarrow Z\) that tends to be induced, rather than any other network with a path \(X \Rightarrow Z\).

#### Employing Associative Knowledge

We run a similar proof-of-concept experiment where the true network is a single collider \(X \rightarrow Y \leftarrow Z\). We use the same settings as before for three cases: correct associative priors \(P(X \Rightarrow Z) = 0.9\), uniform priors, and incorrect associative priors \(P(X\ associated with \ Z) = 0.9\).

#### Results

The results are shown in Figure 3b. As expected, correct prior beliefs clearly improve the chances of identifying the true PDAG; the effect is exactly the opposite when misleading, incorrect beliefs are provided to the algorithm. Of course, asymptotically any non-zero priors play no role.

#### Learning Larger Networks

To generate path beliefs we use three parameters: the number of independent components \(nc\), the number of nodes appearing in an independent component \(cs\), and whether we want them to be coherent or incoherent. Path variables were generated as follows: for given \(cs\) and \(nc\), we randomly pick \(nc\) non-overlapping sets, each containing \(cs\) nodes of the network, and consider all possible pairs between them as path variables, resulting in a total of \(nc\cdot cs\cdot (cs-1)/2\) path variables. This is done in order to be able to consider large sets of path variables. Then, we randomly assign a probability \(p \in [0.5, 0.99]\) to the true value of each path variable, and split the remaining \(1-p\) mass probability in an uninformative way to the remaining values. This process is repeated for each independent component until it is coherent or incoherent, depending on the input parameter. To estimate \(U\) we sampled \(S = 10^6\) DAGs and \(l\) was set to the machine epsilon. We used the ALARM [Beinlich et al., 1989] and the INSURANCE [Binder et al., 1997] networks to evaluate our methods. We employed Greedy Search with the BDeu metric and ESS=1. We run the method starting from the empty graph with uninformative and informative priors, as well as with and without the swap-equivalent-operator in the case of informative priors. Finally, we compute the Structural Hamming Distance [Tsamardinos et al., 2006] from the PDAG of the true network. We used the PDAG to
avoid introducing an unfair advantage for our methods; all methods may find Markov equivalent DAGs, but the ones using path beliefs may find more correctly oriented edges. The sample size was varied within \{100, 200, 500, 1000, 2000, 5000, 10000\}. The path belief parameters were varied within \{1, 2, 3, 4, 5\} and for \(nc\) and \(cs\) respectively, for both the coherent and incoherent cases. The experiment was repeated 100 times, for randomly sampled datasets and path beliefs, with all combinations of input parameters.

**Results:** Due to space limitations we report only the results for incoherent path beliefs, with \(nc = 3\) and \(sc = 4\) (18 beliefs). The results were similar for both, coherent and incoherent priors. Also, with smaller (larger) \(nc\) and \(sc\), the difference between the uninformative and informative methods was smaller (larger).

The results are shown in Figures 3c and 3d. In all cases, the SHD is smaller with the informative priors than with uninformative priors. For the ALARM network, notice that the SHD difference between the uninformative method and the informative method without the operator decreases as sample size increases. The reason is that, as sample size increases, the data score becomes more important and the prior score tends to be ignored; it usually is considered only close to local maxima, where only small improvements in the data score can be made. If however the swap-equivalent operator is used, this does not happen, as it tries to maintain a high prior score during the whole search. Finally, notice the counter-intuitive behavior of increasing SHD with increasing sample size in Figure 3d for 10K samples. Anecdotal experiments suggest that the value of the ESS parameter is the reason for that behavior. However, when the swap-equivalent operator is used, this phenomenon is almost non-existent.

## 9 CONCLUSIONS

We present a method for computing informative priors given a set of causal and associative beliefs on pairs of variables, as well as a novel search-operator to take advantage of them. The priors can then be employed by any search-and-score learning algorithm. The method, for the first time, addresses the issues of incoherent and possibly dependent priors. Providing correct priors about pairwise causal or associative relations improves learning both in terms of identifying the orientation of the edges (for causal priors), but also in terms of identifying the skeleton of the network.

There are numerous issues to still address regarding both the method and the general problem. The algorithm has exponential worst-case time complexity, thus more efficient algorithms are desirable. Closed-form solutions for computing the number of graphs given path constraints are also desirable. Finally, including other types of prior knowledge, as well as incorporating the strength of the causal effects or associations and other prior knowledge characteristics is an interesting future direction to pursue.
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Abstract

We give a new consistent scoring function for structure learning of Bayesian networks. In contrast to traditional approaches to score-based structure learning, such as BDeu or MDL, the complexity penalty that we propose is data-dependent and is given by the probability that a conditional independence test correctly shows that an edge cannot exist. What really distinguishes this new scoring function from earlier work is that it has the property of becoming computationally easier to maximize as the amount of data increases. We prove a polynomial sample complexity result, showing that maximizing this score is guaranteed to correctly learn a structure with no false edges and a distribution close to the generating distribution, whenever there exists a Bayesian network which is a perfect map for the data generating distribution. Although the new score can be used with any search algorithm, we give empirical results showing that it is particularly effective when used together with a linear programming relaxation approach to Bayesian network structure learning.

1 Introduction

We consider a fundamental problem in statistics and machine learning: how can one automatically extract structure from data? Mathematically this problem can be formalized as that of learning the structure of a Bayesian network with discrete variables. Bayesian networks refer to a compact factorization of a multivariate probability distribution, one-to-one with an acyclic graph structure, in which the conditional probability distribution of each random variable depends only on the values of its parent variables. One application of Bayesian network structure learning is for the discovery of protein regulatory networks from gene expression or flow cytometry data (Sachs et al., 2005).

Existing approaches to structure learning follow two basic methodologies: they either search over structures that maximize the likelihood of the observed data (score-based methods), or they test for conditional independencies and use these to constrain the space of possible structures. The former approach leads to extremely difficult combinatorial optimization problems, as the space of all possible Bayesian networks is exponentially large, and no efficient algorithms are known for maximizing the scores. The latter approach gives fast algorithms but often leads to poor structure recovery because the outcomes of the independence tests can be inconsistent, due to sample size problems and violations of assumptions.

We formulate a new objective function for structure learning from complete data which obtains the best of both worlds: it is a score-based method, based predominantly on the likelihood, but it also makes use of conditional independence information. In particular, the new objective has a “sparsity boost” corresponding to the log-probability that a conditional independence test correctly shows that an edge cannot exist. We show empirically that this new objective substantially outperforms the previous state-of-the-art methods for structure learning. In particular, on synthetic distributions we find that it learns the true network structure with less than half the data and one tenth the computation.

The contributions of this paper are the introduction of this new scoring function, a proof of its consistency (we show polynomial sample complexity), and a carefully designed importance sampling algorithm for efficiently computing the confidence scores used in the objective. For both the proof of sample complexity and

the importance sampling algorithm, we develop several new results in information theory, constructing precise mappings between a parametrization of distributions on two variables and mutual information, and characterizing the rate of convergence of various quantities relating to mutual information. We expect that many of the techniques that we developed will be broadly useful beyond Bayesian network structure learning.

2 Background

This paper considers the problem of learning Bayesian network structure from complete data (no hidden variables or unobserved factors). Let $\mathcal{X} = (X_1, X_2, \ldots, X_n)$ be a collection of random variables. For reasons that we explain in the next section, our results are restricted to the case when the variables $X_i$ are binary, i.e., $\text{Val}(X_i) = \{0, 1\}$. Formally, a Bayesian network over $\mathcal{X}$ is specified by a pair $(G, P)$, where $G = (V, E)$ is a directed acyclic graph (DAG) satisfying the following conditions: the nodes $V$ correspond to the variables $X_i \in \mathcal{X}$ and $E$ is such that every variable is conditionally independent of its non-descendants given its parents. The joint distribution can then be shown to factorize as

$$P(x_1, \ldots, x_n) = \prod_{i \in V} P(X_i = x_i \mid X_{Pa(i)} = x_{Pa(i)}),$$

where $Pa(i)$ denotes the parent set of variable $X_i$ in the DAG $G$, and $x_{Pa(i)}$ refers to an assignment to the parents.

A Bayesian network $G$ is called an independence map (I-map) for a distribution $P$ if all the (conditional) independence relationships implied by $G$ are present in $P$. Going one step further, $G$ is called a perfect map for $P$ if it is an independence map and the conditional independence relationships implied by $G$ are the only ones present in $P$. By $\omega_N$ (or in some contexts, $Y_N$) we denote a sequence of observations of the random variables $\mathcal{X}$, generated i.i.d. from an unknown Bayesian network $(G, P)$, where $G$ is a perfect map for $P$. The problem that we study is that of learning the Bayesian network structure and distribution $(G, P)$ from the samples $\omega_N$.

The simplest case of learning BN structure is when we have two random variables, which we will call $X_A$ and $X_B$. There are only two nonequivalent BN structures:

- $G_0$: $X_A \perp \perp X_B$ ("disconnected"),
- $G_1$: $X_A \rightarrow X_B$ ("connected").

The structure learning problem in this case is to return, based on $\omega_N$, a decision $X_A \perp \perp X_B$ ($G_0$) or $X_A \not\perp \perp X_B$ ($G_1$). In other words, in this case, the structure learning problem is strictly equivalent to one case of hypothesis testing, a well-studied and classic problem in statistics, specifically testing the hypothesis of whether $X_A$ and $X_B$ are independent.

In the case of three or more variables, the equivalence no longer holds in any strict sense. Constraint-based approaches use the results of conditional independence tests to infer the model structure. These methods solve the structure learning problem sequentially by first learning the undirected skeleton of the graph, $\text{Skel}(G)$, and then orienting the edges to obtain a DAG. Assuming that $G$ is a perfect map for $P$, if $A$ is conditionally independent of $B$ then we can conclude that neither $A \rightarrow B$ nor $B \rightarrow A$ can be in $G$. It can be shown that either $A$’s parents or $B$’s parents will be a separating set proving their conditional independence (there may be others). Thus, if we make the key assumption that each variable has at most a fixed number of parents $d$, then this can yield a polynomial time algorithm for structure learning (Spirtes et al., 2001; Pearl & Verma, 1991). However, this approach has a number of drawbacks: difficulty setting thresholds, propagation of errors, and inconsistencies.

Let $p = p(\omega_N, A, B \mid s)$ denote the empirical distribution of $A$ and $B$ conditioned on an assignment $S = s$ for $S \subseteq V \setminus \{A, B\}$, and marginalized over all of the other variables. The mutual information statistic,

$$MI(p) = \sum_{a \in \text{Val}(A), b \in \text{Val}(B)} p(a,b|s) \log \left( \frac{p(a,b|s)}{p(a|s)p(b|s)} \right),$$

is a measure of the conditional independence of $A$ and $B$ conditioned on $S = s$. Given infinite data, two variables are independent if and only if their mutual information is zero. However, with finite data, mutual information is biased away from zero (Paninski, 2003). As a result, it can be very difficult to distinguish between independence and dependence.

An alternative approach is to construct a scoring function which assigns a value to every possible structure, and then to find the structure which maximizes the score (Lam & Bacchus, 1994; Heckerman et al., 1995). Perhaps the most popular score is the BIC (Bayesian Information Criterion) score:

$$S_{\psi_1}(\omega_N, G) = LL(\omega_N|G) - \psi_1(N) \cdot |G|.$$  \hspace{1cm} (1)

Here, $LL(\omega_N|G)$ is the log-likelihood of the data given $G$, $|G|$ is the number of parameters of $G$, and $\psi_1(N)$ is a weighting function with the property that $\psi_1(N) \rightarrow \infty$ and $\psi_1(N)/N \rightarrow 0$ as $N \rightarrow \infty$. When $\psi_1(N) := \frac{\log N}{2}$, the score, now called MDL, can be theoretically justified in terms of Bayesian probability. Intuitively, we can explain the BIC/MDL score as a log-likelihood regularized by a complexity penalty to keep fully connected models (with the most parameters) from always winning. Finding the structure which maximizes the score is known to be NP-hard (Chickering, 1996; Chickering et al., 2004; Dasgupta, 1999). Heuristic algorithms have been proposed.
for maximizing this score, such as greedy hill-climbing (Chickering, 2002; Friedman et al., 1999) and, more recently, by formulating the structure learning problem as an integer linear program and solving using branch-and-cut (Cussens, 2011; Jaakkola et al., 2010).

The running time of solving the integer linear programs dramatically increases as the amount of data used for learning increases (see, e.g., Fig 4). This is counter-intuitive: more data should make the learning problem easier, not harder. The core problem is that as the amount of data increases, the likelihood term grows in magnitude whereas the complexity penalty shrinks. This is necessary to prove that these scoring functions are consistent, i.e. that in the limit of infinite data the structure which maximizes the score in fact is the true structure. As a consequence, however, the score becomes very flat near the optimum with a large number of local maxima, making the optimization problem extremely difficult to solve.

3 SparsityBoost: A New Score for Structure Learning

We design a new scoring function for structure learning that is both consistent and easy to solve regardless of the amount of data that is available for learning. The key property that we want our new scoring function to have is that as the amount of data increases, optimization becomes easier, not harder. When little data is available, it should reduce to the existing scoring functions.

Our approach is to add, to the BIC score, new terms derived from statistical independence tests. Before introducing the new score we provide some background on hypothesis testing. Let \( \mathcal{P} \) denote the simplex of (joint) probability distributions over a pair of random variables, and let \( \mathcal{P}_0 \) denote the subset of product distributions: \( \mathcal{P}_0 = \{ q \in \mathcal{P} \mid MI(q) = 0 \} \). For \( q \notin \mathcal{P}_0 \), the magnitude of \( MI(q) \) provides a measure of how far \( q \) is from the set of product distributions. For \( \eta > 0 \), we define \( \omega_N := \{ q \mid MI(q) \geq \eta \} \). The testing procedure has \( \omega_N \) as input, null hypothesis \( H_0 \) (independence) for \( p \in \mathcal{P}_0 \), and alternative hypothesis \( H_1 \) for \( p \in \mathcal{P}_\omega \). The Type I error \( \alpha_N \) is defined as the probability of the test rejecting a true \( H_0 \), the Type II error \( \beta_N \) is defined as the probability of the test falsely accepting \( H_0 \), and the power is defined as \( 1 - \beta_N \).

The theory of Neyman-Pearson hypothesis testing for composite hypotheses tells us how to construct a hypothesis test of maximal power for any \( \alpha_N \) (Hoeffding, 1965; Dembo & Zeitouni, 2009). In our setting, the test corresponds to computing \( MI(\omega_N) := MI(p(\omega_N)) \) and deciding on \( H_1 \) if the test statistic exceeds a threshold \( \gamma \). Let \( \beta_N(\gamma) \) denote the Type II error of the Neyman-Pearson test with threshold \( \gamma \).

We propose using in our score the Type II error of the test with threshold \( MI(\omega_N) \),

\[ \beta^p_N(\gamma) := \Pr_{Y_N \sim p^n} \{ MI(Y_N) \leq MI(\omega_N) \} , \]

where \( p^n \) is the \( M \)-projection of \( p(\omega_N) \) onto \( \mathcal{P}_\rho \), that is, with \( H(\cdot) \) denoting the Kullback-Leibler divergence,

\[ p^n := \arg\min_{p \in \mathcal{P}_\rho} H(p(\omega_N) \| p) . \]

An intuitive explanation for the Type II error is that \( \beta^p_N(\gamma) \) is the probability of obtaining a test statistic \( MI(Y_N) \), \( Y_N \sim p^n \), that is more extreme, in the wrong direction of independence, than the observed test statistic \( \gamma \). On the one hand, if \( \omega_N \sim p_0 \in \mathcal{P}_0 \), then with high probability the power of the test with threshold \( MI(\omega_N) \) approaches 1 and \( \beta^p_N(\gamma) \) approaches 0, exponentially fast as \( N \to \infty \); on the other hand, if \( N \sim p_1 \in \mathcal{P}_\rho \), where \( \epsilon > \eta \), then with high probability the power approaches 0 and \( \beta^p_N(\gamma) \) approaches 1, as \( N \to \infty \).

Now we can state our new score for structure learning and explain its remaining features:

\[ S_{n,v_1,v_2}(\omega_N,G) = LL(\omega_N|G) - \psi_1(\cdot) | G \} + \psi_2(\cdot) \cdot \]

\[ \sum_{(A,B) \notin G} \max_{\{S \in S_{A,B}(G) \mid S \in \text{eval}(S)\}} \min_{\beta_N} -\ln \left[ \beta^p_N(\gamma) (MI(p(\omega_N,A,B|s))) \right] \]

The first line is the BIC score. In the second line \( \psi_2(N) \) is a weighting function such that \( \psi_2(N)/N \to 0 \) as \( N \to \infty \): \( \psi_2(N) := 1 \) in the experiments. Each term in the sum is called a sparsity boost. The sum contains one sparsity boost for each nonexistent edge \( (A,B) \notin G \). If \( A \perp B | S = s \), then the sparsity boost is \( \Theta(N) \) as \( N \to \infty \), and if \( A \not\perp B | S = s \), then it is \( O(1) \), and further, in that case the sparsity boost becomes insignificant compared to the LL term (since \( \psi_2(N)/N \to 0 \)).

Second, the sets \( S_{A,B}(G) \), called separating sets, are certain subsets of the power set of \( V \setminus \{A,B\} \), which provide certificates for statistical recovery of \( G \). More precisely, we have \( (A,B) \notin G \), if and only if there is a witness \( S \in S_{A,B}(G) \) such that \( A \perp B | S \). The most common ways of defining \( S_{A,B}(G) \) are as follows:

\[ S_{A,B}(G) = \{ S \in C \} \mid |S| \leq d \} , \]

\[ S_{A,B}(G) = \{ \{ A \} \} \}

The family of assignments \( (A,B,G) \to S_{A,B}(G) \) for all \( (A,B) \) ranging over distinct pairs of vertices and \( G \) over some family \( G \) of DAGs, constitutes a collection of separating sets, denoted by \( \mathcal{S} \).
In order for $A \perp \perp B | S$ to hold, we must have $A \perp \perp B | s$, for every joint assignment $s \in \text{Val}(S)$. This is the reason for taking the minimum over $s \in \text{Val}(S)$ of the possible sparsity boosts. The existence of just one $S \in S_{A,B}(G)$ such that $A \perp \perp B | S$ suffices to rule out $(A, B)$ as an edge in $G$. This is the reason for taking the maximum over $s \in S_{A,B}(G)$. The sparsity boost is $O(1)$ for an $(A, B) \in G$, and $\Theta(N)$ for an $(A, B) \not\in G$.

It remains to explain how to compute $\beta^p_{N, \gamma}$ in the implementation of the score $S_{N, \gamma, \psi_2}$. According to the definition (2), $p^0$ is data-dependent, and this makes it impractical to compute $\beta^p_{N, \gamma}(MI(\omega_N))$ quickly enough for use in our algorithm. We make an approximation by fixing $p^0$ to be a single “reference” distribution, with uniform marginals and satisfying $MI(p^0) = \eta$. In the case when $\text{Val}(X_i) = \{0, 1\}$, there are two such distributions. Namely, let $p^0$ denote the uniform distribution, and let

$$p^0(t) = \begin{cases} \frac{1}{2} + t & \frac{1}{2} - t \\ \frac{1}{2} - t & \frac{1}{2} + t \end{cases}$$

for all $t \in \left[-\frac{1}{4}, \frac{1}{4}\right]$. (5)

Clearly, $p^0(t)$ has uniform marginals. Consider the function $MI(p^0(t))$ for $t \in \{0, \frac{1}{4}\}$. On this interval $MI(p^0(t))$ is positive, increasing, and has range $(0, MI(p^0(\frac{1}{4})))$. Thus for each $\eta$ in the range, there is a unique parameter value $t^+_\eta$ such that $MI(p^0(t^+_\eta)) = \eta$. By symmetry, we also have $MI(p^0(-t^+_\eta)) = \eta$; fix

$$p^\eta := p^0(t^+_\eta).$$

(6)

We compute $t^+_\eta$ by a binary search in the interval $(0, \frac{1}{4})$; by (5) and (6) this suffices to compute $p^\eta$, and has to be done only once during the algorithm’s setup.

Having computed $p^\eta$, we can compute $\beta^p_{N, \gamma}(\gamma)$ for many values of $N, \gamma$, and store them in a table. During the learning phase, we evaluate $\beta^p_{N, \gamma}(MI(\omega_N))$ by interpolation. We explain more details in Sec. 5.

**Related work.** Our new score is similar to other “hybrid” algorithms that use both conditional independence tests and score-based search for structure learning, notably Fast 2010’s Greedy Relaxation algorithm (RELAX) and Tsamardinos et al. 2006’s Max-Min Hill-Climbing (MMHC) algorithm. The MMHC algorithm has two stages, first using independence tests to construct a skeleton of the Bayesian network, and then performing a greedy search over orientations of the edges using the BDPU score. The RELAX algorithm starts by performing conditional independence tests to learn constraints, followed by edge orientation to produce an initial model. After the first model has been identified, RELAX uses a local greedy search over possible relaxations of the constraints, at each step choosing the single constraint which, if relaxed, leads to the largest improvement in the score. Both of these algorithms separate the constraint- and score-based approaches into two distinct steps, in contrast to our approach which directly incorporates the conditional independence tests as a term in the score itself.

The only other work that we are aware of that has studied the incorporation of reliability of independence tests in score-based structure search is de Campos (2006). Their objective function is very different from ours, comparing the empirical mutual information to its expected value assuming independence (using the $\chi^2$ distribution). In contrast to de Campos’s MIT score, the SparsityBoost score is consistent, provably able to recover the true structure.

**Importance of using Type II error.** To our knowledge, all previous approaches for Bayesian network structure learning use the Type I error $\alpha_N$ in assessing the reliability of an independence test, which is asymptotically given by the $\chi^2$ distribution. A relatively high threshold needs to be specified in order to prevent the false rejection of independence and to correct for multiple hypothesis testing. One of our key contributions is to show how to use $\beta_N$, the Type II error. Minimizing the Type II error is essential because we want to err on the side of caution, only having a large sparsity boost if we are sure that the corresponding edge does not exist. Type I errors, on the other hand, can be corrected by the part of the objective corresponding to the BIC score. If we had instead used the Type I error probability within our score, it would have corresponded to a dependence boost rather than independence, and would be fooled if we failed to find a good separating set (e.g., for computational reasons).

4 Polynomial Sample Complexity of the SparsityBoost Score

4.1 Statement of Main Results

In this section, we prove the consistency of the SparsityBoost score. In order to state our main results, we need to define certain additional parameters. First, there is a (small) positive integer, $d$, which bounds the in-degree of all vertices in $G$. The family of BNs on $n$ vertices satisfying this condition is called $\mathcal{G}^d$.

Second, we formalize the notion of the minimal edge strength $\epsilon$ in $G$. Define

$$S_{A,B}(\mathcal{G}^d) := \bigcup_{G \in \mathcal{G}^d} S_{A,B}(G).$$

Recall that the witness sets in $S$ provide certificates for statistical recovery of $G$. We quantify the edge strength of $(A, B) \in G$ with respect to $S_{A,B}(\mathcal{G}^d)$, i.e.
the amount of dependence even after conditioning, by
\[ \epsilon((A,B), S_{A,B}(G')) := \min_{S \in S_{A,B}(G')} \max_{s \in \text{Val}(S)} MI(p(A, B|s)) \]
Then, let \( \epsilon = \epsilon(G) = \min_{(A,B) \in E(G)} \epsilon((A,B), S_{A,B}(G')) \).
Next, we need the notion of an error tolerance \( \zeta > 0 \), which in turn follows from a notion of a \( G' \in G^d \)
being \( \zeta \)-far from the true network \( (G, P) \). For any \( G' \in G^d \), define the probability distribution \( p_{G',P} \) over \( \mathcal{X} \) to be the distribution which factors according to \( G' \) and minimizes the KL-divergence from \( P \), i.e.
\[ p_{G',P} := \arg\min_{Q : G' \text{ is an I-map for } Q} H(P||Q). \]
We call \( H(P||p_{G',P}) \) the divergence of \( P \) from \( G' \), and if \( H(P||p_{G',P}) > \zeta \) we say that \( G' \) is \( \zeta \)-far from \( (G, P) \). In Theorem 1(a) we set an error tolerance of \( \zeta \), which is to say that we specify that our learning algorithm should rule out all \( G' \) which are \( \zeta \)-far from \( (G, P) \).
Finally, we need \( m \), the (maximum) inverse probability of an assignment to a separating set. More precisely, for any \( A, B \in V^2 \), \( A \neq B \), and \( S \in S_{A,B}(G^d) \), let \( m_P(S) := \max_{s \in \text{Val}(S)} |P(S = s)|^{-1} \). Then let
\[ m = m_P(G,G^d,S) := \max_{(A,B) \in G} \max_{S \in S_{A,B}(G^d)} m_P(S). \tag{7} \]
For all \( (A,B) \notin G \), there will be at least one witness \( S \in S_{A,B}(G) \) such that \( A \perp B|S \). Let
\[ \hat{S}_P((A,B),G) := \arg\min_{S \in S_{A,B}(G) \setminus A \perp B|S} m_P(S). \]
Finally, let
\[ \hat{m}_P(G,S) := \max_{(A,B) \notin G} m_P(\hat{S}_P((A,B),G)). \tag{8} \]

**Theorem 1** Suppose that \( (G, P) \in G^d \) is a Bayesian network of \( n \) binary random variables and \( G \) is a perfect map for \( P \). Set \( S_{A,B}(G) = \{ S \subset V \setminus \{A,B\} \mid |S| \leq d \} \). Assume that \( (G, P) \in G^d \) has minimal edge strength \( \epsilon > 0 \), and minimal assignment probabilities \( m \), as defined in (7) and \( \hat{m}_P(G,S) \), as defined in (8).
Fix \( \eta = \lambda \kappa \) for \( \lambda \in (0,1) \), an error probability \( \delta > 0 \), and a tolerance \( \zeta > 0 \). Let \( S_\eta \) denote our score \( S_{\psi_1, \psi_2} \) for \( \psi_1(N) := \kappa \log(N) \) and \( \psi_2(N) = 1 \). Let \( \omega_N \) be a sequence of observations sampled i.i.d. from \( P \).

(a) There is a function \( N(\epsilon, m, n; \delta, \zeta; \eta, \kappa) \) in
\[ \tilde{O} \left( \max \left( \frac{\log(n)m}{\epsilon^2}, \frac{n^2 \hat{m}_P^2}{\zeta^2} \right) \log \frac{1}{\delta} \right) \]
as \( \epsilon, \zeta, \delta \to 0^+, n, m \to \infty \), such that for all \( N > N(\epsilon, m, n; \delta, \zeta; \eta, \kappa) \), with probability \( 1 - \delta \), we have
\[ S_\eta (G, \omega_N) > S_\eta (G', \omega_N), \]
for all \( G' \in G^d \) which are \( \zeta \)-far from \( G \).

(b) Then there is a function \( N(\epsilon, m, \hat{m}_P, n; \delta; \eta, \kappa) \) in
\[ \tilde{O} \left( \max \left( \frac{\log(n)m}{\epsilon^2}, \frac{n^2 \hat{m}_P^2}{\zeta^2} \right) \log \frac{1}{\delta} \right) \]
as \( \epsilon, \delta \to 0^+, n, m, \hat{m}_P \to \infty \), such that for all \( N > N(\epsilon, m, \hat{m}_P, n; \delta; \eta, \kappa) \), with probability \( 1 - \delta \), we have
\[ S_\eta (G, \omega_N) > S_\eta (G', \omega_N), \]
for all \( G' \in G^d \) such that \( \text{Skel}(G') \not\subset \text{Skel}(G) \).

In order to explain the significance of this result, it is helpful to relate it to three representative sample complexity results in the literature: Höffgen (1993), Friedman & Yakhini (1996), Zuk et al. (2006). The result of Zuk et al. differs from the other two and from our result because it only gives conditions for the (BIC) score of \( G \) to beat that of an individual competing network \( G' \), not a family, such as \( G^d \). The main difference between Höffgen and Friedman & Yakhini is that, like our result, Höffgen assumes that the competing network lies in \( G^d \) and achieves a sample complexity that is polynomial in \( n = \text{card}(V) \), while Friedman & Yakhini puts no restriction on the in-degree of competing networks, and obtains complexity that is exponential in \( n \). Our result and Zuk et al. differ from both Höffgen and Friedman & Yakhini in that we provide guarantees for learning the correct DAG structure \( G \) (or at least a \( G \) without false edges), not just a distribution \( P \) which is \( \zeta \)-close to \( P \). For this reason, only our paper and Zuk et al. need to define a minimal edge strength as a parameter, whereas for Höffgen and Friedman & Yakhini the main parameter is the error tolerance \( \zeta \), which they call \( \epsilon \).

### 4.2 Overview of Proofs

The proof of Theorem 1 consists of showing that for all sufficiently large \( N \) we can find a (probable) lower bound on the score difference,
\[ S_\eta (G, \omega_N) - S_\eta (G', \omega_N), \quad G, G' \in G^d, \omega_N \sim G. \tag{9} \]
The score difference breaks down into a sum of the following terms:

(a) The difference of log-likelihood terms, \( LL(G, \omega_N) - LL(G', \omega_N) \).

(b) The difference of complexity penalties, \( \kappa \log(N)(|G'| - |G|) \).

(c) For each distinct pair of vertices \( A, B \in V \) such that neither \( G \) nor \( G' \) has \( (A, B) \) as an edge, the difference of the sparsity boosts in the objective functions of \( G \) and \( G' \), for that nonexistent edge.
(d) For each true edge \((A, B) \in G\) missing from \(G'\), the negative of the sparsity boost for \((A, B) \notin G'\).

(e) For each false edge \((A, B) \notin G\) present in \(G'\), the (positive) sparsity boost for \((A, B) \notin G\).

With the choice of \(S\) in the Theorem, \(S_{A,B}(G') = S_{A,B}(G)\) for all \(A, B \in V^2\), which implies that (c) is exactly 0. Furthermore, (b) is clearly \(O(\log N)\) for \(G, G' \in G''\), while both (a) and (e) will turn out to be \(\Theta(N^{\alpha})\) for \(\alpha > 0\), so that (b) has only minor impact on the sample complexity.

So we will focus on how to estimate (a), (d), and (e). Conceptually, estimating each of these terms calls for the same type of result: a concentration lemma stating how quickly the empirical \(LL\) and \(MI\) converge to the “ideal” counterpart \(LL(\cdot, \cdot)\) (for (a)), respectively \(MI(\cdot, \cdot)\) (for (d) and (e)) converges to the “ideal” counterpart \(LL(\cdot, \cdot)\) (for (b)) respectively. MI(P, A, B|s). In fact, both of the latter consist of a polynomial in \(n\) number of terms (where we use the hypothesis \(G \in G''\)) of the form \(p \log p\) for parameters \(p\) of certain Bernoulli random variables.

**Proposition 1** Let \(p \in (0, 1)\) be given and \(X(p)\) the Bernoulli random variable with parameter \(p\). Let \(\epsilon, \delta \geq 0\) be given. For \(Y_N \sim p\), denote the empirical parameter \(p_{Y_N}\) by \(\hat{p}_N\). Then there is a function

\[
N(\epsilon, \delta) = O \left( \left( \frac{1}{\epsilon^2} \right) \log \frac{1}{\delta} \right) ,
\]

as \(\epsilon, \delta \to 0^+\) with the property that for \(N > N(\epsilon, \delta)\),

\[
\Pr \left( |\hat{p}_N \log \hat{p}_N - p \log p| < \epsilon \right) \geq 1 - \delta.
\]

Proposition 1 improves slightly on Lemma 1 in Höffgen (1993), by replacing \(O(\cdot)\) with \(O(\cdot)\) in (10).

A key feature of Proposition 1, for obtaining our concentration results for \(LL\) and \(MI\) is that (10) is independent of the Bernoulli parameter \(p\). From the concentration result for \(LL\), we can show that (a) is with high probability positive and larger than \(N \zeta / 3\), for all \(G'\) which are \(\zeta\)-far from \(G\) and for sufficiently large \(N\). From the concentration result for \(MI\) we can show that a sparsity boost from a true edge is bounded above by a constant for sufficiently large \(N\) (linear in \(m\)). So the negative contribution of (d) is bounded.

These bounds suffice to prove Theorem 1(a).

In the proof of Theorem 1(b), from the concentration result for \(LL\), we can show that (a) is with high probability larger than a constant times \(-n \sqrt{\log(n) N}\). Furthermore, a sparsity boost from a false edge is \(\Omega(\Gamma(\eta) N)\), where the speed \(\Gamma(\eta)\) of the linear growth is on the order of \(\eta^2\) as \(\eta \to 0^+\). To show the latter, we first apply Proposition 1, given a witness, to prove that \(MI(\omega_N, A, B |s)\) is (likely) less than \(\eta / 2\). Second, using a Chernoff bound, we show that \(- \log \beta_N^p(\gamma)\) is \(\Omega(\eta^2 N)\) for \(\gamma < \eta / 2\). So, with high probability the positive contribution of (e) eventually overwhelms any negative contribution of (a).

The techniques derived from the Chernoff bound yield a version of Theorem 1(b) with an exponent of 4 on \(\epsilon\) in the denominator of the term \(n^2 \hat{m}_p / \epsilon^2\). To improve the exponent to 2, we need a strengthened result on the linear growth of a sparsity boost from a false edge, in which the speed \(\Gamma(\eta)\) is on the order of only \(\eta\) instead of \(\eta^2\), as \(\eta \to 0^+\).

We have used a new method derived from Sanov’s Theorem instead of Chernoff’s Bound. To our knowledge, the way we use Sanov’s Theorem to study the concentration of mutual information is a novel contribution to information theory. For all of the following we are assuming that \(Val(X_i) = \{0, 1\}\) for all \(X_i \in V\) so that \(P\) is the space of probability distributions over the alphabet \(\{0, 1\}^2\). We have already, in (5), given a parameterization of the path of distributions of uniform marginals in \(P\). We now generalize (5) and the associated parameterization by defining

\[
p(p_{A,0}, p_{B,0}, t) := \begin{pmatrix} p_{A,0} p_{B,0} + t & p_{A,0} p_{B,1} - t \\ p_{A,0} p_{B,1} + t & p_{A,1} p_{B,0} - t \end{pmatrix}
\]

where \(p_{A,1} := 1 - p_{A,0}\) and \(p_{B,1} := 1 - p_{B,0}\). When \((p_{A,0}, p_{B,0})\) ranges over \([0, 1]^2\) and \(t\) over \((t_{\min}, t_{\max})\) (an interval depending on \(p_{A,0}, p_{B,0}\), (11) parameterizes the whole space \(P\).

Since the \(t\) parameter is a measure of how far \(p\) is from \(P_0\), it is not surprising that we can derive formulas relating \(t\) to \(\sqrt{MI}\) in order to carry this out, we consider the function \(MI(p(p_{A,0}, p_{B,0}, t))\) as a function of \(t\) and carefully study the Taylor series expansion of this function around the basepoint \(t = 0\).

The reason for preferring the \(t\) parameter to \(MI\) itself is that by means of Sanov’s Theorem and Pinsker’s Inequality, we obtain a very general result which bounds \(- \log \beta_N^p(\gamma)\) from below by \(N\) times the squared \(L_\infty\)-distance of \(p^0\) from a distribution \(q^\gamma\). More specifically, defining the complement of \(P\) by

\[
A_\gamma := \{ p \in P \mid MI(p) \leq \gamma \},
\]

the distribution \(q^\gamma\) is defined as the I-projection of \(p^\gamma\) onto \(A_\gamma\). We would like to relate \(\|p^\gamma - q^\gamma\|_\infty\), to \(\|MI(p^\gamma) - MI(q^\gamma)\| = |\eta - \gamma|\), and the \(t\)-parameters act as an effective intermediary, because it is easy to show that \(\|p^\gamma - q^\gamma\|_\infty\) is on the order of \(|t_1^\gamma - t_0^\gamma|\), where \(t_1^\gamma\) is the \(t\)-parameter of \(q^\gamma\). Applying the relation of the preceding paragraph between \(t\) and \(\sqrt{MI}\) we obtain a bound, from below, of \(- \log \beta_N^p(\gamma)\) by something on the order of \((\sqrt{\eta} - \sqrt{\gamma})^2 N\).
5 Computation of \( \beta \) values

Exact computation. Here we give an exact formula for \( \beta^p_N(\gamma) \) using the Method of Types (Cover & Thomas, 2006, Chapter 11). Denoting the entries of \( p^T \) by \( (p_{0,0}, p_{0,1}, p_{1,0}, p_{1,1}) \), we have

\[
\beta^p_N(\gamma) = \sum_{T \in T_N} |T| \prod_{i,j=0}^{N} p_{i,j}^{T_{i,j}(Y_N)} 1[MI(Y_N) \leq \gamma],
\]

where \( T_{i,j}(Y_N) \) is the number of observations of \( (i,j) \) in the sampled sequence \( Y_N \) of length \( N \). Consider the set \( T_N \) of length-4 vectors of nonnegative integers \( (T_{0,0}, T_{0,1}, T_{1,0}, T_{1,1}) \) summing to \( N \). Every \( T \in T_N \) corresponds one-to-one with a distribution \( p_T \in \mathcal{P} \) (obtained by dividing every entry in \( T \) by \( N \)). Let \( |T| \) denote the number of sequences \( Y_N \) corresponding to type \( T \). Then it is not difficult to see that \( |T| \) is given by a multinomial coefficient and that

\[
\beta^p_N(\gamma) = \sum_{T \in T_N} |T| \prod_{i,j=0}^{N} p_{i,j}^{T_{i,j}(Y_N)} 1_{A_\gamma}(p_T), \quad (13)
\]

where \( 1_{A_\gamma} \) is the characteristic function of \( A_\gamma \) (see Eq. 12). We can use (13) to exactly compute \( \beta^p_N(\gamma) \), but because of the summation over \( T_N \) the running time of this algorithm is \( O(N^4) \), which will not scale to the range of \( N \) we need for our experiments.

Monte Carlo computation. In place of exact calculation, we estimate \( \beta^p_N(\gamma) \) by means of Monte Carlo integration, using importance sampling of the domain to reduce the variance. In order to implement this, we first observe that (13) essentially a Riemann sum for a definite integral, so that we may replace the summation with an integral. Second, the integrand we initially obtain in this manner has numerous discontinuities, because of the \( |T| \) factor. It makes the next steps easier to implement if we replace \( |T| \) with a (slightly larger) continuous approximation (Csiszar & Körner, 2011, p. 39). We finally obtain the following integral which approximates \( \beta^p_N(\gamma) \) given in (13):

\[
\left( \frac{N}{2\pi} \right)^{(N-1)/2} \int_{\mathcal{P}} e^{-N\ln(\gamma) ||p^T||^2} \prod_{i,j=0}^{N-1} q_{i,j}^{1/2} 1_{A_\gamma}(q) \, dq.
\]

For the Monte Carlo integration we use an importance sampling scheme based on the following idea: the integrand is largest when \( H(q || p^T) \) is small and \( q \in A_\gamma \), and so it should be strongly concentrated around \( q^* \) (the I-projection of \( p^T \) onto \( A_\gamma \)). We have an unproven conjecture, supported by numerical evidence, that \( q^* = p^{t^*_\gamma} := p^{t^*_\gamma}(t^*_\gamma) \) (the unproven part of this is that \( q^* \) has uniform marginals) for \( \gamma \) less than approximately 0.1109. The importance sampling algorithm samples points \( p \in \mathcal{P} \) i.i.d., favoring points near \( p^T \).

We use the parameterization (11) of \( \mathcal{P} \) and sample the parameters \( p_{A,0}, p_{B,0} \) & \( t \) independently according to Gaussian distributions. For the selection of the two marginals, we use identical Gaussians centered at \( \frac{1}{2} \) and becoming more concentrated (exponentially fast) around their mean as \( N \to \infty \). For the \( t \) parameter, we use a third Gaussian centered at \( t^*_\gamma \). For each \( (N, \gamma) \) we determine the concentration of the third Gaussian by sampling the integrand along the path \( p \left( \frac{1}{2}, \frac{1}{2}, t \right) \), in the segment \( (0, t^*_\gamma) \).

Since we cannot possibly tabulate \( \beta^p_N(\omega_N) \) for every empirical sequence that might arise, we tabulate \( \beta^p_N(\gamma) \) for \( N, \gamma \) in a strategically chosen grid of values, and during the learning phase we interpolate or extrapolate (as the need arises) from these tabulated values.

We interpolate/extrapolate \( \ln \beta^p_N(\gamma) \) linearly in the statistics \( N \) and \( H(p^T || p^0) \). Sanov’s Theorem gives heuristic support to this procedure, but ultimately our justification for this procedure rests on the empirical results presented in Section 6 below.

6 Experimental Results

Computing the confidence measure. In Figure 1 we present several empirical results that help to justify our methods for calculating \( \beta^p_N(\gamma) \), our new measure of the reliability of an independence test. First, in (a), we show that using the method of summing over types to calculate \( \beta^p_N(\gamma) \) has a running time which is \( O(N^4) \), whereas the Monte Carlo method explained in Section 5 is \( O(1) \) as \( N \to \infty \). Thus, although it is feasible to pre-compute \( \beta^p_N(\gamma) \) for small values of \( N \), exact calculation is impractical for \( N \) much larger than 200.

As for the accuracy of the Monte Carlo estimation, the table in Figure 2 shows that for very small \( N \), e.g. \( N < 50 \), some multiplicative errors for our method of \( \approx 30\% \) are observed, but by the time we reach \( N = 100 \), the errors are consistently < 10%. Figure 1(b) shows that, for \( N = 200 \), the Monte Carlo estimate has a consistently small error over the range of \( \gamma \).

The linear interpolation procedure for obtaining \( \ln \beta^p_N(\gamma) \) from the pre-computed tables of \( \ln \beta^p_N(\gamma) \) receives heuristic support from Sanov’s Theorem; it receives empirical support from Figure 1(c) (resp. (d)), which shows that the dependence of \( \ln \beta^p_N(\gamma) \) on \( N \) (resp. \( H(p^\gamma || p^0) \)), assuming all other inputs are fixed, is roughly linear.

Sample Complexity. In this section we study the accuracy of our learning algorithm as a function of the amount of data we provide it. We compare our algorithm to two baselines: BIC and Max-Min Hill-Climbing. BIC is equivalent to our score without
the sparsity boost terms. MMHC is state-of-the-art in terms of both speed and quality of recovery, and has been shown to outperform most other constraint-based approaches (Tsamardinos et al., 2006). As we discussed earlier, MMHC is also a hybrid algorithm, using both conditional independence tests and score-based search. We use the implementation of MMHC provided by the authors as part of Causal Explorer 1.4 (Aliferis et al., 2003), with the default parameters.1

We use an integer linear program to exactly solve for the Bayesian network that maximizes the BIC or SparsityBoost scores (Jaakkola et al., 2010; Cussens, 2011). To solve the ILP, we use Cussens’ GOBNILP 1.2 software together with SCIP 3.0 (Achterberg, 2009). Conveniently, since the sparsity boost terms in our objective can be subsumed into the parent set scores, we can use these off-the-shelf Bayesian network solvers without any modification.

The data that we use for learning is sampled from synthetic distributions based on the Alarm network structure (Beinlich et al., 1989). The Alarm network has 37 variables, 46 edges, and a maximum in-degree of 4. In our synthetic distributions, every variable has only two states, and its conditional probability distribution is given by a logistic function,

\[ p(X_i = 1 | \mathbf{x}_{Pa(i)}) = \frac{1}{1 + e^{-\theta_i \cdot \mathbf{x}_{Pa(i)} - u_i}}. \]

We sampled 10 different distributions, with parameters drawn according to \( \theta_j \sim U[-5, 5] + \frac{1}{4} \mathcal{N}(0, 1) \) for \( j \in Pa(i) \) and \( u_i \sim \frac{1}{4} \mathcal{N}(0, 1) \). For each value of \( N \), a new set of \( N \) samples were drawn from the corresponding synthetic distribution. The results shown are the average for each of these 10 synthetic distributions.

We use \( S_{A,B}(G) \) from Eq. 3 with \( d = 2 \), enumerating over all separating sets of size at most two. Larger separating sets are less useful because they lead to a smaller \( \epsilon \), less data, and more computation to create the objective. In the Alarm network, for every \( (A, B) \notin G \) there is a separating set \( S \) such that \( |S| \leq 2 \) and \( A \perp B | S \). Regardless, if a separating set for an inexisten edge cannot be found, our score simply reduces to the BIC score, so no harm is done.

Our results are shown in Figure 3. We measure the quality of structure recovery using the Structural Hamming Distance (SHD) between the partially directed acyclic graphs (PDAG) representing the equivalence classes of the true and learned networks (Tsamardinos et al., 2006). The SHD is defined as the number

---

1Threshold for \( \chi^2 \) test of .05 and Dirichlet hyperparameters equal to 10. Varying these did not improve results.
of edge additions, deletions, or reversals to make the two PDAGs match. The plots for SparsityBoost with η = 0.005 and η = 0.02 (not shown) are nearly identical to that of η = 0.01. SparsityBoost consistently learns better structures than MMHC or BIC, and often perfectly recovers the networks after only 1600 samples. SparsityBoost obtains a smaller average error with 3000 samples than BIC does with 6000, representing a more than 50% reduction in the number of samples needed for learning. We also found that the SparsityBoost results had substantially less variance than either BIC or MMHC.

Our theoretical results only guarantee exact recovery when η < ε. For each of the synthetic distributions we computed ε(A, B) for all of the edges (A, B) in the true structure (see Sec. 4.1 for definition). The minimum of these, that is to say ε, ranged from .000028 to .0047, which is in fact smaller than the largest value of η considered in our experiments (.005). Despite this, we obtained excellent empirical results for SparsityBoost with η ∈ {.005, .01, .02}. This may be partially explained by the average value of ε(A, B) being .062. Even when we push η to be as high as .04, SparsityBoost converges to an average SHD of at most 3 (see Fig. 3). Thus, our new objective appears to be particularly robust to choosing the wrong value of η.

**Running Time.** We show the running time of our new objective compared to BIC in Figure 4. The figure shows the total time, which includes both the time to compute the score of all parent sets and the time to solve the ILP to optimality. These results confirm our hypothesis that the new score would be substantially easier to optimize. We found that the linear programming relaxation for SparsityBoost (with η = 0.01) was tight on nearly all instances: branch-and-bound did not need to be performed. Once the SparsityBoost objective has been computed, the ILP is solved within 6 seconds in every single instance.

The timing experiments reported in this section were performed on a single core of a 2.66 Ghz Intel Core i7 processor with 4 GB of memory. MMHC’s average running time was less than 8 seconds for all sample sizes. MMHC is significantly faster because it quickly prunes edges that cannot exist and in its second step uses a greedy (rather than exact) optimization algorithm for score-based search.

## 7 Discussion

Our approach maintains the advantages of other score-based approaches to structure learning, such as the ability to find the K-best Bayesian networks and ease of introducing additional constraints (e.g., from interventional data). In order to optimize our score, virtually any optimization procedure can be used. Since the ILP is easy to solve, this suggests that greedy structure search may also be able to easily find the best-scoring Bayesian network under the SparsityBoost score.

One subject for future investigations is to generalize and sharpen our results in various ways. Using a similar construction for pψ, we believe it should be possible to extend our score and proof of consistency to non-binary variables. We also believe it will be possible to eliminate the dependence of N(ε, m, mη, p; ω; η), ranged from .000028 to .0047, which is in fact smaller than the largest value of η considered in our experiments (.005). Despite this, we obtained excellent empirical results for SparsityBoost with η ∈ {.005, .01, .02}. This may be partially explained by the average value of ε(A, B) being .062. Even when we push η to be as high as .04, SparsityBoost converges to an average SHD of at most 3 (see Fig. 3). Thus, our new objective appears to be particularly robust to choosing the wrong value of η.

Another issue to be explored as a future line of investigation is the choice of pψ in our measure of reliability, βψη(γ). The overall motivation for βψη(γ) is to capture the probability of Type II error of a statistical test with independent distributions Pψ as the null hypothesis H0 and all distributions Pη as the alternative hypothesis H1. The choice of uniform marginals for pψ represents an expedient choice, providing an objective function that is manageable to implement and compute, yet still has a reasonable theoretical and empirical sample complexity. Better results might be obtained by setting the marginals of pψ to approximate those of p(ωN). More generally, one can contemplate incorporating various other statistically derived probabilities into the objective function.

This leads to the broader point that objective functions, and the optimization of them over discrete spaces of structures, are ubiquitous throughout computer science and statistics. Our work suggests a new paradigm for incorporating information from “classical” hypothesis tests into the objective functions used for machine learning. This new paradigm provides both computational and statistical efficiency.
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Abstract

Transferring knowledge across a sequence of reinforcement-learning tasks is challenging, and has a number of important applications. Though there is encouraging empirical evidence that transfer can improve performance in subsequent reinforcement-learning tasks, there has been very little theoretical analysis. In this paper, we introduce a new multi-task algorithm for a sequence of reinforcement-learning tasks when each task is sampled independently from (an unknown) distribution over a finite set of Markov decision processes whose parameters are initially unknown. For this setting, we prove under certain assumptions that the per-task sample complexity of exploration is reduced significantly due to transfer compared to standard single-task algorithms. Our multi-task algorithm also has the desired characteristic that it is guaranteed not to exhibit negative transfer: in the worst case its per-task sample complexity is comparable to the corresponding single-task algorithm.

1 INTRODUCTION

A dream of artificial intelligence is to have lifelong learning agents that learn from prior experience to improve their performance on future tasks. Our interest in the present paper is in how to transfer knowledge and improve performance across a sequence of reinforcement-learning [Sutton and Barto, 1998] problems, where each task itself involves sequential decision making under uncertainty in an unknown environment. We assume that each task is drawn from a finite set of Markov decision processes with identical state and action spaces, but different reward and/or transition model parameters; however, the MDP parameters are initially unknown and the MDP identity of each new task is also unknown. This model is sufficiently rich to capture important applications like tutoring systems that teach a series of students whose initially unknown learning dynamics can be captured by a small set of types (such as honors, standard and remedial), marketing systems that may characterize a customer into a finite set of types and use that to adaptively provide targeted advertising over time, and medical decision support systems that seek to provide good care to patients suffering from the same condition for whom the best treatment strategy may be characterized by a discrete hidden latent variable that captures the patient’s physiology.

Although there is encouraging empirical evidence that transferring information across tasks can improve reinforcement learning performance (see Taylor and Stone [2009] for a recent survey), there has been almost no theoretical work to justify or quantify the benefits. This is highlighted as one of the key limitations of the existing research by Taylor and Stone [2009], and there have been only a few papers since then that provide any theoretical analysis [Lazaric and Restelli, 2011, Mann and Choe, 2012]. In particular, we are aware of no work that seeks to formally analyze how transferred knowledge can accelerate reinforcement learning in a multi-task settings.

In contrast, there has been a substantial amount of interest over the last decade on Probably Approximately Correct (PAC) reinforcement learning in the single-task setting (e.g. [Kearns and Singh, 2002, Brafman and Tennenholtz, 2002]). This line of work formally quantifies the worst-case learning speed of a reinforcement-learning algorithm, defined as the number of steps in which the agent may fail to follow an $\epsilon$-optimal policy.

In this paper, we introduce a new algorithm for multi-task reinforcement learning, and prove under certain assumptions that the per-task sample complexity is significantly reduced due to transfer compared to the single-task sample complexity. Furthermore, unlike most prior multi-task or transfer reinforcement learning algorithms, our proposed algorithm is guaranteed to avoid negative transfer: the decrease in performance that can arise when misleading information is transferred from a source to target task.
2 PRELIMINARIES

This paper focuses on discrete-time, finite Markov decision processes (MDPs) defined as a tuple \( \langle S, A, P, R, \gamma \rangle \), where \( S \) is the finite state space, \( A \) the finite action space, \( P \) is the transition probability function, \( R \) the reward function, and \( \gamma \in (0, 1) \) the discount factor. The reward function is bounded and without loss of generality takes values in \([0, 1]\). For convenience, we also use \( S \) and \( A \) to denote the cardinality of the state and action spaces, respectively.

A deterministic policy \( \pi : S \rightarrow A \) defines what action to take in a given state. Its value function, \( V^\pi(s) \), is defined as the expected total discounted reward received by executing \( \pi \) starting from state \( s \in S \). Similarly, the state–action value function, \( Q^\pi(s, a) \), is defined as the expected total discounted reward received by taking action \( a \) in state \( s \) and following \( \pi \) thereafter. It is known [Puterman, 1994] that there exist optimal value functions satisfying: \( V^* = \max_\pi V^\pi \) and \( Q^* = \max_\pi Q^\pi \); furthermore, the greedy policy with respective to \( Q^* \) is optimal.

Typically, a reinforcement-learning (RL) [Sutton and Barto, 1998] agent does not know the transition probability and reward functions, and aims to optimize its policy via interaction with the MDP. The main objective of RL is to approximate an optimal policy with as few interactions as possible. One formal framework for analyzing the speed of learning in RL, which we adopt here, is the sample complexity of exploration [Kakade, 2003], or sample complexity for short. Fix parameters \( \epsilon > 0 \) and \( \delta > 0 \). An RL algorithm \( A \) can be viewed as a nonstationary policy whose value functions can be defined similarly to stationary policies \( \pi \) above. At any timestep \( h \), we compare the policy value to the optimal policy value in the current state \( s_h \). If \( V^*(s_h) - V^A_h > \epsilon \), then \( A \) is not near-optimal in timestep \( h \), and a mistake happens. If, with probability at least \( 1 - \delta \), the total number of mistakes made by an algorithm is at most \( \zeta(\epsilon, \delta) \), then \( \zeta \) is called the sample complexity of exploration. RL algorithms with a polynomial sample complexity is called PAC-MDP. Further details and related works are found in the survey of Strehl et al. [2009].

In this paper, we consider multi-task RL across a series of \( T \) reinforcement-learning tasks, each run for \( H \) steps. We assume each task is sampled from a set \( \mathcal{M} \) of \( C \) MDPs, which share the same state and action spaces, and discount factor, but have different reward and/or transition dynamics. Finally, we denote by \( V_{\max} \) an upper bound of the value function. Note that \( V_{\max} \leq 1/(1 - \gamma) \), but can be much smaller than this upper bound in many problems.

3 PAC-MDP MULTI-TASK RL

We are interested in exploring whether it is possible to reduce sample complexity when the agent faces a sequence of tasks drawn i.i.d. from a distribution, and if so, how this benefit can be achieved by an algorithm.

Prior work suggests that higher performance is achievable when there is some known structure about the RL MDP parameters. In particular, past research has shown that when a task is drawn from a known distribution over a known finite set MDPs, the problem can be cast as a partially observable MDP planning problem, and solved to yield the Bayes optimal solution if the set cardinality is small [Poupart et al., 2006, Brunskill, 2012]. Although the past work did not examine the sample complexity of this setting, it does suggest the possibility of significant improvements when this structure can be leveraged.

Encouraged by this work, we introduce a two-phase multi-task RL algorithm. Since at the beginning the agent does not know the model parameters, it does single-task learning and uses the observed transitions and rewards to estimate the parameters of the set of underlying MDPs at the end of phase one. In the second phase, the agent uses these learned models to “accelerate” learning in each new task. We will shortly provide details about both phases of this algorithm, whose performance is formally analyzed in the next section. Before doing so, we also note that our multi-task RL algorithm is designed to minimize or eliminate the potential of negative transfer: tasks where the algorithm performs much worse than a single-task RL algorithm.

Compared to Bayesian approaches, our algorithm development is motivated and guided by sample-complexity analysis. In addition to the guard against negative transfer, our approach is robust, as guaranteed by the theory; this benefit can be shown empirically even in a toy example.

In the following discussion, for clarity we first present a slightly simplified version of our approach (Algorithm 1), before discussing a few additional details in Section 3.3 that involve subtle technicalities required in the analysis.

---

**Algorithm 1 Multi-task RL Algorithm**

0: Input: \( T_1, C \).
1: for \( t = 1, 2, \ldots, T_1 \) do
2: Receives an unknown MDP \( M_t \in \mathcal{M} \)
3: Run \( E^T \) in \( M_t \) for \( H \) steps to get counts \( o(s, a, s', t) \)
4: end for
5: Combine counts into \( \hat{C} \leq \hat{C} \) groups where \( \hat{o}(s, a, s', c) \) is the counts for the \( c \)-th group.
6: for \( t = T_1 + 1, \ldots, T \) do
7: Receive unknown \( M_t \in \mathcal{M} \).
8: Run Finite-Model-RL on \( M_t \).
9: if MDP group of task \( M_t \) is identified then
10: Incorporate state-action visitation counts from \( M_t \) to the group.
11: end if
12: end for
Algorithm 2 Finite-Model-RL
0: Input: $S, A, \bar{o}, \hat{C}, m, \xi, \epsilon$.
1: Initialize the version space: $C \leftarrow \{1, \ldots, \hat{C}\}$.
2: $\forall 1 \leq i < j \leq \hat{C}: c_{ij} \leftarrow 0$, $\Delta_{ij} \leftarrow 0$.
3: $\forall s, a : o(s, a) \leftarrow 0$ (Initialize counts in current task).
4: $\text{KNOWN} \leftarrow \text{Check-Known}(S, A, \epsilon, \bar{o}, \hat{C}, m, \omega, \epsilon)$.
5: Use $E^3$ algorithm to compute an explore-or-exploit policy and the corresponding value function.
6: Initialize start state $s$.
7: for $h = 1, \ldots, H$ do
8:   Take action $a$, receive reward $r$, and transition to the next state $s'$.
9:   for all $c \in C$ do
10:      Predict the model dynamics by empirical means:
11:         $\hat{\theta}_c \leftarrow \hat{p}(s_1 | s, a, c), \ldots, \hat{p}(s_t | s, a, c), \hat{r}_c$.
12:      Compute the $\ell_2$-confidence interval of $\hat{\theta}_c$ (by, say, Lemma 5); denote the confidence interval by $\delta \theta_c$.
13:         end for
14: Encode the transition $(s, a, r, s')$ by a vector (where $I$ is the indicator function)
15:         $z \leftarrow (I(1 = s'), I(2 = s'), \ldots I(|S| = s'), r)$.
16: for all $i, j \in C$ such that $i < j$ and $\|\hat{\theta}_i - \hat{\theta}_j\|_2 \geq 8 \max_{c \in C} \delta \theta_c$ do
17:     $\Delta_{ij} \leftarrow \Delta_{ij} + \|\hat{\theta}_i - z\|^2 - \|\hat{\theta}_j - z\|^2$.
18:     if $\Delta_{ij} \geq \xi$ then
19:         $C \leftarrow C \setminus \{c\}$ where $c = i$ if $\Delta_{ij} > 0$ and $c = j$ otherwise.
20:         end if
21: end for
22: $\text{KNOWN} \leftarrow \text{Check-Known}(S, A, \epsilon, \bar{o}, \hat{C}, m, \omega, \epsilon)$.
23: If $\text{KNOWN}$ has changed, use $E^3$ to re-compute the policy.
24: end for

3.1 PHASE ONE

In the first phase, $T_1$ tasks are drawn i.i.d. from the underlying unknown distribution. On each task, the agent follows the single-task algorithm $E^3$ [Kearns and Singh, 2002]. All observed transitions and rewards are stored for each task.

At the end of the first phase, this data is clustered to identify a set of at most $\hat{C}$ MDPs. To do this, the transition and reward parameters are estimated by the empirical means for each task, and tasks whose parameters differ by no more than a fixed threshold are clustered together. After this clustering completes, all the observed transitions and rewards for all tasks in the same cluster are merged to yield a single set of data. Our analysis below shows that, under certain assumptions, tasks corresponding to the same MDP will be grouped correctly.

Algorithm 3 Check-Known
0: Input: $S, A, \epsilon, \bar{o}, \hat{C}, m, \omega$.
1: for $(s, a) \in S \times A$ do
2:   if All MDPs in $C$ have $\epsilon$-close (in $\ell_2$-norm) estimates of the transition and reward functions at $(s, a)$ then
3:      $\text{KNOWN}(s, a) \leftarrow$ true
4:   else if $o(s, a) \geq m$ then
5:      $\text{KNOWN}(s, a) \leftarrow$ true
6:   else
7:      $\text{KNOWN}(s, a) \leftarrow$ false
8: end if
9: end for

3.2 PHASE TWO

At the start of phase two, the agent now has access to a set of (at most) $\hat{C}$ MDPs which approximate the true set of MDP models from which each new task is sampled. The key insight is that the agent can use these candidate models to identify the model of the current task, and then act according to the policy of identified model, and that this process of model identification is generally faster than standard exploration needed in single-task learning.

To accomplish this, we introduce a new single-task RL algorithm, Finite-Model-RL (Algorithm 2), that draws upon the algorithm as a way to eliminate models that are sufficiently unlikely to have existing knowledge about the current MDP in order to follow a reward-maximization policy.

Similar to $E^3$, our algorithm prioritizes exploration over exploitation: if the optimal value function of the current state in the exploration MDP is above a threshold, the estimated exploration MDP’s optimal policy is followed; otherwise, the estimated exploitation MDP’s optimal policy is used. In addition, Finite-Model-RL tracks which of the possible set of $\hat{C}$ MDP models could be the underlying MDP of the current task. It eliminates a model when there is sufficient
evidence in the observed transitions that it is not the true model (see lines 14–21 in Algorithm 2). We do this by tracking the difference in the sum of the $\ell_2$ error between the current task’s observed $(s, a, s', r)$ transitions and the transitions predicted given each of the $\tilde{C}$ MDP models obtained at the end of phase 1.

A particular state–action pair becomes known when either there are sufficient observations from the current task that the parameters of that state–action pair can be accurately estimated (as in single-task PAC-MDP RL), or if the remaining possible MDP models have $\epsilon$-close estimates of the state–action pair’s parameter in question. If the MDP of the current task is identified (only a single model remains possible in the set), then all the observed data counts from that MDP can be merged with the current task observed data counts. This frequently causes all state–action pairs to become immediately known, and then the algorithm switches to exploitation for the remainder of the task. At the end of each task, the underlying MDP will be identified with high probability, and the observed counts from the current task will be added to the counts for that MDP.

Since the base algorithm in Finite-Model-RL is very much like $E^3$, we preserve the standard single-task sample-complexity guarantee. Thus, negative transfer is avoided in any single task in phase 2, \footnote{Up to log factors, as shown in Section 4.} compared to single-task $E^3$.

Across tasks, the observations accumulate and the $\tilde{C}$ MDP models will eventually have $\epsilon$-accurate estimates of all state–action parameters. Once this occurs, when facing a new task, as soon as the agent identifies the task model out of the $\tilde{C}$ candidates, all state–action pairs become known. We will shortly see that the sample complexity for this identification to occur can be much smaller than standard single-task sample complexity bounds.

### 3.3 ADDITIONAL ALGORITHM DETAILS

We now describe a few additional algorithmic details that have been avoided on purpose to make the main ideas clear. In our analysis later, as well as in some practical situations, these technical details are important.

The key additional detail is that the $E^3$ algorithm is run with two different knownness threshold parameters at different stages of the multi-task algorithm: this parameter specifies the accuracy on the parameter estimates required for a state–action pair to be considered known in standard $E^3$. Usually, this parameter is set to $O(V_{\max}^2/(\epsilon^2(1-\gamma)^2))$ so that once a state–action is known, its dynamics can be estimated sufficiently accurately. However, in multi-task RL, we also need to identify task identity in order to facilitate knowledge transfer to benefit future task.

This observation motivates the use of two different values for this parameter. At the beginning of a task, one may want to use a relatively small value just to do a more balanced random walk in the whole state space, with the primary goal to identify the present task by visiting “informative” states. Here, a state is informative if two MDP models have a sufficient disagreement in its reward or transition dynamics; formal details are given in the next section. Only after the identity is known does the algorithm switch to a larger value, on the order of $O(V_{\max}^2/(\epsilon^2(1-\gamma)^2))$, to learn a near-optimal policy. If, on the other hand, the learner chooses the large value as specified in single-task PAC-MDP algorithms, it is possible that the learner does not visit informative states often enough by the end of a task to know its identity, and the samples collected cannot be transferred to benefit solving future tasks.

More precisely, in phase 1, we first execute $E^3$ with knownness threshold $O(\Gamma^{-\frac{1}{2}})$, where $\Gamma$, to be defined in the next section, measures the model discrepancy between two MDPs in $\mathcal{M}$, and is in general much larger than $\epsilon$. Once $E^3$ has finished its exploration phase (meaning all state–action pairs have $O(\Gamma)$-accurate parameter estimates), we switch to running $E^3$ with the regular threshold of $O(V_{\max}^2/(\epsilon^2(1-\gamma)^2))$. Since $E^3$ performs all exploration before commencing exploitation, and $\epsilon < \Gamma$, the sample complexity of the resulting method stays the same as initially running $E^3$ with an input $\epsilon$ parameter. This ensures that we maintain the single-task sample-complexity guarantees, but also that we gain enough samples of each state–action pair so as to reliably cluster the tasks at the end of phase 1. With the same approach in phase 2, we can ensure that the task will be identified (with high probability).\footnote{Note that in phase 2, once the MDP identity of the present task is known, the knownness threshold can switch to the larger value, without having to wait until all state–actions visitation counts reach the $O(\Gamma^{-\frac{1}{2}})$ threshold.}

Finally, we note that information can also be transferred to the current task through tighter optimistic bounds on the value function that shrink as models are eliminated. Briefly, in phase 2, we can compute an upper bound $Q_i$ of the state–action values of the $i \in \tilde{C}$ MDPs that also accounts for any uncertainty in the model parameters. At each step, the value of each unknown state–action pair $(s, a)$ can then be set to $\max_{i \in \mathcal{C}} Q_i(s, a)$. Since this modification does not seem to impact the worst-case sample complexity, for clarity we did not include it in the description of Algorithm 2, although it may lead to practical improvement.

### 4 ANALYSIS

This section provides an analysis of our multi-task RL algorithm. As mentioned in Section 3.3, two values are used to define the knownness threshold in $E^3$. Due to space limitation, some of the proof details are left to a full version.

To simplify exposition, we use $\theta_i$ to denote MDP $i$’s dy-
namics including reward and transitions: the model dynamics in state–action \((s, a)\) is denoted as an \((S + 1)\)-
dimensional vector \(\theta_j(\cdot | s, a)\), where the first \(S\) com-
ponents are the transition probabilities corresponding to next
states, and the last component the average reward. The model
difference between two MDPs, \(M_i\) and \(M_j\), in state–action
\((s, a)\) is defined as \(\|\theta_j(\cdot | s, a) - \theta_j(\cdot | s, a)\|\), the \(\ell_2\)
difference between their transition probabilities and reward
in that state–action. Furthermore, we let \(N\) be an upper
bound on the number of next states in the transition models
in all MDPs in \(\mathcal{M}\); while \(N\) can be as large as \(S\), it can
often be much smaller in many realistic problems.

We make the following assumptions in the analysis:

1. Tasks in \(\mathcal{M}\) are drawn from an unknown multinomial
distribution, and each task has at least \(p_{\min} > 0\) task-
prior probability;
2. There is a known upper bound \(\bar{C}\) on \(C = |\mathcal{M}|\), the
number of MDPs in our multi-task RL setting;
3. There is a known gap \(\Gamma\) of model difference in \(\mathcal{M}\);
that is, for all \(M_i, M_j \in \mathcal{M}\), there exists some \((s, a)\)
such that \(\|\theta_j(\cdot | s, a) - \theta_j(\cdot | s, a)\| > \Gamma\).
4. There is a known diameter \(D\), such that for every
MDP in \(\mathcal{M}\), any state \(s'\) is reachable from any state
\(s\) in at most \(D\) steps on average;
5. All tasks are run for \(H = \Omega\left(\frac{D^2|A| \log \frac{T}{\delta}}{\Gamma^2}\right)\) steps;

The first assumption essentially ignores extremely rare
MDPs. While it is possible to adapt our results to avoid the
assumption of \(p_{\min}\), we keep it mostly for the sake of
simplicity of the exposition. The second assumption says
there are not too many different underlying MDPs. In prac-
tice, one may choose \(C\) to balance flexibility and complex-
ity of multi-task learning. The third assumption says two
distinct MDPs in \(\mathcal{M}\) must differ by a sufficient amount in
their model parameters; otherwise, there would be little
need to distinguish them in practice. The fourth assump-
tion about the diameter, introduced by Jaksch et al. [2010],
is the major assumption we need in this work. Basically,
it ensures that on average every state can be reached from
other states sufficiently fast. Consequently, it is possible to
quickly identify the underlying MDP of a task.

Our main result is the following theorem: the overall sam-
plicity in solving \(T\) tasks is substantially smaller
than solving them individually without transfer.

**Theorem 1** Given any \(\epsilon\) and \(\delta\), run Algorithm 1 for \(T\)
tasks, each for \(H = \Omega\left(\frac{D^2|A| \log \frac{T}{\delta}}{\Gamma^2}\right)\) steps. Then, the algo-

\[\zeta = \tilde{O}\left(T_1 \zeta_s + \bar{C} \zeta_s + (T - T_1) \left(\frac{NV^2_{\max} \bar{C}}{x^2 (1 - \gamma)^2} + \frac{DC^2}{\Gamma^2}\right)\right),\]

and \(\zeta_s = \tilde{O}\left(\frac{NSAV_{\max}}{x^2 (1 - \gamma)^2}\right),\) with probability at least \(1 - \delta\).

In particular, in phase 2, our Algorithm 1 has a sample com-
plexity that is independent of the size of the state and ac-
tion spaces, trading this for a dependence on the number of
models \(\bar{C}\) and diameter \(D\). In contrast, applying single-task
learning without transfer in \(T\) tasks can lead to an overall
sample complexity of \(\tilde{O}(T \zeta_s) = \tilde{O}(TN SA)\). Since we ex-
pect \(\bar{C} < SA\), this yields a significant improvement over
single-task reinforcement learners (as long as \(D\) is not too
large), whose sample complexity has at least a linear de-
pendence on the size of the state–action space [Strehl et al.,
2006b, Szita and Szepesvári, 2010], and some have a poly-
nomial dependence on the size of the state and/or action
spaces. We expect this reduction in sample complexity to
also lead to improved empirical performance, and verify
this in an experiment later.

A few lemmas are needed to prove the main theorem.

**Lemma 1** If we set \(T_1 = \frac{1}{p_{\min}} \ln \bar{C} / \delta\), then with prob-
ability \(1 - \delta\), all MDPs will be encountered in phase 1.

Proof. In the \(T_1\) samples in phase 1, the probability that
every MDP is seen at least once is no smaller than \(1 - \bar{C} (1 - p_{\min})^{T_1}\). Setting this lower bound to \(1 - \delta\), solving
for \(T_1\), and using the inequality \(\ln(1 - x) < -x\), we get
\(T_1 = \frac{1}{p_{\min}} \ln \frac{1}{\delta}\) is sufficient.

**Lemma 2** If all tasks are run for \(H = \tilde{O}\left(\frac{D^2|A| \log \frac{T}{\delta}}{\Gamma^2}\right)\) steps,
then with probability \(1 - \delta\), the following hold:

1. Every state–action in every task receives at least
\(\Omega(\Gamma^{-2} \ln T / \delta)\) samples from that task;
2. The tasks encountered in phase 1 will be grouped cor-
correctly with all other tasks corresponding to the same
(hidden) MDP;
3. Each task in phase 2 will be identified correctly and
its counts added to the correct MDP.

Proof. Assumption 4 ensures that any state is reachable
from any other state within \(2D\) steps with probability at
least \(0.5\), by Markov’s inequality. Chernoff’s inequality,
combined with a union bound over all \(T\) tasks and all \(SA\)
state–action pairs, implies that with probability at least \(1 - \delta\),
all state–actions can be visited \(\Omega(\Gamma^{-2} \ln T / \delta)\) times
as long as sufficiently large \(H\).

The second statement is proved by Hoeffding’s inequality.
After phase 1 each task will have at least \(\Omega(\Gamma^{-2} \ln T / \delta)\)
samples for each state–action with high probability. In
order to accurately merge tasks into groups implicitly asso-
ciated with the same underlying MDP, we note that by
assumption, any two different MDPs must have dynamics
that differ by at least \(\Gamma\) in at least one state–action. In order
to detect such a difference, it is sufficient to estimate the
models of each state–action to an \(\ell_2\)-accuracy of \(\Gamma / 4\). In
this case, the \(\ell_2\)-difference between any two MDPs must
exceed \(\Gamma / 2\) in at least one state–action pair. A similar anal-
ysis of two tasks which come from the same MDP implies
that the difference estimated mean rewards can be at most \( \Gamma/2 \) for all state–actions. This implies that tasks can be clustered into groups corresponding to all tasks from the same MDP by combining tasks whose reward models differ by no more than \( \Gamma/2 \) across all state–action pairs. This is ensured by Hoeffding’s inequality with a union bound, resulting in the sample size of \( \Omega \left( \Gamma^{-2} \ln \frac{TS^4}{\delta} \right) \).

The third part requires that each task’s MDP identity can be correctly identified with high probability in phase 2, which can be proved similarly to the second part. \( \square \)

The next lemma shows, on average, each state transition contains information to distinguish the true MDP model from others. Let \( \theta_1 \) and \( \theta_2 \) be two \((S+1)\)-dimensional vectors, representing two MDP models for some state–action \((s, a)\). Let \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) be their estimates that have confidence radius \( \delta \theta_1 \) and \( \delta \theta_2 \), respectively; that is, \( \| \theta_1 - \hat{\theta}_1 \| \leq \delta \theta_1 \) and similar for \( \theta_2 \). For a transition \((s, a, r, s')\), define the square loss of estimated model \( \hat{\theta}_i \) by

\[
\ell(\hat{\theta}_i) = \sum_{1 \leq r \leq S, r \neq s'} \hat{\theta}_i(\tau)^2 + (\hat{\theta}_i(s') - 1)^2 + (\hat{\theta}_i(S+1) - r)^2.
\]

**Lemma 3** If \( \theta_1 \) is the true model for generating the transition \((s, a, r, s')\), then

\[
\mathbb{E}_{\theta_1} \left( \ell(\hat{\theta}_2) - \ell(\hat{\theta}_1) \right) \geq \left\| \hat{\theta}_1 - \hat{\theta}_2 \right\| \left( \left\| \theta_1 - \theta_2 \right\| - 2 \left\| \delta \theta_1 \right\| \right).
\]

Proof. Written out explicitly, the left-hand side becomes

\[
\sum_{i} \left( \hat{\theta}_1(i) \left( (1 - \hat{\theta}_2(i))^2 - (1 - \hat{\theta}_1(i))^2 \right) \\
+ (1 - \hat{\theta}_2(i))(\hat{\theta}_2(i)^2 - \hat{\theta}_1(i)^2) \right) \\
+ \mathbb{E}_{r \sim \theta_1} \left[ (r - \theta_2(S+1))^2 - (r - \theta_1(S+1))^2 \right].
\]

Some algebra simplifies the above as:

\[
\sum_{r=1}^{S+1} \left( \hat{\theta}_1(\tau) - \hat{\theta}_2(\tau) \right) \left( 2\hat{\theta}_1(\tau) - \hat{\theta}_2(\tau) \right)
= \sum_{r=1}^{S+1} \left( \hat{\theta}_1(\tau) - \hat{\theta}_2(\tau) \right)^2
+ 2(\hat{\theta}_1 - \hat{\theta}_2) \theta_2(\tau) - 2\theta_1(\tau)
= \left\| \hat{\theta}_1 - \hat{\theta}_2 \right\|^2
+ 2(\hat{\theta}_1 - \hat{\theta}_2, \theta_2 - \theta_1)
\geq \left\| \hat{\theta}_1 - \hat{\theta}_2 \right\|^2
- 2 \left\| \theta_1 - \theta_2 \right\| \left\| \theta_1 - \hat{\theta}_1 \right\|
\geq \left\| \hat{\theta}_1 - \hat{\theta}_2 \right\| \left( \left\| \hat{\theta}_1 - \hat{\theta}_2 \right\| - 2 \left\| \delta \theta_1 \right\| \right),
\]

where the first inequality is due to Cauchy inequality, and the second to the condition in the lemma. \( \square \)

We are going to apply a generic PAC-MDP theorem of Strehl et al. [2006a] to analyze the sample complexity of our algorithm. As usual, define a state–action to be known if its reward estimate is within \( \Theta(\epsilon(1 - \gamma)) \) accuracy, and its next-state transition probability estimate is within \( \Theta(\epsilon(1 - \gamma)/V_{max}) \) in terms of total variation. The next lemma bounds the number of visits to unknown state–actions in the entire second phase.

**Lemma 4** The total number of visits to unknown state–actions in the the second phase is

\[
\tilde{O} \left( \frac{(T - T_1)DC^2}{\Gamma^2} + \frac{NV_{max}^2C(T - T_1)}{\epsilon^2(1 - \gamma)^2} \ln \frac{C}{\delta} + C\zeta_s \right).
\]

Proof. (Sketch) As explained earlier, Algorithm 2 starts with model identification, and then switches to single-task E3. The first term in the bound corresponds to the model identification step. Note that, for a set of \( C \) models, there are at most \( C \)-choose-2, namely \( O(C^2) \), many informative states to fully identify a model. Therefore, our algorithm only needs to reach these informative states before figuring out the true model. Similar to the proof of Lemma 2 (part 1), each such state can be visited \( \Theta(\Gamma^{-2}) \) times in \( O(D\Gamma^{-2}) \) steps. So, \( \tilde{O}(D\Gamma^{-2}C^2) \) steps suffice to visit all these informative states sufficiently often.

The rest of the proof (for the second and third terms) consists of two parts. The first assumes the underlying MDP identity is known at the beginning of each task. In our algorithm, however, the MDP identity is unknown until all but one model is eliminated. Then, the second part shows such a delay of MDP identification is insignificant with respect to the number of visits to unknown state–actions.

We begin with the assumption that the underlying MDP identity is given at the beginning of each task. Although the algorithm knows which MDP it is in in the current task, it still follows the same logic in the pseudocode for model elimination and identification. The only advantage it has is to “boost” its history with samples of previous tasks of the same MDP right after the task begins, rather than at the end of the task. This is like single-task learning by “concatenating” tasks of the same MDP into one big task.

In this scenario, an unknown state–action \((s, a)\) implies at least one of the following must be true. The first is when the number of samples of \((s, a)\) in some model has not exceeded the known threshold \( c_s/(SA) \). For this case, since the samples of \((s, a)\) for the same MDP accumulates over tasks, there can be at most \( c_s/(SA) \) visits to unknown \((s, a)\) pairs for a single MDP model, and a total of \( Cc_s/(SA) \) visits to unknown \((s, a)\) across all \( C \) models.

In the other case, at least two models in \( \mathcal{M} \) have a sufficient difference in their estimates of the model parameters for \((s, a)\). Using Lemma 3, one can calculate the expected difference in square loss between the true model and a wrong model. Following similar steps as in [Li et al., 2011],\(^3\) we can see the squared difference on average is at least

\(^3\)The noisy union algorithm of [Li et al., 2011] is based on
\( \Theta(c^2(1-\gamma)^2/(V^2_{\text{max}}N)) \), and after \( \Omega \left( \frac{NV^2_{\text{max}}C}{c^2(1-\gamma)^2} \ln \frac{CT}{\delta} \right) \) visits to such state–actions, all models but the true one will be eliminated, with probability at least \( 1 - \frac{\delta}{CT} \). Using a union bound over all tasks in phase 2, we have that, with probability at least \( 1 - \delta \), the same statement holds for all tasks in phase 2. Details will be given in a full version.

The first part of the proof is now completed, showing that when the task identity is given at the beginning of a task, the total number of visits to unknown state–actions is at most \( \Theta \left( \frac{NV^2_{\text{max}}C}{c^2(1-\gamma)^2} \ln \frac{CT}{\delta} \right) \).

We now handle the need for MDP identification, which prevents samples in the present task to contribute to the corresponding model until the underlying MDP is identified. Consider any state–action pair \((s, a)\), and a fixed task in phase 2. At the beginning of the task, the algorithm has access to \(C\) models, the \(i\)-th of which has accumulated \(U_i\) samples for \((s, a)\). After the task, the true MDP (say, model \(1\), without loss of generality) is identified, whose sample count for \((s, a)\) becomes \(U_1' \leftarrow U_1 + U_0\), where \(U_0\) is the number of visits to \((s, a)\) in the present task. For other models \(i > 1\), \(U_i' \leftarrow U_i\).

Consider three situations regarding the sample sizes \(U_1\) and \(U_1'\). In the first case, \(U_1 < U_1' < \zeta_\rho/(SA)\), so our multi-task RL algorithm behaves identically no matter whether the samples contribute to the true model estimation immediately or at the end of the task, since \((s, a)\) will remain unknown in either situation. In the second case, \(\zeta_\rho/(SA) \leq U_1 < U_1'\), so \((s, a)\) is already known at the beginning of the task, and additional samples for \((s, a)\) do not change the algorithm, or increase the number of visits to unknown state–actions. In the last case, we have \(U_1 < \zeta_\rho/(SA) \leq U_1'\). Recall that our algorithm declares a state–action to be observed if it has been visited \(\zeta_\rho/(SA)\) times in a single task, so \(U_0 \leq \zeta_\rho/(SA)\). Hence, \(U_1' = U_1 + U_0 < 2\zeta_\rho/(SA)\). Applying this inequality to all state–actions and all MDPs, we conclude that the number of visits to unknown states is at most \(2C\zeta_\rho\).

Part II above shows the delay in sample accumulation can only cause up to a constant factor increase in the number of visits to unknown state–actions. The lemma follows immediately from the conclusion of part I. \(\square\)

We are now fully equipped to prove the main result:

Proof. (of Theorem 1) We will use the generic PAC-MDP theorem of Strehl et al. [2006a] by verifying the three needed conditions hold. Although the theorem of [Strehl et al., 2006a] is stated for single-task RL, the proof works without essential changes in multi-task RL.

The first condition holds since the value function is optimal with high probability, by construction of the known-state MDPs when running \(E^3\) in the tasks.

The second condition also holds. Whenever a state–action becomes known, its reward estimate is within \(\epsilon(1-\gamma)\) accuracy, and the transition estimate is within \(\epsilon(1-\gamma)/(V_{\text{max}}\sqrt{N})\) accuracy measured by \(\ell_2\) error. Using the inequality \(\|v\|_1 \leq \|v\|_2 \sqrt{d}\), where \(d\) is the dimension of vector \(v\), we know the transition estimate is within \(\epsilon(1-\gamma)/(V_{\text{max}}\sqrt{N})\) accuracy measured by total variation. The simulation lemma (see, e.g., [Strehl et al., 2006a]) then implies the accuracy condition holds.

What remains to be shown is that the third condition holds; namely, we will find a bound on the total number of times an unknown state–action pair is visited, across all \(T\) tasks. \(E^3\) is executed on each task in phase 1. Prior analysis for Rmax and MBIE (see e.g. [Kakade, 2003, Strehl and Littman, 2008]) applies similarly to \(E^3\), implying that the number of visits to unknown state–action pairs on a single MDP at most \(\left(\frac{SAV^2_{\text{max}}}{c^2(1-\gamma)^2}\right)\). From Lemma 1, after \(T_1\) tasks, all tasks in \(C\) have been encountered with probability at least \(1 - \delta\). Therefore, with probability at least \(1 - \delta\), the total number of visits to unknown state–action pairs in phase 1 is at most \(\zeta_\rho T_1\).

In Phase 2, Algorithm 1 runs \(E^3\) in individual tasks but transfers samples from one task to another of the same underlying MDP. We have shown in Lemma 4 the number of visits to unknown state–actions is at most \(\Theta \left( \frac{(T-T_1)DC^2}{T^2} + \frac{NV^2_{\text{max}}C(T-T_1)}{c^2(1-\gamma)^2} \ln \frac{C}{\delta} + C\zeta_\rho \right)\). Hence, the total number of visits to unknown state–actions during all \(T\) tasks is at most \(\Theta \left( \frac{\zeta_\rho T_1 + (T - T_1)DC^2}{T^2} + \frac{NV^2_{\text{max}}C(T-T_1)}{c^2(1-\gamma)^2} \ln \frac{C}{\delta} + C\zeta_\rho \right)\).

The theorem follows immediately by the PAC-MDP theorem of [Strehl et al., 2006a]. \(\square\)

5 EXPERIMENTS

Although the main contribution of our paper is to provide the first theoretical justification for online multi-task RL, we also provide numerical evidence showing the empirical benefit of our proposed approach over single-task learning as well as a state-of-the-art multi-task algorithm.
There are $C = 3$ possible MDPs, each with the same $5 \times 5$ state space as shown in the gridworld layout of Figure 5. The start state is always the center state ($s_{13}$). There are 4 actions that succeed in generally moving the agent in the intended cardinal direction with probability 0.85, going in the other directions (unless there is a wall) with probability 0.05 each. Three of the corners ($s_5, s_{21}, s_{25}$) exhibit different dynamics: the agent stays in the state with probability 0.95, or otherwise transitions back to the start state. The three MDPs differ only in their reward models. The reward for each state is drawn from a binomial model. Intuitively, in each MDP, one of the corners provides a high reward, two others provide low reward, and there is one additional state whose medium reward can help distinguish the MDPs.

More precisely, in MDP 1, $s_{21}$ has a binomial parameter of 0.99, $s_6$ has a parameter of 0.6, $s_5$ and $s_{25}$ have a parameter of 0, and all other states have a parameter of 0.1. In MDP 2, $s_5$ has a binomial parameter of 0.99, $s_2$ has a parameter of 0.6, $s_{21}$ and $s_{25}$ have a parameter of 0, and all other states have a parameter of 0.1. In MDP 3 $s_{25}$ has a binomial parameter of 0.99, $s_1$ has a parameter of 0.6, $s_{21}$ and $s_{25}$ have a parameter of 0, and all other states have a parameter of 0.1. A new task is sampled from one of these three MDPs with equal probability.

We compare our proposed approach to the most closely related approach we are aware of, Wilson et al. [2007]'s algorithm on hierarchical multi-task learning (HMTL). Wilson et al. learn a Bayesian mixture model over a set of MDP classes as the agent acts in a series of MDPs, and use prior to transfer knowledge to a new task sampled from one of those classes. When acting in a new MDP, their approach does not explicitly balance exploration and exploitation; instead, it selects the current maximum a posterior (MAP) estimate of the model parameters, computes a policy for this model, and uses this policy for a fixed number of steps, before re-computing the MAP model. Wilson et al. did not provide formal performance guarantees for their approach, but they did achieve promising results on both a simulated domain and a real-time strategy game with HMTL. When applying their approach to our setting, we limit the hierarchy to one level, ensuring that tasks are directly sampled from a mixture of MDPs. We also provide their algorithm with an upper bound on the number of MDPs, though their algorithm is capable to learning this directly.

In both our algorithm and HMTL there are several parameters to be set. For HMTL we set the interval between recomputing the MAP model parameters at 10 steps: this was chosen after informal experimentation suggested this improved performance compared to longer intervals. In our approach we set the threshold for a parameter to be known at $m = 5$. The number of tasks in phase 1 was set to $\lceil 3 \ln(3/0.05) \rceil = 13$, matching the required length specified by Lemma 1. We ran each task for a horizon of $H = 3000$ steps, and performed multi-task reinforcement learning across 150 tasks per round. We then repeated this process for 20 rounds.

Figure 5 displays the cumulative per-task reward for each method, averaged across 20 rounds. As expected, our approach performs worse during phase 1, before it has obtained a good estimate of each of the 3 MDPs. In phase 2, our approach performs well, successfully leveraging its knowledge of the models to quickly determine the new task’s MDP identity, and then act optimally for that MDP for the remainder of the task. Since phase 1 of our algorithm runs single-task $E^3$, we can see that transferring knowledge enables our approach to perform substantially better than single-task $E^3$ ($p < 10^{-4}$ in a Mann-Whitney U test comparing the first task performance to the last).

HMTL does quite well even at the start, because the algorithm directly exploits the current estimated parameters, and once the agent bumps into a good state, the algorithm can leverage that information for the remainder of the task. However, HMTL does not significantly improve beyond its original performance, and performs similarly across the entire length of a multi-task round. We hypothesize that this is because in each task, this approach is not explicitly performing exploration, and therefore may only get good estimates of the parameters of some of the state-action pairs. This means it can be harder to learn a good estimate of the mixture model over the MDPs. Indeed, when we examine the multi-task posterior learned by HMTL, we find that the resulting MDPs appear to be mixtures of the true set of MDPs. We compare the total reward obtained in a single round (of all 150 tasks in both phases) of the two approaches, and our approach achieved significantly higher total reward ($p = 0.03$ in a Mann-Whitney U test).

These results provide empirical evidence that our algorithm both achieves significantly better sample-complexity results than prior single-task algorithms as well as a state-

![Figure 2: Cumulative average reward per task.](image-url)
of-the-art multi-task algorithm, and these gains can indeed translate to improved empirical performance.

6 RELATED WORK

Our setting most closely matches that of Wilson et al. [2007]; however, they consider a more general two-level hierarchical model where tasks are sampled from a class distribution, and there is a mixture over classes. The authors update a Bayesian prior over the hierarchical model parameters after finishing acting in each task using MCMC, and use and update a local version of this prior during each single-task by sampling an MDP from this prior, following the model’s optimal policy for a fixed number of steps, updating the prior, and repeating. Though the authors demonstrate promising empirical learning improvements due to transfer, unlike our work, no formal analysis is provided.

Other work studies the related problem of transfer RL. For example, Lazaric and Restelli [2011] provide value-function approximation error bounds of the target task in a batch setting, as opposed to our online setting where the agent has to balance exploration and exploitation. Their bounds quantify the error potentially introduced by transferring source-task samples to an unrelated target task as well as the reduction in error due to increasing the number of samples from the source. Sorg and Singh [2009] prove bounds on transferring the state–action values from a source MDP to a target MDP, where both MDP models are known and there exists a soft homomorphism between the two state spaces. If the target MDP model is unknown, the authors present a promising heuristic approach without performance guarantees. More recently, Mann and Choe [2012] introduce an algorithm that uses a slight modification of a source task’s optimal value as an optimistic initial value for a subset of the target task’s state–action pairs, given a mapping between the tasks that ensures the associated value functions have similar values. The authors provide characteristics of this mapping that will improve sample complexity of their algorithm. While interesting, no algorithm was given that could meet these conditions, and no sample-complexity bounds were provided. Perhaps most similar to us is Mehta et al. [2008], who consider sample complexity for transfer learning across semi-MDPs with identical \((S,A)\) and transition models, and a distribution of reward vectors. The authors provide a bound on the number of tasks needed until they will be able to immediately identify a close-to-optimal policy for a future task. Compared to our work: (1) the authors only use transferred information to initialize the value function in the new task, (2) their algorithm can produce negative transfer, and more significantly, (3) the authors assume that the model of each new semi-MDP is completely specified.

The model-elimination idea in our Algorithm 2 is related to several previous work on single-task RL. The most relevant is probably the (more special) noisy union algorithm of Li et al. [2011] and its application to Met-Rmax [Diuk et al., 2009]. Here, the noisy union algorithm is generalized so that model elimination is possible even before a state–action becomes fully known. Similar ideas are also found in the Parameter Elimination algorithm [Dyagilev et al., 2008], which uses Wald’s Sequential Probability Ratio Test (SPRT) to eliminate models, as opposed to the simpler square loss metric we use here. Finally, Lattimore et al. [2013] employ model elimination in their Maximum Exploration algorithm that works in general reinforcement-learning problems beyond MDPs.

7 CONCLUSIONS

In this paper, we analyze the sample complexity of exploration for a multi-task reinforcement-learning algorithm, and show substantial advantage compared to single-task learning. In contrast to the majority of the literature, this work is theoretically grounded, using tools in the PAC-MDP framework. Furthermore, we also show the possibility of avoiding negative transfer in multi-task RL.

These promising results suggest several interesting directions for future research. One of them is to relax some of the assumptions and to develop more broadly applicable algorithms. Second, we intend to test the proposed algorithm in benchmark problems and investigate its empirical advantage compared to single-task RL, as well as its robustness with respect to parameters like \(\hat{C}\). Third, it is interesting to extend the current results beyond finite MDPs, possibly relying on function approximation or compact model representations like dynamic Bayes networks [Dean and Kanazawa, 1989]. Finally, our algorithm makes use only of the learned MDP parameters, not of the task distribution over \(\mathcal{M}\). Although our own attempt has not yet identified theoretical benefits from such information, we suspect at the least that it will be empirically beneficial.

A A CONCENTRATION INEQUALITY

The following result extends Hoeffding’s inequality from real-valued random variables to vector-valued random variables. The tail probability upper bound here is only a constant factor worse than that of Hoeffding’s.

Lemma 5 (Hayes [2005]) For vector-valued martingale, \(\Pr (\|X_n\| \geq a) \leq 2 \exp \left( 2 \frac{-a^2}{nM} \right)\); or equivalently, \(\Pr (\|X_n\| \geq \epsilon) \leq 2 \exp \left( 2 \frac{-n\epsilon^2}{M} \right)\).
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Abstract

Using the theory of group action, we first introduce the concept of the automorphism group of an exponential family or a graphical model, thus formalizing the general notion of symmetry of a probabilistic model. This automorphism group provides a precise mathematical framework for lifted inference in the general exponential family. Its group action partitions the set of random variables and feature functions into equivalent classes (called orbits) having identical marginals and expectations. Then the inference problem is effectively reduced to that of computing marginals or expectations for each class, thus avoiding the need to deal with each individual variable or feature. We demonstrate the usefulness of this general framework in lifting two classes of variational approximation for maximum a posteriori (MAP) inference: local linear programming (LP) relaxation and local LP relaxation with cycle constraints; the latter yields the first lifted variational inference algorithm that operates on a bound tighter than the local constraints.

1 Introduction

Classical approaches to probabilistic inference—an area now reasonably well understood—have traditionally exploited low tree-width and sparsity of the graphical model for efficient exact and approximate inference. A more recent approach known as lifted inference [4, 16, 7, 8] has demonstrated the possibility to perform very efficient inference in highly-connected, but symmetric models, such as those arising in the context of relational (first-order) probabilistic models.

Symmetry is the essential element of lifted inference. But currently, no formally defined notion of symmetry of a probabilistic model exists, and thus no formal account of what "exploiting symmetry" means in lifted inference has been defined. As a result, most previous work has derived lifted versions of existing propositional algorithms from a procedural perspective: for models that exhibit symmetries, propositional inference algorithms tend to perform the same computations several times, and their lifted counterparts are designed to perform these operations once. This approach severely limits the theoretical understanding of the nature of lifted inference. In practice, this approach also limits the class of inference algorithms that we can lift. For example, many ground inference updates (e.g., asynchronous belief propagation, max-product linear programming (MPLP) [5]) are made in a sequence that breaks the symmetry of the original model. Likewise, with the advance in modern optimization, many algorithms rely on off-the-shelf solvers in their inner loop, and lifting these solvers is not practical.

In this work, we propose an alternative approach: rather than lifting inference algorithms, we lift their variational formulations, the optimization problems that variational inference algorithms seek to solve. These lifted formulations can then be tackled with the usual optimization toolbox (off-the-shelf solvers, cutting plane algorithms, dual block coordinate descent updates etc.). If the original model exhibits symmetry, then the lifted formulations will generally be more compact than their propositional counterparts, and hence their optimization is likely to be more efficient. This declarative approach to lifting gives rise to a new class of algorithms, including the first lifted variational algorithm that operates on a bound tighter than the local constraints.

This paper is divided into three parts: In the first part, we show how to find a lifting partition: sets of random variables and feature functions that have identical expectations. We present a formal account of symmetry in graphical models through automorphism groups of exponential families. When there is parameter-tying, the automorphism group leads to a subgroup, termed the lifting group, which also captures symmetry in the parameters. By linking the lifting group to the well-known subject of graph automorphisms [10, 6], we can leverage off-the-shelf tools to find lifting partitions as orbits of the lifting group. Further, by connecting the lifting group to renaming permutations of logical constants in Markov Logic Network (MLN) [14], we find lifting partitions without unrolling the MLN. In work done concurrently and independently from ours,
Niepert [12, 13] presented similar ideas for exploiting orbits of permutation groups in lifting Markov Chain Monte Carlo (MCMC) algorithms. Though the ideas are similar, unique to our contribution is the rigorously defined automorphism group of a general exponential family that enables formal proofs of all subsequent results.

In the second part, we are given a lifting partition, and we use it to collapse the variational variables and constraint set. In particular, we investigate two popular variational relaxations of MAP inference. The first one is based on the local polytope, and the second one is based on a tightening of the local polytope with cycle constraints. For the latter, we also develop a lifted separation oracle to find violated constraints in the reduced yet still exponential lifted cycle polytope.

In the third part, we evaluate the novel algorithms that our framework gives rise to. Using an off-the-shelf LP solver, we show that for models with symmetry, lifted MAP in the local polytope is more efficient than propositional MAP. Likewise, for models with symmetry and repulsion, the lifted cycle polytope yields more accurate results than its local counterpart, and requires less runtime than the propositional version. Finally, we show the effectiveness of the renaming approach to finding lifting partitions. Although the proofs are non-trivial, due to space restrictions, they are omitted but can be found in [3].

2 Background on Groups and Graph Automorphisms

A partition $\Delta = \{\Delta_1 \ldots \Delta_k\}$ of a set $V$ is a set of disjoint nonempty subsets of $V$ whose union is $V$. Each element $\Delta_i$ is called a cell; $|\Delta|$ is thus the number of cells or the size of the partition. A partition $\Delta$ defines an equivalence relation $\sim_\Delta$ on $V$ by letting $u \sim_\Delta v$ iff $u$ and $v$ are in the same cell. A partition $\Lambda$ is finer than $\Delta$ if every cell of $\Lambda$ is a subset of some cell of $\Delta$.

We now briefly review the important concepts in group theory and graph automorphisms [6]. A mathematical group $(G, \cdot)$ is a non-empty set $G$ containing an identity element, denoted by $1$, and a binary operation $\cdot$ which is associative and closed in $G$. The group identity satisfies $\forall g \in G, 1 \cdot g = g \cdot 1 = g$, and every element of $G$ is invertible, i.e., $\exists g^{-1}$ such that $g \cdot g^{-1} = g^{-1} \cdot g = 1$. A group containing $1$ as its only element is called a trivial group. A subgroup of $G$ is a subset of $G$ that forms a group with the same binary operation as $G$. We write $G_1 \leq G_2$ when $G_1$ is a subgroup¹ of $G_2$.

A permutation of a set $V$ is a bijective mapping from $V$ to itself. Two permutations can be composed together via the usual composition of two mappings. Any set of permutations (on $V$) that contains the identity permutation and is closed under composition and taking inverse thus forms a group. The set of all permutations of $V$ is called the symmetric group $S(V)$. The symmetric group $S_n$ is the set of all permutations of $\{1, 2, \ldots, n\}$. For a permutation $\pi \in S_n$, $\pi(i)$ is the image of $i$ under $\pi$. For each vector $x \in \mathcal{X}^n$, the vector $x$ permuted by $\pi$, denoted by $x^\pi$, is $(x_{\pi(1)} \ldots x_{\pi(n)})$; for a set $A \subset \mathcal{X}^n$, the set $A$ permuted by $\pi$, denoted by $A^\pi$ is $\{x^\pi|x \in A\}$.

A subgroup $G$ of $S(V)$ induces the following equivalence relation on $V$: $v \sim v'$ iff there exists $g \in G$ such that $g(v) = v'$ (the fact that $\sim$ is an equivalence relation follows from the definition of a group), $G$ therefore induces a partition on $V$, called the orbit partition, denoted by $\text{Orb}_G(V)$. The orbit of an element $v \in V$ is the set of elements in $V$ equivalent to $v$: $\text{Orb}_G(v) = \{v' \in V| v' \sim v\}$.

A group $G$ can induce an orbit partition on any set $U$ as long as members of $G$ can be viewed as (not necessarily distinct) permutations of $U$. In this case, there is a group homomorphism from $G$ to a subgroup of $S(U)$, and the group $G$ is said to act on the set $U$. A subgroup $G_1 \leq G$ will also act on $U$ and induces a finer orbit partition. Given a set element $u \in U$ and a group element $g \in G$, if $g(u) = u$ then $g$ is said to stabilize $u$. If $\forall g \in G, g(u) = u$, then the group $G$ is said to stabilize $u$.

Group action is a powerful concept since it allows the same group $G$ to act (hence induce orbit partitions) on many different sets. For example, $S_n$ acts on the set of $n$-dimensional vectors $\mathcal{X}^n$ via the action $\pi(x) = x^\pi$. $S_n$ also acts on the set of $n$-vertex graphs in the following way. Every permutation $\pi \in S_n$ transforms a graph $\mathfrak{G}$ to its isomorphic variant $\mathfrak{G}'$ (i.e., $\{i, j\}$ is an edge in $\mathfrak{G}$ iff $\{\pi(i), \pi(j)\}$ is an edge in $\mathfrak{G}'$). Hence, it can be viewed as a bijection (permutation) on the set of $n$-vertex graphs. If $\pi(\mathfrak{G}) = \mathfrak{G}'$ then $\pi$ stabilizes $\mathfrak{G}$ and is called an automorphism of the graph $\mathfrak{G}$. The set of all automorphisms of $\mathfrak{G}$ forms a group named the automorphism group of $\mathfrak{G}$, denoted by $A(\mathfrak{G})$ (see Figure 1). It is clear that $A(\mathfrak{G})$ is a subgroup of $S_n$. The cardinality of $A(\mathfrak{G})$ indicates the level of symmetry in $\mathfrak{G}$. If $A(\mathfrak{G})$ is the trivial group then $\mathfrak{G}$ is asymmetric; if $A(\mathfrak{G}) = S_n$ then $\mathfrak{G}$ either is fully connected or has no edges. This concept of graph automorphism directly generalizes to graphs with additional structures such as directions, colors, etc.

If we now ask what elements of $\mathfrak{G}$ are indistinguishable up to symmetry, the automorphism group $A(\mathfrak{G})$ can give us the precise answer. For example, if $v'$ can be obtained from a node $v$ via some permutation $\pi$ in $A(\mathfrak{G})$, then these two nodes are indistinguishable and must have the same the graph properties (e.g., degree, averaged distance to other nodes, etc.). $A(\mathfrak{G})$ thus partitions the set of nodes $V$ into the node-orbits $\text{Orb}_{A(\mathfrak{G})}(V)$ where each node orbit is a set of vertices equivalent to one another up to some node relabeling. Furthermore, $A(\mathfrak{G})$ also acts on the set of graph edges $E$ of $\mathfrak{G}$ by letting $\pi((u, v)) = \{\pi(u), \pi(v)\}$ and this action partitions $E$ into a set of edge-orbits $\text{Orb}_{A(\mathfrak{G})}(E)$. Similarly, we can also obtain the set of arc-orbits $\text{Orb}_{A(\mathfrak{G})}(\bar{E})$.

Computing the automorphism group of a graph is as difficult as determining whether two graphs are isomorphic, a
Figure 1: Graphs and their automorphism groups: (a) $\mathcal{A}(K_5) = S_5$; (b) $\mathcal{A}(K_4 \times 3) = S_4 \times S_3$; (c) this graph can be rotated or flipped, yielding the automorphism dihedral group $D_5$; and (d) this is known as the Frucht’s graph, a regular but asymmetric graph. Blue and red colors in (a)-(c) denote different node orbits.

3 Symmetry of the Exponential Family

3.1 Exponential Family and Graphical Model

Consider an exponential family over $n$ random variables $(x_i)_{i \in V}$ where $V = \{1, \ldots, n\}$, $x_i \in \mathcal{X}$ with density function

$$
\mathcal{F}(x \mid \theta) = h(x) \exp(\langle \Phi(x), \theta \rangle - A(\theta))
$$

where $h$ is the base density, $\Phi(x) = (\phi_j(x))_{j \in I}$, $I = \{1, 2, \ldots, m\}$ is an $m$-dimensional feature vector, $\theta \in \mathbb{R}^m$ is the natural parameter, and $A(\theta)$ is the log-partition function. Let $\Theta = \{\theta \mid \langle \Phi(\theta) \rangle < \infty\}$ be the set of natural parameters, $\mathcal{M} = \{\mu \in \mathbb{R}^m \mid \exists p, \mu = E_p(\Phi(x))\}$ the set of realizable mean parameters, $A^* : \mathcal{M} \to \mathbb{R}$ the convex dual of $A$, and $\mathbf{m} : \Theta \to \mathcal{M}$ the mean parameter mapping that maps $\theta \mapsto \mathbf{m}(\theta) = E_p(\Phi(x))$. Note that $\mathbf{m}(\Theta) = \mathcal{M}$ is the relative interior of $\mathcal{M}$. For more details, see [19].

Often, a feature function $\phi_i$ depends only on a subset of the variables in $V$. In this case we will write $\phi_i$ more compactly in factorized form as $\phi_i(x) = f_i(x_{i_1} \ldots x_{i_k})$ where the indices $i_j$ are distinct, $i_1 < i_2 < \ldots < i_k$, and $f_i$ cannot be reduced further, i.e., it must depend on all of its arguments. To keep track of variable indices of arguments of $f_i$, we let $\text{scope}(f_i)$ denote its set of arguments, $\eta_i(k) = i_k$ the $k$-th argument and $|\eta_i|$ its number of arguments. Factored forms of features can be encoded as a hypergraph $G[\mathcal{F}]$ of $\mathcal{F}$ (called the graph structure or graphical model of $\mathcal{F}$ with nodes $V$, and hyperedges (clusters) $\{C \mid \exists i, \text{scope}(f_i) = C\}$). For models with pairwise features, $G$ is a standard graph.

For discrete random variables (i.e., $\mathcal{X}$ is finite), we often want to work with the overcomplete family $\mathcal{F}^\circ$ that we now describe for the case with pairwise features. The set of overcomplete features $\mathcal{I}^\circ$ are indicator functions on the nodes and edges of the graphical model $G$ of $\mathcal{F}$: $\phi_{u \in \mathcal{V}}^\circ(t) = \mathbb{I}\{x_u = t\}, t \in \mathcal{X}$ for each node $u \in V(G)$; and $\phi_{(u,v) \in \mathcal{E}}^\circ(t) = \mathbb{I}\{x_u = t, x_v = t\'}, t, t' \in \mathcal{X}$ for each edge $\{u, v\} \in E(G)$. The set of overcomplete realizable mean parameters $\mathcal{M}^\circ$ is also called the marginal polytope because the overcomplete mean parameter corresponds to node and edge marginal probabilities. Given a parameter $\theta$, the transformation of $\mathcal{F}(x \mid \theta)$ to its overcomplete representation is done by letting $\theta^\circ$ be the corresponding parameter in the overcomplete family: $\theta^\circ_{u \in \mathcal{V}} = \sum_{t \in \mathcal{X}} \text{scope}(f_i) = \{u\} f_i(t) \theta_i$ and (assuming $u < v$) $\theta^\circ_{(u,v) \in \mathcal{E}} = \sum_{t \in \mathcal{X}} \text{scope}(f_i) = \{u,v\} f_i(t, t') \theta_i$. Verifying that $\mathcal{F}^\circ(\theta^\circ) = \mathcal{F}(x \mid \theta)$ is straightforward.

3.2 Automorphism Group of an Exponential Family

We define the symmetry of an exponential family $\mathcal{F}$ as the group of transformations that preserve $\mathcal{F}$ (hence preserve $h$ and $\Phi$). The kind of transformation used will be a pair of permutations $(\pi, \gamma)$ where $\pi$ permutes the set of variables and $\gamma$ permutes the feature vector.

Definition 1. An automorphism of the exponential family $\mathcal{F}$ is a pair of permutations $(\pi, \gamma)$ where $\pi \in S_n, \gamma \in S_m$ such that for all vectors $x$:

$$
\pi(\gamma(x)) = \gamma(h(x)) = h(x) \text{ and } \Phi^\gamma(\pi^{-1}(x)) = \Phi(x) \text{ (or equivalently, } \Phi^\gamma(x) = \Phi(x))
$$

Showing that the set of all automorphisms of $\mathcal{F}$, denoted by $\mathcal{A}[\mathcal{F}]$, forms a subgroup of $S_n \times S_m$ is straightforward. This group acts on $I$ by the permuting action of $\gamma$, and on $V$ by the permuting action of $\pi$. In the remainder of this paper, $h$ is always a symmetric function (e.g., $h(1) = 1$); therefore, the condition $\pi(\gamma(x)) = \gamma(h(x))$ automatically holds.

Example 1. Let $V = \{1, 2, 3\}$ and $\Phi = \{f_1, f_2, f_3\}$ where $f_1(x_1, x_2) = x_1(1 - x_2), f_2(x_1, x_3) = x_1(1 - x_3), f_3(x_2, x_3) = x_2 x_3, f_4(x_2, x_4) = x_2(1 - x_4), f_5(x_3, x_4) = x_3 x_4(1 - x_3)$. Then $\pi = (1 \leftrightarrow 2) (2 \leftrightarrow 3), \gamma = (1 \leftrightarrow 5)$ form an automorphism of $\mathcal{F}$, since $\Phi^\gamma(\pi^{-1}(x)) = \Phi(x) = (x_1(1 - x_2), x_1(1 - x_3), x_2 x_3, x_2(1 - x_4), x_3 x_4(1 - x_3), x_1(1 - x_2), x_1 x_3, x_2 x_4(1 - x_2), x_4(1 - x_3)) = \Phi(x) \iff \pi(\gamma(x)) = \gamma(h(x))$ automatically holds.

An automorphism as defined above preserves a number of key characteristics of the exponential family $\mathcal{F}$ (such as its natural parameter space, its mean parameter space, and its log-partition function), as shown in the following theorem.

Theorem 1. If $(\pi, \gamma) \in \mathcal{A}[\mathcal{F}]$ then

1. $(\pi) \in \mathcal{A}(G[\mathcal{F}]),$ i.e. $\pi$ is an automorphism of the graphical model graph $G[\mathcal{F}]$.
2. $\Phi^\gamma = \Phi$ and $A(\theta^\gamma) = A(\theta)$ for all $\theta \in \Theta$.
3. $\mathcal{F}(x^{\gamma} \mid \theta^\gamma) = \mathcal{F}(x \mid \theta)$ for all $x \in \mathcal{X}^n, \theta \in \Theta$.
4. $\mathbf{m}^\gamma(\theta) = \mathbf{m}(\theta^\gamma)$ for all $\theta \in \Theta$.
5. $\mathcal{M}^\gamma = \mathcal{M}$ and $A^*(\mu^\gamma) = A^*(\mu)$ for all $\mu \in \mathcal{M}$.

3.3 Parameter TYing and the Lifting Group

We now consider a parameter-tying setting where some components of $\theta$ are the same. Formally, a partition $\Delta$ of $I$ is called the parameter-tying partition iff $j \nleftrightsquigarrow j' \Rightarrow \theta_j = \theta_{j'}$. Let $\mathbb{R}^n_\Delta$ denote the subspace $\{r \in \mathbb{R}^n \mid r_j = r_{j'} \text{ if } j \nleftrightsquigarrow j'\}$. For any set $S \subset \mathbb{R}^n$, let
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$S_\Delta$ denote the set intersection $S \cap \mathbb{R}^n$. Parameter tying is equivalent to restricting the natural parameter $\theta$ to the set $\Theta_\Delta$. This is also equivalent to working with a different exponential family with $|\Delta|$ aggregating features $\left( \sum_{j \in \Delta_i} \phi_j \right)$. While this family has fewer parameters, it is not obvious how it would help inference; moreover, in working directly with the aggregation features, the structure of the original family is lost. Our goal is to study how parameter-tying, coupled with the symmetry of the family $\mathcal{F}$, can lead to more efficient inference.

The automorphism group $\mathbb{A}[\mathcal{F}]$ preserves the family of distributions $\mathcal{F}$; however, this group does not take any specific parameter $\theta$ into account. Of special interest is the set of automorphisms that also preserve $\theta$ for every tied parameter $\theta \in \Theta_\Delta$. We will now formalize this concept. Given a partition $\Delta$, a permutation $\lambda$ on $\mathcal{I}$ is consistent with $\Delta$ iff $\lambda$ permutes only among elements of the same cell of $\Delta$. Clearly, for all $\theta \in \Theta_\Delta$, $\theta^\lambda = \theta$. If $G$ is a group acting on $\mathcal{I}$, we let $G_\Delta$ denote the set of group elements whose actions are consistent with $\Delta$, that is $G_\Delta = \{ g \in G | \forall u \in \mathcal{I}, g(u) \sim u \}$. It is straightforward to verify that $G_\Delta$ is a subgroup of $G$.

**Definition 2. (Lifting Group)** The lifting group corresponding to the parameter-tying partition $\Delta$ is $\mathbb{A}_\Delta(\mathcal{F})$, the subgroup of $\mathbb{A}[\mathcal{F}]$ whose member’s action is consistent with $\Delta$.

The lifting group $\mathbb{A}_\Delta(\mathcal{F})$ thus stabilizes not just the family $\mathcal{F}$, but also every parameter $\theta \in \Theta_\Delta$. Furthermore, features in the same orbit induced by the lifting group must have the same expectation (a consequence of theorem 1, part 4). As we shall see in the later section, the lifting group $\mathbb{A}_\Delta(\mathcal{F})$ and its induced orbit partitions on the set of variables and features play a central role in our lifted variational inference framework.

### 4 Detecting Symmetries in Exponential Families

We now discuss the computation of the lifting group $\mathbb{A}_\Delta(\mathcal{F})$ and its orbit partitions. In practice, computing and working with a subgroup of the lifting group suffice.

#### 4.1 Detecting Symmetries via Graph Automorphisms

Our first approach is to construct a suitable graph whose automorphism group is guaranteed to be a subgroup of $\mathbb{A}_\Delta(\mathcal{F})$, and thus any tool and algorithm for computing graph automorphisms can be applied. The constructed graph resembles a factor graph representation of $\mathcal{F}$. However, we also use colors of factor nodes to mark feature functions that are both identical and in the same cell of $\Delta$, and colors of edges to encode symmetry of the feature functions themselves.

**Definition 3.** The colored factor graph induced by $\mathcal{F}$ and $\Delta$, denoted by $\mathbb{G}_\Delta[\mathcal{F}]$, is a bipartite graph with nodes $V(\mathbb{G}) = \{ x_1, \ldots, x_n \} \cup \{ f_1, \ldots, f_m \}$ and edges $E(\mathbb{G}) = \{ \{ x_{\eta(k)}, f_i \} | i \in \mathcal{I}, k = 1 \ldots |\eta| \}$. Variable nodes are assigned the same color which is different from the colors of factor nodes. Factor nodes $f_i$ and $f_j$ have the same color iff $f_i \equiv f_j$ and $i \sim j$. If the function $f_i$ is symmetric, then all edges adjacent to $f_i$ have the same color; otherwise, they are colored according to the argument number of $f_i$, i.e., $\{ x_{\eta_i(k)}, f_i \}$ is assigned the $k$-th color.

Figure 2 shows the construction of the colored factor graph for the exponential family in example 1 where we have assumed that all the parameters are the same.

**Theorem 2.** The automorphism group $\mathbb{A}_\Delta[\mathcal{G}]$ of $\mathbb{G}_\Delta[\mathcal{F}]$ is a subgroup of $\mathbb{A}[\mathcal{F}]$, i.e., $\mathbb{A}_\Delta[\mathcal{G}] \subseteq \mathbb{A}[\mathcal{F}]$.

Finding the automorphism group $\mathbb{A}_\Delta[\mathcal{G}]$ of the graph $\mathbb{G}_\Delta[\mathcal{F}]$ therefore yields a procedure to compute a subgroup of $\mathbb{A}[\mathcal{F}]$. Nauty, for example, directly implements operations of computing the automorphism group of a graph and extracting the induced node orbits and edge orbits.

#### 4.2 Symmetries of Markov Logic Networks

Markov Logic Network (MLN) [14] is a first-order probabilistic model that defines an exponential family on random structures (i.e., random graphs, hypergraphs, or more generally random Herbrand models of the first-order language). In this case, a subgroup of the lifting group can be obtained via the symmetry of the unobserved constants in the domain without the need to consider the ground graphical model.

An MLN is prescribed by a list of weighted formulas $F_1, \ldots, F_K$ (consisting of a set of predicates, logical variables, constants, and a weight vector w) and a logical domain $D = \{ a_1, \ldots, a_\ell \}$. Let $D_0$ be the set of objects appearing as constants in these formulas, then $D_\ast = D \setminus D_0$ is the set of objects in $D$ that do not appear in these formulas. Let $Gr$ be the set of all ground predicates $p(a_1, \ldots, a_\ell)$’s. Given a substitution $s$, $F_i[s]$ denotes the result of applying the substitution $s$ to $F_i$ and is a grounding of $F_i$ if it does not contain any free logical variables. The set of all groundings of $F_i$ is $GrF_i$, and let $GrF = GrF_1 \cup \ldots \cup GrF_K$.

Let $\omega$ be a truth assignment to all the ground predicates in $Gr$ and $w_i$ be the weight of the formula $F_i$. The MLN corresponds to an exponential family $\mathcal{F}_{MLN}$ where $Gr$ is the variable index set and each grounding $F_i[s] \in GrF_i$ is a feature function $\phi_{F_i}[s](\omega) = \prod_i (\omega \neq F_i[s])$ with the associated parameter $\theta_{F_i}[s] = w_i$. Since all the ground features of the formula $F_i$ have the same parameter $w_i$, the MLN also induces the parameter-tying partition $\Delta_{MLN} = \{ \{ \phi_{F_1}[s](\omega) \} \ldots \{ \phi_{F_K}[s](\omega) \} \}$. 

![Figure 2: Graph construction for computing the lifting group and its orbits: (a) original graphical model of example 1; (b) constructed colored factor graphs, assuming all parameters are the same (arrows represent first arguments of the asymmetric factors); and (c) lifted graphical model with nodes representing node orbits and edges representing edge orbits of the original graphical model.](image)
Let a renaming permutation \( r \) be a permutation over \( D \) that fixes every object in \( D_0 \) (i.e., \( r \) only permutes objects in \( D \)). Thus, the set of all such renaming permutations is a group \( \mathcal{G}^{re} \) isomorphic to the symmetric group \( S(D) \). Consider the following action of \( \mathcal{G}^{re} \) on \( Gr: \pi_r: p(a_1 \ldots a_k) \rightarrow p(r(a_1) \ldots r(a_k)) \), and the action on GrF \( \gamma_r: F_i[s] \rightarrow F_i[r(s)] \) where \( r(s = (x_1/a_1, \ldots, x_k/a_k)) = (x_1/r(a_1), \ldots, x_k/r(a_k)) \). Intuitively, \( \pi_r \) and \( \gamma_r \) rename the constants in each ground predicate \( p(a_1 \ldots a_k) \) and ground formula \( F_i[s] \) according to the renaming permutation \( r \). The following is a consequence of Lemma 1 from Bui et al. [2].

**Theorem 3.** For every renaming permutation \( r, (\pi_r, \gamma_r) \in h_{\Delta} (\mathcal{F}_{MLN}) \). Further, the renaming group \( \mathcal{G}^{re} \) is isomorphic to a subgroup of the MLN’s lifting group: \( \mathcal{G}^{re} \cong h_{\Delta} (\mathcal{F}_{MLN}) \).

Orbit partitions induced by \( \mathcal{G}^{re} \) on the set of predicate groundings can be derived directly from the first-order representation of an MLN without considering its ground graphical model. The size of this orbit partition depends only on the number of observed constants \( |D_0| \), and does not depend on actual domain size \( |D| \). For example, if \( q(\ldots) \) is a 2-ary predicate and there is one observed constant \( a \), then we obtain the following partition of the groundings of \( q: \{q(a,a)\}, \{q(x,x)|x \neq a\}, \{q(a,x)|x \neq a\}, \{q(x,a)|x \neq a\}. \) Similar partitions on the set of factors and variable clusters can also be obtained with complexity polynomial in \( |D_0| \) and independent of \( |D| \).

## 5 Lifted Variational Inference Framework

We now discuss the principle of how to exploit the symmetry of the exponential family graphical model for lifted variational inference. In the general variational inference framework [19], marginal inference is viewed as a means to compute the mean parameter \( \mu = \mathbf{m}(\theta) \) given a natural parameter \( \theta \) by solving the optimization problem

\[
\sup_{\mu \in \mathcal{M}} \langle \theta, \mu \rangle - A^*(\mu).
\]

For discrete models, the variational problem is more conveniently posed using the overcomplete parameterization, for marginal and MAP inference

\[
\sup_{\mu \in \mathcal{M}^{o}} \langle \mu^o, \theta^o \rangle - A^{o*}(\mu^o)
\]

\[
\max \ln \mathcal{F}(x|\theta) = \sup_{\mu \in \mathcal{M}^{o}} \langle \mu^o, \theta^o \rangle + \text{const.}
\]

We first focus on lifting the main variational problem in (1) and leave discussions of the other problems to subsection 5.3.

### 5.1 Lifting Partition

Consider the parameter-tying scenario where \( \theta \in \Theta_\Delta \) for a given partition \( \Delta \) on the feature set \( \mathcal{I} \). With this restriction, the mean parameter by definition must lie inside \( \mathbf{m}(\Theta_\Delta) \), so in theory, the domain of the variational optimization problems can be restricted to \( \mathbf{m}(\Theta_\Delta) \). The main difficulty here lies in how to characterize \( \mathbf{m}(\Theta_\Delta) \).

We first make a rather intuitive observation: for general convex optimization problems with symmetric objective functions and constraints, the optimal solutions are trapped in a lower-dimensional symmetrized subspace (see Figure 5.1). This is formalized in lemma 1, whose proof makes use of the orbit-stabilizer theorem, an elementary result in group theory.

**Definition 4.** (Lifting partition) Consider the convex optimization \( \inf_{x \in S} J(x) \) where \( S \subset \mathbb{R}^m \) is a convex set and \( J \) is a convex function. A partition \( \varphi \) of \( \{1 \ldots m\} \) is a lifting partition for the aforementioned problem iff \( \inf_{x \in S} J(x) = \inf_{x \in S_{\varphi}} J(x) \) (i.e., the constraint set \( S \) can be restricted to \( S_{\varphi} = S \cap \mathbb{R}^m_{\varphi} \)).

**Lemma 1.** Let \( \mathcal{G} \) act on \( I = \{1 \ldots m\} \), so that every \( g \in \mathcal{G} \) corresponds to some permutation on \( \{1 \ldots m\} \). If \( S^g = S \) and \( J(x^g) = J(x) \) for every \( g \in \mathcal{G} \) (i.e., \( \mathcal{G} \) stabilizes both \( S \) and \( J \)) then the induced orbit partition \( \text{Orb}_{\mathcal{G}}(I) \) is a lifting partition for \( \inf_{x \in S} J(x) \).

The second key observation is that all the above variational problems inherit the same symmetries of the parameter-tying exponential family, as captured in the lifting group \( h_{\Delta} (\mathcal{F}) \). Therefore, the lifting group will play the role of \( \mathcal{G} \) in lemma 1 in lifting all of our variational problems.

Returning to (1), our general principle of lifted variational inference is captured in the following theorem.

**Theorem 4.** Let \( \varphi = \varphi(\Delta) = \text{Orb}_{h_{\Delta} (\mathcal{F})} (\mathcal{I}) \). Then for all \( \theta \in \Theta_\Delta, \varphi \) is a lifting partition for (1), i.e.

\[
\sup_{\mu \in \mathcal{M}^o} \langle \theta, \mu \rangle - A^*(\mu) = \sup_{\mu \in \mathcal{M}^o_{\varphi}} \langle \theta, \mu \rangle - A^*(\mu)
\]

**Sketch of proof.** From theorem 1, \( h_{\Delta} (\mathcal{F}) \) stabilizes \( \mathcal{M} \) and \( A^* \); further, its subgroup \( h_{\Delta} (\mathcal{F}) \) stabilizes every parameter \( \theta \in \Theta_\Delta \). Thus, the lifting group \( h_{\Delta} (\mathcal{F}) \) stabilizes both the constraint set and the objective function of (1). Invoking lemma 1, the induced orbit partition on \( \mathcal{I} \) therefore yields a lifting partition.

In (4), we call the LHS the ground formulation of the variational problem, and the RHS the lifted formulation. Let \( \ell = |\varphi| \) be the number of cells of \( \varphi \), the lifted mean parameter space \( \mathcal{M}_{\varphi} \) then effectively lies inside an \( \ell \)-dimensional subspace where \( \ell \leq m \). This forms the core of our principle of lifted variational inference: to perform optimization over the lower dimensional (and hopefully easier) constraint set \( \mathcal{M}_{\varphi} \) instead of \( \mathcal{M} \).
Remark. Because (1) has a unique solution $\mu = \mathfrak{m}(\theta)$, theorem 4 implies that $\mathfrak{m}(\Theta_\Delta) \subset M_\varphi$. Further, the theorem also holds if we replace $A_\Delta [F]$ with one of its subgroups $G$: since $\varphi_G = Orb_{\varphi_G}(I)$ is finer than $\varphi$, it is obvious that $\varphi_G$ is also a lifting partition. However, the smaller is the group $G$, the finer is the lifting partition $\varphi_G$, and the less symmetry can be exploited. In the extreme, $G$ can be the trivial group, $\varphi_G$ is the discrete partition putting each element of $I$ in its own cell, and $M_{\varphi_G} = M$, which corresponds to no lifting.

5.2 Characterization of $M_\varphi$

We now give a characterization of the lifted mean parameter space $M_\varphi$ in the case of discrete random variables. Note that $M$ is the convex hull $M = \text{conv} \{ \Phi(x_1, x_2, \ldots, x_n) \}$ which is a polytope in $\mathbb{R}^m$, and $\lambda_{\Delta}[F]$ acts on the set of configurations $X^\Lambda$ by the permuting action of $\pi$ which maps $x \mapsto x^\pi = x_{\pi(1)} \cdots x_{\pi(n)}$.

Theorem 5. Let $O = \text{Orb}_{A_\Delta}[F](X^\Lambda)$ be the set of $X$-configuration orbits. For each orbit $C \in O$, let $\Phi(C) = \frac{1}{|C|} \sum_{x \in C} \Phi(x)$ be the feature-centroid of all the configurations in $C$. Then $M_{\varphi(C)} = \text{conv} \{ \Phi(C) | C \in O \}$. Thus, the lifted polytope $M_\varphi$ can have at most $|O|$ extreme points. The number of configuration orbits $|O|$ can be much smaller than the total number of configurations $|X|^n$ when the model is highly symmetric. For example, for a fully connected graphical model with identical pairwise and unary potentials and $X = \{0, 1\}$ then every permutation $\pi \in S_n$ is part of an automorphism; thus, every configuration with the same number of 1’s belongs to the same orbit, and hence $|O| = n + 1$. In general, however, $|O|$ often is still exponential in $n$. We discuss approximations of $M_\varphi$ in Section 6.

A representation of the lifted polytope $M_\varphi$ by a set of constraints in $\mathbb{R}^{|C|}$ can be directly obtained from the constraints of the polytope $M$. First, we enforce the constraint $\mu \in \mathbb{R}^m_+: \{ \text{for each cell } \varphi_j \ (j = 1, \ldots, |\varphi|) \} \text{ of } \varphi$, let $\hat{\mu}_j$ be the common value of the variables $\mu_i, i \in \varphi_j$. Let $\rho$ be the orbit mapping function that maps each element $i \in I$ to the corresponding cell $\rho(i) = j$ that contains $i$. Next, substituting $\mu_i$ by $\hat{\mu}_{\rho(i)}$ in the constraints of $M$, we obtain a set of constraints in $\hat{\mu}$ (in vector form, we substitute $\mu$ by $D \hat{\mu}$ where $D_{ij} = 1$ if $i \in \varphi_j$ and 0 otherwise). In doing this, some constraints will become identical and thus redundant. In general, the number of non-redundant constraints can still be exponential.

5.3 Overcomplete Variational Problems

We now state analogous results in lifting the overcomplete variational problems (2) and (3) when $X$ is finite. To simplify notation, we only present the case where features are unary or pairwise. As before, the lifting group $A_\Delta[F]$ will be used to induce a lifting partition. However, we need to define the action of this group on the set of overcomplete features $I^\Lambda$.

For each automorphism $(\pi, \gamma) \in A[F]$, $\gamma$ gives us the permutation on $I$. In order to obtain a permutation on $I^\Lambda$, we will need to use $\pi$. By theorem 1, $\pi$ is an automorphism of the graphical model graph $G$. Since overcomplete features naturally correspond to nodes and edges of $G$, $\pi$ induces a natural bijection on $I^\Lambda$ that maps $v : t \mapsto \pi(v) \cdot t$ and $\{u, v, t \} \mapsto \{ \pi(u) : t, \pi(v) : t \}$. Define $\varphi^\pi = \varphi^\pi(\Delta) = Orb_{A_\Delta}[F](I^\Lambda)$ to be the orbits of $A_\Delta[F]$ acting on the set of overcomplete features. Then

Theorem 6. For all $\theta \in \Theta_\Delta$, $\varphi^\pi$ is a lifting partition for the variational problems (2) and (3).

Thus, the optimization domain can be restricted to $M_{\varphi^\pi}$, which we term the lifted marginal polytope. The cells of $\varphi^\pi$ are intimately connected to the node, edge and arc orbits of the graph $G$ induced by $A_\Delta[F]$. We now list all the cells of $\varphi^\pi$ in the case where $\lambda' = \{0, 1\}$: each node orbit $v$ corresponds to 2 cells $\{v : t \} | v \in V \}$, $t \in \{0, 1\}$; each edge orbit $e$ corresponds to 2 cells $\{\{u : t, v : t\} | \{u, v\} \in E \}$, $t \in \{0, 1\}$; and each arc or node or edge orbit $a \in \{\{u : 0, v : 1\} | (u, v) \in A \}$. The orbit mapping function $\rho$ maps each element of $I^\Lambda$ to its orbit as follows: $\rho(v : t) = \pi(v) : t, \rho(\{u, v, t\}) = \pi(u) : t; \rho(\{u, v\} : t) = \pi(u, v) : t$. The number of cells of $\varphi^\pi$ is $2 |V| + 2 |E| + |A|$ where $|V|$, $|E|$ and $|A|$ are the number of node, edge and arc orbits of $G$ (note that $|A| \leq 2|E|$). Therefore, in working with $M_{\varphi^\pi}$, the big-$O$ order of the number of variables is reduced from the number of nodes and edges in $G$ to the number of node and edge orbits.

For MAP inference, (3) is equivalent to the lifted problem $\sup_{\mu \in M_{\varphi^\pi}} \mathfrak{m}(\theta^\pi, \mu^\pi)$. A single ground MAP solution $\hat{x}$ leads to an entire configuration orbit $C = orb_{A_\Delta[F]}(\hat{x})$ of MAP solutions. The feature-centroid $\hat{\mu}^\pi = \mathfrak{m}(\pi, \mu^\pi) = \frac{1}{|C|} \sum_{x \in C} \Phi^\pi(x)$ then lies inside $M_{\varphi^\pi}$, and is the corresponding lifted MAP solution. Furthermore, $\hat{\mu}_{\hat{x}'}^{\hat{x}'} = \frac{1}{|C|} \sum_{x \in C} \phi_{\hat{x}'}^{\hat{x}'}(\hat{x})$ is the fraction of the ground variables in $\hat{x}$, assigned the value $t$, and similarly for pairwise features. Note that from the learning (parameter estimation) point of view, the lifted MAP solution is more useful than any single MAP solution alone.

6 Lifted Approximate MAP Inference

Approximate convex variational inference typically works with a tractable convex approximation of $M$ and a tractable convex approximation of the negative entropy function $A^\pi$. In this paper we consider only lifted outer bounds of $M_{\varphi^\pi}$ (and thus restrict ourselves to the discrete case). We leave the problem of handling approximations of $A^\pi$ to future work. Our focus is the LP relaxation of the MAP inference problem (3) and its lifted formulation.

To find an approximate lifted solution, since any outer bound OUTER $\sup M_{\varphi^\pi}$ yields an outer bound OUTER$\varphi^\pi$ of $M_{\varphi^\pi}$, we can always relax the lifted problem and replace $M_{\varphi^\pi}$ by OUTER$\varphi^\pi$. But is the relaxed lifted problem on OUTER$\varphi^\pi$ equivalent to the relaxed ground problem on OUTER? This depends on whether $\varphi^\pi$ is a lifting partition for the relaxed ground problem.
Theorem 7. If the set \( \text{OUTER} = \text{OUTER}(\mathcal{G}) \) depends only on the graphical model structure \( \mathcal{G} \) of \( \mathcal{F} \), then \( \forall \theta \in \Theta_\Delta, \varphi_o \) is a lifting partition for the relaxed MAP problem

\[
\sup_{\mu^o \in \text{OUTER}} \langle \theta^o, \mu^o \rangle = \sup_{\mu^o \in \text{OUTER}_{\varphi^o}} \langle \theta^o, \mu^o \rangle
\]

The most often used outer bound of \( \mathcal{M}^o \) is the local marginal polytope \( \text{LOCAL}(\mathcal{G}) \) [19], which enforces consistency for marginals on nodes and between nodes and edges of \( \mathcal{G} \). [17, 18] used CYCLE(\( \mathcal{G} \)), which is a tighter bound that also enforces consistency of edge marginals on the same cycle of \( \mathcal{G} \). The Sherali-Adams hierarchy\(^3\) [15] provides a sequence of outer bounds of \( \mathcal{M}^o \), starting from \( \text{LOCAL}(\mathcal{G}) \) and progressively tightening it to the exact marginal polytope \( \mathcal{M}^o \). All of these outer bounds depend only on the structure of the graphical model \( \mathcal{G} \), and thus the corresponding relaxed MAP problems admit \( \varphi^o \) as a lifting partition. Note that with the exception when \( \text{OUTER} = \text{LOCAL} \), equitable partitions [6] of \( \mathcal{G} \) such as those used in [11] are not lifting partitions for the approximate variational problem in theorem 7.\(^4\)

7 Lifted MAP Inference on the Local Polytope

We now focus on lifted approximate MAP inference using the local marginal polytope \( \text{LOCAL} \). From this point on, we also restrict ourselves to models where the features are pairwise or unary, and the variables are binary (\( \mathcal{X} = \{0, 1\} \)).

We first aim to give an explicit characterization of the constraints of the lifted local polytope \( \text{LOCAL}_{\varphi^o} \). The local polytope \( \text{LOCAL}(\mathcal{G}) \) is defined as the set of locally consistent pseudo-marginals.

\[
\left\{ \begin{array}{ll}
\tau_{v, 0} + \tau_{v, 1} = 1 & \forall v \in \mathcal{V}(\mathcal{G}) \\
\tau_{(u,v), 0} + \tau_{(u,v), 1} = \tau_{u, 0} & \forall \{u, v\} \in \mathcal{E}(\mathcal{G}) \\
\tau_{(u,v), 0} + \tau_{(u,v), 1} = \tau_{v, 0} & \\
\tau_{(u,v), 1} + \tau_{(u,v), 1} = \tau_{v, 1} & \\
\end{array} \right.
\]

Substituting \( \tau_i \) by the corresponding \( \bar{\tau}_{\rho(i)} \) where \( \rho(i) \) is given in subsection 5.3, and by noting that constraints generated by \( \{u, v\} \) in the same edge orbits are redundant, we obtain the constraints for the lifted local polytope \( \text{LOCAL}_{\varphi^o} \) as follows.

\[
\left\{ \begin{array}{ll}
\bar{\tau}_v + \bar{\tau}_v = 1 & \forall \text{node orbit } v \\
\bar{\tau}_0 + \bar{\tau}_1 = \bar{\tau}_0 & \forall \text{edge orbit } e \text{ with } \{u, v\} \text{ a representative of } e \\
\bar{\tau}_0 + \bar{\tau}_1 = \bar{\tau}_0 & \\
\bar{\tau}_1 + \bar{\tau}_1 = \bar{\tau}_1 & \\
\end{array} \right.
\]

Thus, the number of constraints needed to describe the lifted local polytope \( \text{LOCAL}_{\varphi^o} \) is \( O(|\mathcal{V}| + |\mathcal{E}|) \). Similar to the ground problem, these constraints can be derived from a graph representation of the node and edge orbits. Define the lifted graph \( \bar{\mathcal{G}} \) to be a graph whose nodes are the set of node orbits \( \bar{\mathcal{V}} \) of \( \mathcal{G} \). For each edge orbit \( e \) with a representative \( \{u, v\} \in e \), there is a corresponding edge on \( \bar{\mathcal{G}} \) that connects the two node orbits \( \bar{u} \) and \( \bar{v} \). Note that unlike \( \mathcal{G} \), the lifted graph \( \bar{\mathcal{G}} \) in general is not a simple graph and can contain self-loops and multi-edges between two nodes. Figure 2(a) and (c) show the ground graphical model \( \mathcal{G} \) and the lifted graph \( \bar{\mathcal{G}} \) for the example 1.

Next, consider the linear objective function \( \langle \theta^o, \tau \rangle \). Substituting \( \tau_i \) by the corresponding \( \bar{\tau}_{\rho(i)} \), we can rewrite the objective function in terms of \( \bar{\tau}, \bar{\pi} \) where the coefficients \( \bar{\theta} \) are defined on nodes and edges of the lifted graph \( \bar{\mathcal{G}} \) as follows. For each node orbit \( v \), \( \bar{\theta}_{v:1} = \sum_{\bar{v} \in \bar{v}} \theta^o_{v:1} \) where \( t \in \{0, 1\} \) and \( v \) is any representative member of \( v \). For each edge orbit \( e \) with a representative \( \{u, v\} \in e \), \( \bar{\theta}_{e:1} = \sum_{\bar{e} \in \bar{e}} \theta^o_{e:1} \) = \( e | \theta^o_{e:1} \) = \( e | \theta^o_{e:1} \) where \( t \in \{0, 1\} \), \( \theta(\bar{e}, 0) = \sum_{\bar{e} \in \bar{e}} \theta^o_{e:0} = \sum_{\bar{e} \in \bar{e}} \theta^o_{e:0} = \sum_{\bar{e} \in \bar{e}} \theta^o_{e:0} \) = \( e | \theta^o_{e:0} \). Note that typically the two arc-orbits \( \bar{e} \) are not the same, in which case \( \bar{e} | \theta^o_{e:0} \) = \( e | \theta^o_{e:0} \) = \( e | \theta^o_{e:0} \). However, in the case \( \bar{e} = \bar{e} \), then \( \bar{e} = \bar{e} = 2 | \theta^o_{e:0} \).

We have shown that the lifted formulation for MAP inference on the local polytope can be described in terms of the lifted variables \( \bar{\tau} \) and the lifted parameters \( \bar{\theta} \). These lifted variables and parameters are associated with the orbits of the ground graphical model. Thus, the derived lifted formulation can also be read out directly from the lifted graph \( \bar{\mathcal{G}} \). In fact, the derived lifted formulation is the local relaxed MAP problem of the lifted graphical model \( \bar{\mathcal{G}} \). Therefore, any algorithm for solving the local relaxed MAP problem on \( \mathcal{G} \) can also be used to solve the derived lifted formulation on \( \bar{\mathcal{G}} \). For example, performing coordinate descent in the dual formulation [5] of the lifted local LP yields the lifted MPLP. Note that MPLP is an asynchronous message passing algorithms that cannot be lifted by grouping identical messages.

8 Beyond Local Polytope: Lifted MAP Inference with Cycle Inequalities

We now discuss lifting the MAP relaxation on CYCLE(\( \mathcal{G} \)), a bound obtained by tightening \( \text{LOCAL}(\mathcal{G}) \) with an additional set of linear constraints that hold on cycles of the graphical model structure \( \mathcal{G} \), called cycle constraints [17]. These constraints mean the number of cuts (transitions from 0 to 1 or vice versa) in any configuration on a cycle of \( \mathcal{G} \) must be even. Cycle constraints can be expressed as linear constraints as follows. For every cycle \( C \) (set of edges that form a cycle in \( \mathcal{G} \)) and every odd-sized subset \( F \subseteq C \)

\[
\sum_{\{u,v\} \in F} \text{nocut}(\{u,v\}, \tau) + \sum_{\{u,v\} \in C \setminus F} \text{cut}(\{u,v\}, \tau) \geq 1
\]

(5)
where \( ncut\{\{u,v\},\tau\} = \tau_{\{u:0,v:0\}} + \tau_{\{u:1,v:1\}} \) and \( cut\{\{u,v\},\tau\} = \tau_{\{u:0,v:1\}} + \tau_{\{u:1,v:0\}} \).

Theorem 7 guarantees that MAP inference on CYCLE can be lifted by restricting the feasible domain to \( CYCLE_{\prec_{\tau}} \), which we term the \( lifted \) cycle polytope. Substituting the original variables \( \tau \) by the lifted variables \( \bar{\tau} \), we obtain the \( lifted \) cycle constraints in terms of \( \bar{\tau} \):

\[
\sum_{\{u,v\} \in F} ncut\{\{u,v\},\bar{\tau}\} + \sum_{\{u,v\} \in C \setminus F} cut\{\{u,v\},\bar{\tau}\} \geq 1
\]  

where \( ncut\{\{u,v\},\bar{\tau}\} = \bar{\tau}_{\{u:0,v:0\}} + \bar{\tau}_{\{u:1,v:1\}} \) and \( cut\{\{u,v\},\bar{\tau}\} = \bar{\tau}_{\{u:0,v:1\}} + \bar{\tau}_{\{u:1,v:0\}} \).

8.1 Lifted Cycle Constraints on All Cycles Passing Through a Fixed Node

It is not possible to extract all lifted cycle constraints just by examining the lifted graphical model \( G\bar{\tau} \) since there could be cycles in \( G \) that do not correspond to any cycles in \( G\bar{\tau} \). However, we can characterize all constraints on all cycles passing through a fixed node \( i \in G \).

Let \( Cyc[i] \) be the set of (ground) cycle constraints generated from all cycles passing through \( i \). A cycle is simple if it does not intersect with itself or contain repeated edges; [17] considers only simple cycles, but we will also consider any cycle, including non-simple cycles in \( Cyc[i] \). Adding non-simple cycles to the mix does not change the story since constraints on non-simple cycles of \( G\bar{\tau} \) are redundant. We now give a precise characterization of \( Cyc[i] \), the set of lifted cycle constraints obtained by lifting all cycle constraints in \( Cyc[i] \) via the transformation from (5) to (6).

The lifted graph fixing \( i \), \( G\bar{\tau}[i] \) is defined as follows. Let \( A_{\Delta [F,i]} \) be the subgroup of \( A_{\Delta [F]} \) that fixes \( i \), that is \( \pi(i) = i \). The set of nodes of \( G\bar{\tau}[i] \) is the set of node orbits \( \bar{V}[[i]] \) of \( G \) induced by \( A_{\Delta [F,i]} \), and the set of edges is the set of edge orbits \( \bar{E}[[i]] \) of \( G \). Each edge orbit connects to the orbits of the two adjacent nodes (which could form just one node orbit). Since \( i \) is fixed, \( \{i\} \) is a node orbit, and hence is a node on \( G\bar{\tau}[i] \). Note that \( G\bar{\tau}[i] \) in general is not a simple graph: it can have multi-edges and loops.

Theorem 8. Let \( C \) be a cycle (not necessarily simple) in \( G\bar{\tau}[i] \) that passes through the node \( \{i\} \). For any odd-sized \( F \subset C \):

\[
\sum_{e \in F} ncut(e,\bar{\tau}) + \sum_{e \in C \setminus F} cut(e,\bar{\tau}) \geq 1
\]  

is a constraint in \( Cyc[i] \). Further, all constraints in \( Cyc[i] \) can be expressed this way.

8.2 Separation of Lifted Cycle Constraints

While the number of cycle constraints may be reduced significantly in the lifted space, it may still be computationally expensive to list all of them. To address this issue, we follow [17] and employ a cutting plane approach in which we find and add only the most violated lifted cycle constraint in each iteration (separation operation).

For finding the most violated lifted cycle constraint, we propose a lifted version of the method presented by [17], which performs the separation by iterating over the nodes of the graph \( G \) and for each node \( i \) finds the most violated cycle constraint from all cycles passing through \( i \). Theorem 8 suggests that all lifted cycle constraints in \( Cyc[i] \) can be separated by mirroring \( G\bar{\tau}[i] \) and performing a shortest path search from \( \{i\} \) to its mirrored node, similar to the way separation is performed on ground cycle constraints [17].

To find the most violated lifted cycle constraint, we could first find the most violated lifted cycle constraint \( C\bar{\tau}_v \in Cyc[i] \) for each node \( i \), and then take the most violated constraints over all \( C_i \). However, note that if \( i \) and \( i' \) are in the same node orbit, then \( Cyc[i] = Cyc[i'] \). Hence, we can perform separation using the following algorithm:

1. For each node orbit \( \bar{v} \in \bar{V} \), choose a representative \( i \in \bar{v} \) and find its most violated lifted cycle constraint \( C\bar{\tau}_v \in Cyc[i] \) using a shortest path algorithm on the mirror graph of \( G\bar{\tau}[i] \).

2. Return the most violated constraint over all \( C\bar{\tau}_v \).

Notice that both \( G\bar{\tau}[i] \) and its mirror graph have to be calculated only once per graph. In each separation iteration we can reuse these structures, provided that we adapt the edge weights in the mirror graph according to the current marginals.

9 Experiments

First, we evaluate methods for detecting symmetries described in Section 4 on the “Friends & Smokers” MLN5 [16]. The first method (nauty) grounds the MLN then finds a lifting partition. The second (renaming) does not require grounding, but uses the renaming group to find a lifting partition. Table 1 presents the results for varying domain sizes where for a random 10% of all people it is known whether they smoke or not. Although nauty finds a more compact lifted graph, it takes significantly more time than using the renaming group. For this reason, our subsequent experiment only makes use of the renaming group and orbits.6

Figure 4 shows the run time performance of MAP inference using local and cycle LP formulations (both ground and lifted algorithms use the off-the-shelf Gurobi LP solver). For cutting plane, we use the in-out variant [1] with parameter \( \alpha = 0.99 \) to improve convergence. All lifted variants are several order-of-magnitude faster than their ground counterparts. We also find that for this particular MLN, all solutions found by the local LP formulation immediately satisfy all the cycle constraints. Closer examination reveals that this MLN prescribes attractive potentials on the pairs \((\text{Smoke}(x),\text{Smoke}(y))\), thus MAP...
Table 1: Symmetries detection on the Friends & Smokers MLN with 10% known people. * means the process did not finish within a day.

<table>
<thead>
<tr>
<th>Method</th>
<th>#Orbits</th>
<th>Time(s)</th>
<th>10</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nauty</td>
<td>12</td>
<td>.39</td>
<td>1.77</td>
<td></td>
<td></td>
<td></td>
<td>.84</td>
<td>2.19</td>
</tr>
<tr>
<td>Renaming</td>
<td>12</td>
<td>.08</td>
<td>25</td>
<td>80</td>
<td>221</td>
<td>84</td>
<td>20305</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: (Best viewed in color) “Friends & Smokers” MLN with 10% known people.

Figure 5: (Best viewed in color) “Lovers & Smokers” MLN without evidence. The local and cycle methods did not finish within a day for larger domain sizes.

Figure 6: “Lovers & Smokers” MLN with random soft evidence, domain size = 100.

10 Conclusion

We presented a new general framework for lifted variational inference by introducing and studying a precise mathematical definition of symmetry of graphical models via the construction of their automorphism groups. Using the device of automorphism groups, orbits of random variables are obtained, and lifted variational inference materializes as performing the corresponding convex variational optimization problem in the space of per-orbit random variables. Our framework enables lifting a large class of approximate variational MAP inference algorithms, including the first lifted algorithm for MAP inference with cycle constraints. We presented experimental results demonstrating the clear benefits of the lifted over the ground formulations. Future extension includes how to handle approximations of the convex upper-bounds of negative entropy function $A^*$, which would enable lifting the full class of approximate convex variational marginal inference.
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Abstract

We consider partially observable Markov decision processes (POMDPs) with limit-average payoff, where a reward value in the interval $[0,1]$ is associated to every transition, and the payoff of an infinite path is the long-run average of the rewards. We consider two types of path constraints: (i) quantitative constraint defines the set of paths where the payoff is at least a given threshold $\lambda_1 \in (0,1]$; and (ii) qualitative constraint which is a special case of quantitative constraint with $\lambda_1 = 1$. We consider the computation of the almost-sure winning set, where the controller needs to ensure that the path constraint is satisfied with probability 1. Our main results for qualitative path constraint are as follows: (i) the problem of deciding the existence of a finite-memory controller is EXPTIME-complete; and (ii) the problem of deciding the existence of an infinite-memory controller is undecidable. For quantitative path constraint we show that the problem of deciding the existence of a finite-memory controller is undecidable.

1 Introduction

Partially observable Markov decision processes (POMDPs). Markov decision processes (MDPs) are standard models for probabilistic systems that exhibit both probabilistic and nondeterministic behavior [10]. MDPs have been used to model and solve control problems for stochastic systems [7, 23]: nondeterminism represents the freedom of the controller to choose a control action, while the probabilistic component of the behavior describes the system response to control actions. In perfect-observation (or perfect-information) MDPs (PIMDPs) the controller can observe the current state of the system to choose the next control actions, whereas in partially observable MDPs (POMDPs) the state space is partitioned according to observations that the controller can observe, i.e., given the current state, the controller can only view the observation of the state (the partition the state belongs to), but not the precise state [20]. POMDPs provide the appropriate model to study a wide variety of applications such as in computational biology [5], speech processing [19], image processing [4], robot planning [13, 11], reinforcement learning [12], to name a few. POMDPs also subsume many other powerful computational models such as probabilistic finite automata (PFA) [24, 21] (since probabilistic finite automata (aka blind POMDPs) are a special case of POMDPs with a single observation).

Limit-average payoff. A payoff function maps every infinite path (infinite sequence of state action pairs) of a POMDP to a real value. The most well-studied payoff in the setting of POMDPs is the limit-average payoff where every state action pair is assigned a real-valued reward in the interval $[0,1]$ and the payoff of an infinite path is the long-run average of the rewards on the path [7, 23]. POMDPs with limit-average payoff provide the theoretical framework to study many important problems of practical relevance, including probabilistic planning and several stochastic optimization problems [11, 2, 16, 17, 27].

Expectation vs probabilistic semantics. Traditionally, MDPs with limit-average payoff have been studied with the expectation semantics, where the goal of the controller is to maximize the expected limit-average payoff. The expected payoff value can be $\frac{1}{2}$ when with probability $\frac{1}{2}$ the payoff is 1, and with remaining probability the payoff is 0. In many applications of system analysis (such as robot planning and control) the relevant question is the probability measure of the paths that satisfy certain criteria, e.g., whether the probability measure of the paths such that the limit-average payoff is 1 (or the payoff is at least
\( \frac{1}{\epsilon} \) is at least a given threshold (e.g., see [1, 13]). We classify the path constraints for limit-average payoff as follows: (1) *quantitative constraint* that defines the set of paths with limit-average payoff at least \( \lambda_1 \), for a threshold \( \lambda_1 \in (0, 1] \); and (2) *qualitative constraint* is the special case of quantitative constraint that defines the set of paths with limit-average payoff 1 (i.e., the special case with \( \lambda_1 = 1 \)). We refer to the problem where the controller must satisfy a path constraint with a probability threshold \( \lambda_2 \in (0, 1] \) as the *probabilistic semantics*. An important special case of probabilistic semantics is the *almost-sure semantics*, where the probability threshold is 1. The almost-sure semantics is of great importance because there are many applications where the requirement is to know whether the correct behavior arises with probability 1. For instance, when analyzing a randomized embedded scheduler, the relevant question is whether every thread progresses with probability 1. Even in settings where it suffices to satisfy certain specifications with probability \( \lambda_2 < 1 \), the correct choice of \( \lambda_2 \) is a challenging problem, due to the simplifications introduced during modeling. For example, in the analysis of randomized distributed algorithms it is quite common to require correctness with probability 1 (e.g., [22, 26]). Besides its importance in practical applications, almost-sure convergence, is a fundamental concept in probability theory, and provide stronger convergence guarantee than convergence in expectation [6].

**Previous results.** There are several deep undecidability results established for the special case of probabilistic finite automata (PFA) (that immediately imply undecidability for POMDPs). The basic undecidability results are for PFA over finite words: The emptiness problem for PFA under probabilistic semantics is undecidable over finite words [24, 21, 3]; and it was shown in [16] that even the following approximation version is undecidable: for any fixed \( 0 < \epsilon < \frac{1}{2} \), given a probabilistic automaton and the guarantee that either (a) there is a word accepted with probability at least \( 1 - \epsilon \); or (ii) all words are accepted with probability at most \( \epsilon \); decide whether it is case (i) or case (ii). The almost-sure problem for probabilistic automata over finite words reduces to the non-emptiness question of universal automata over finite words and is PSPACE-complete. However, another related decision question whether for every \( \epsilon > 0 \) there is a word that is accepted with probability at least \( 1 - \epsilon \) (called the value 1 problem) is undecidable for probabilistic automata over finite words [8]. Also observe that all undecidability results for probabilistic automata over finite words carry over to POMDPs where the controller is restricted to finite-memory strategies. The importance of finite-memory strategies in applications has been established in [9, 14, 18].

<table>
<thead>
<tr>
<th>Table 1: Complexity: New results are in bold fonts</th>
</tr>
</thead>
<tbody>
<tr>
<td>POMDP Qual. Constr.</td>
</tr>
<tr>
<td>Almost-sure semantics</td>
</tr>
<tr>
<td>PFA</td>
</tr>
<tr>
<td>Fin. mem.</td>
</tr>
</tbody>
</table>

**Our contributions.** Since under the general probabilistic semantics, the decision problems are undecidable even for PFA, we consider POMDPs with limit-average payoff under the almost-sure semantics. We present a complete picture of decidability as well as optimal complexity.

**(Almost-sure winning for qualitative constraint).** We first consider limit-average payoff with qualitative constraint under almost-sure semantics. We show that *belief-based* strategies are not sufficient (where a belief-based strategy is based on the subset construction that remembers the possible set of current states): we show that there exist POMDPs with limit-average payoff with qualitative constraint where finite-memory almost-sure winning strategy exists but there exists no belief-based almost-sure winning strategy. Our counter-example shows that standard techniques based on subset construction (to construct an exponential size PIMDP) are not adequate to solve the problem. We then show one of our main result that given a POMDP with \(|S|\) states and \(|A|\) actions, if there is a finite-memory almost-sure winning strategy to satisfy the limit-average payoff with qualitative constraint, then there is an almost-sure winning strategy that uses at most \(2^{3\cdot|S|+|A|}\) memory. Our exponential memory upper bound is asymptotically optimal, as even for PFA over finite words, exponential memory is required for almost-sure winning (follows from the fact that the shortest witness word for non-emptiness of universal finite automata is at least exponential). We then show that the problem of deciding the existence of a finite-memory almost-sure winning strategy for limit-average payoff with qualitative constraint is EXPTIME-complete for POMDPs. In contrast to our result for finite-memory strategies, we show that deciding the existence of an infinite-memory almost-sure winning strategy for limit-average payoff with qualitative constraint is undecidable for POMDPs.

**(Almost-sure winning with quantitative constraint).** In contrast to our decidability result under finite-memory strategies for qualitative constraint, we show that the almost-sure winning problem for limit-average payoff with quantitative constraint is undecidable even for finite-memory strategies for POMDPs.

In summary we establish the precise decidability fron-
tier for POMDPs with limit-average payoff under probabilistic semantics (see Table 1). For practical purposes, the most prominent question is the problem of finite-memory strategies, and for finite-memory strategies we establish decidability with EXPTIME-complete complexity for the important special case of qualitative constraint under almost-sure semantics.

2 Definitions

We present the definitions of POMDPs, strategies, objectives, and other basic notions required for our results. We follow standard notations from [23, 15].

Notations. Given a finite set $X$, we denote by $\mathcal{P}(X)$ the set of subsets of $X$, i.e., $\mathcal{P}(X)$ is the power set of $X$. A probability distribution $f$ on $X$ is a function $f : X \to [0,1]$ such that $\sum_{x \in X} f(x) = 1$, and we denote by $\mathcal{D}(X)$ the set of all probability distributions on $X$. For $f \in \mathcal{D}(X)$ we denote by $\text{Supp}(f) = \{ x \in X \mid f(x) > 0 \}$ the support of $f$.

Definition 1 (POMDP). A Partially Observable Markov Decision Process (POMDP) is a tuple $G = (S, A, \delta, \mathcal{O}, \gamma, s_0)$ where: (i) $S$ is a finite set of states; (ii) $A$ is a finite alphabet of actions; (iii) $\delta : S \times A \to \mathcal{D}(S)$ is a probabilistic transition function that given a state $s$ and an action $a \in A$ gives the probability distribution over the successor states, i.e., $\delta(s,a)(s')$ denotes the transition probability from $s$ to $s'$ given action $a$; (iv) $\mathcal{O}$ is a finite set of observations; (v) $\gamma : S \to \mathcal{O}$ is an observation function that maps every state to an observation; and (vi) $s_0$ is the initial state.

Given $s, s' \in S$ and $a \in A$, we also write $\delta(s'|s,a)$ for $\delta(s,a)(s')$. A state $s$ is absorbing if for all actions $a$ we have $\delta(s,a)(s) = 1$ (i.e., $s$ is never left from $s$). For an observation $o$, we denote by $\gamma^{-1}(o) = \{ s \in S \mid \gamma(s) = o \}$ the set of states with observation $o$. For a set $U \subseteq S$ of states and $O \subseteq \mathcal{O}$ of observations we denote $\gamma(U) = \{ o \in \mathcal{O} \mid \exists s \in U. \gamma(s) = o \}$ and $\gamma^{-1}(O) = \bigcup_{o \in O} \gamma^{-1}(o)$.

Plays and belief-updates. A play (or a path) in a POMDP is an infinite sequence $(s_0, a_0, s_1, a_1, s_2, a_2, \ldots)$ of states and actions such that for all $i \geq 0$ we have $\delta(s_i, a_i)(s_{i+1}) > 0$. We write $\Omega$ for the set of all plays. For a finite prefix $w = (s_0, a_0, s_1, a_1, s_2, a_2, \ldots, s_n)$ we denote by $\gamma(w) = (\gamma(s_0), a_0, \gamma(s_1), a_1, \ldots, \gamma(s_n))$ the observation and action sequence associated with $w$. For a finite sequence $\rho = (a_0, a_0, a_1, a_1, \ldots, a_n)$ of observations and actions, the belief $B(\rho)$ after the prefix $\rho$ is the set of states in which a finite prefix of a play can be after the sequence $\rho$ of observations and actions, i.e., $B(\rho) = \{ s_n = \text{Last}(w) \mid w = (s_0, a_0, s_1, a_1, \ldots, s_n), w$ is a prefix of a play, and for all $0 \leq i \leq n. \gamma(s_i) = o_i \}$.

The belief-updates associated with finite-prefixes are as follows: for prefixes $w$ and $w' = w \cdot a \cdot s$ the belief update is defined inductively $B(\gamma(w')) = \left( \bigcup_{s_i \in B(\gamma(w))} \text{Supp}(\delta(s_i, a_i)) \right) \cap \gamma^{-1}(\gamma(s))$.

Strategies. A strategy (or a policy) is a recipe to extend prefixes of plays and is a function $\sigma : (S \times A)^* \times \mathcal{O} \to \mathcal{D}(A)$ that given a finite history (i.e., a finite prefix of a play) selects a probability distribution over the actions. Since we consider POMDPs, strategies are observation-based, i.e., for all histories $w = (s_0, a_0, s_1, a_1, \ldots, a_{n-1}, s_n)$ and $w' = (s'_0, a_0, s'_1, a_1, \ldots, a_{n-1}, s'_n)$ such that for all $0 \leq i \leq n$ we have $\gamma(s_i) = \gamma(s'_i)$ (i.e., $\gamma(w) = \gamma(w')$), we must have $\sigma(w') = \sigma(w')$. In other words, if the observation sequence is the same, then the strategy cannot distinguish between the prefixes and must play the same. We now present an equivalent definition of observation-based strategies such that the memory of the strategy is explicitly specified, and will be required to present finite-memory strategies.

Definition 2 (Strategies with memory and finite-memory strategies). A strategy with memory is a tuple $\sigma = (\sigma_0, \sigma_1, M, m_0)$ where: (i) (Memory set). $M$ is a denumerable set (finite or infinite) of memory elements (or memory states). (ii) (Action selection function). The function $\sigma_0 : M \times S \times A \to D(A)$ is the action selection function that given the current memory state gives the probability distribution over actions. (iii) (Memory update function). The function $\sigma_1 : M \times S \times A \to D(M)$ is the memory update function that given the current memory state, the current observation and action, updates the memory state probabilistically. (iv) (Initial memory). The memory state $m_0 \in M$ is the initial memory state. A strategy is a finite-memory strategy if the set $M$ of memory elements is finite. A strategy is pure (or deterministic) if the memory update function and the action selection function are deterministic, i.e., $\sigma_0 : M \times S \times A \to D(A)$ and $\sigma_1 : M \times S \times A \to D(M)$ are memoryless (or stationary) if it is independent of the history but depends only on the current observation, and can be represented as a function $\sigma : O \to D(A)$.

Objectives. An objective in a POMDP $G$ is a measurable set $\varphi \subseteq \Omega$ of plays. We first define limit-average payoff (aka mean-payoff) function. Given a POMDP we consider a reward function $r : S \times A \to [0,1]$ that maps every state action pair to a real-valued reward in the interval $[0,1]$. The LimAvg payoff function maps every play to a real-valued reward that is the long-run average of the rewards of the play. Formally, given a play $\rho = (s_0, a_0, s_1, a_1, s_2, a_2, \ldots)$ we have $\text{LimAvg}(r, \rho) = \liminf_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n} r(s_i, a_i)$. When the reward function $r$ is clear from the context,
we drop it for simplicity. For a reward function \( r \), we consider two types of limit-average payoff constraints:
(i) Qualitative constraint. The qualitative constraint
limit-average objective \( \text{LimAvg}_{=1} \) defines the set of paths such that the limit-average payoff is 1; i.e., \( \text{LimAvg}_{=1} = \{ \rho \mid \text{LimAvg}(\rho) = 1 \} \). (ii) Quantitative constraints. Given a threshold \( \lambda_1 \in (0, 1) \), the quantitative constraint limit-average objective \( \text{LimAvg}_{>\lambda_1} \) defines the set of paths such that the limit-average payoff is strictly greater than \( \lambda_1 \); i.e., \( \text{LimAvg}_{>\lambda_1} = \{ \rho \mid \text{LimAvg}(\rho) > \lambda_1 \} \).

Probabilistic and almost-sure winning. Given a POMDP, an objective \( \varphi \), and a class \( C \) of strategies, we say that: (i) a strategy \( \sigma \in C \) is almost-sure winning if \( \mathbb{P}^\sigma(\varphi) = 1 \); (ii) a strategy \( \sigma \in C \) is probabilistic winning, for a threshold \( \lambda_2 \in (0, 1) \) if \( \mathbb{P}^\sigma(\varphi) \geq \lambda_2 \).

Theorem 1 (Results for PFA (probabilistic automata over finite words) [21]). The following assertions hold for the class \( C \) of all infinite-memory as well as finite-memory strategies: (1) the probabilistic winning problem is undecidable for PFA; and (2) the almost-sure winning problem is PSPACE-complete for PFA.

Since PFA are a special case of POMDPs, the undecidability of the probabilistic winning problem for PFA implies the undecidability of the probabilistic winning problem for POMDPs with both qualitative and quantitative constraint limit-average objectives. The almost-sure winning problem is PSPACE-complete for PFA, and we study the complexity of the almost-sure winning problem for POMDPs with both qualitative and quantitative constraint limit-average objectives, under infinite-memory and finite-memory strategies.

Basic properties of Markov Chains. Since our proofs will use results of Markov chains, we start with some basic results related to Markov chains.

Markov chains and recurrent classes. A Markov chain \( \mathcal{G} = (\mathcal{S}, \mathcal{E}) \) consists of a finite set \( \mathcal{S} \) of states and a probabilistic transition function \( \mathcal{E} : \mathcal{S} \to \mathcal{D}(\mathcal{S}) \). Given the Markov chain, we consider the directed graph \( (\mathcal{S}, \mathcal{E}) \) where \( \mathcal{E} = \{ (s, s') \mid \delta(s' | s) > 0 \} \). A recurrent class \( \mathcal{C} \subseteq \mathcal{S} \) of the Markov chain is a bottom strongly connected component (ssc) in the graph \( (\mathcal{S}, \mathcal{E}) \) (a bottom scc is an scc with no edges out of the scc). We denote by \( \text{Rec}(\mathcal{G}) \) the set of recurrent classes of the Markov chain, i.e., \( \text{Rec}(\mathcal{G}) = \{ \mathcal{C} \mid \mathcal{C} \text{ is a recurrent class} \} \). Given a state \( s \) and a set \( \mathcal{U} \) of states, we say that \( \mathcal{U} \) is reachable from \( s \) if there is a path from \( s \) to some state in \( \mathcal{U} \) in the graph \( (\mathcal{S}, \mathcal{E}) \). Given a state \( \bar{s} \) of the Markov chain we denote by \( \text{Rec}(\mathcal{G})(\bar{s}) \subseteq \text{Rec}(\mathcal{G}) \) the subset of the recurrent classes reachable from \( \bar{s} \) in \( \mathcal{G} \). A state is recurrent if it belongs to a recurrent class. The following standard properties of reachability and the recurrent classes will be used in our proofs:

- **Property 1.** (a) For a set \( \mathcal{T} \subseteq \mathcal{S} \), if for all states \( \pi \in \mathcal{T} \) there is a path to \( \mathcal{T} \) (i.e., for all states there is a positive probability to reach \( \mathcal{T} \)), then from all states the set \( \mathcal{T} \) is reached with probability 1. (b) For all states \( \pi \), if the Markov chain starts at \( \pi \), then the set \( \mathcal{T} = \bigcup_{\mathcal{C} \in \text{Rec}(\mathcal{G})(\pi)} \mathcal{C} \) is reached with probability 1, i.e., the set of recurrent classes is reached with probability 1.

- **Property 2.** For a recurrent class \( \mathcal{C} \), for all states \( \pi \in \mathcal{C} \), if the Markov chain starts at \( \pi \), then for all states \( \mathcal{T} \in \mathcal{C} \) the state \( \mathcal{T} \) is visited infinitely often with probability 1, and is visited with positive average frequency (i.e., positive limit-average frequency) with probability 1.

Lemma 1 is a consequence of the above properties.

**Lemma 1.** Let \( \mathcal{G} = (\mathcal{S}, \mathcal{E}) \) be a Markov chain with a reward function \( r : \mathcal{S} \to [0, 1] \), and \( \mathcal{S} \in \mathcal{S} \) a state of the Markov chain. The state \( \pi \) is almost-sure winning for the objective \( \text{LimAvg}_{=1} \) if for all recurrent classes \( \mathcal{C} \in \text{Rec}(\mathcal{G})(\pi) \) and for all states \( \pi_1 \in \mathcal{C} \) we have \( r(\pi_1) = 1 \).

Markov chains under finite memory strategies. We now define Markov chains obtained by fixing a finite-memory strategy in a POMDP \( G \). A finite-memory strategy \( \sigma = (\sigma_u, \sigma_m, m_0) \) induces a Markov chain \( (\mathcal{S} \times M, \delta_\sigma) \), with the probabilistic transition function \( \delta_\sigma : \mathcal{S} \times M \to \mathcal{D}(\mathcal{S} \times M) \); given \( s, s' \in \mathcal{S} \) and \( m, m' \in M \), the transition \( \delta_\sigma((s', m') \mid (s, m)) \) is the probability to go from state \( (s, m) \) to state \( (s', m') \) in one step under the strategy \( \sigma \). The probability of transition can be decomposed as follows: (i) First an action \( a \in \mathcal{A} \) is sampled according to the distribution \( \sigma_u(m) \); (ii) then the next state \( s' \) is sampled according to the distribution \( \delta(s, a) \); and (iii) finally the new memory \( m' \) is sampled according to the distribution \( \sigma_m(m, \gamma(s'), a) \) (i.e., the new memory is sampled according \( \sigma_u \) given the old memory, new observation and the action). More formally, we have:

\[
\delta_\sigma((s', m') \mid (s, m)) = \sum_{a \in \mathcal{A}} \sigma_u(m)(a) \cdot \delta(s, a)(s') \cdot \sigma_m(m, \gamma(s'), a)(m').
\]

### 3 Finite-memory strategies with Qualitative Constraint

In this section we show the following three results for finite-memory strategies: (i) in POMDPs with \( \text{LimAvg}_{=1} \) objectives belief-based strategies are not sufficient for almost-sure winning; (ii) an exponential upper bound on the memory required by an almost-sure winning strategy for \( \text{LimAvg}_{=1} \) objectives; and (iii) the decision problem is EXPTIME-complete.

**Belief is not sufficient.** We now show with an example that there exist POMDPs with \( \text{LimAvg}_{=1} \) objectives, where finite-memory randomized almost-sure
winning strategies exist, but there exists no belief-based randomized almost-sure winning strategy (a belief-based strategy only uses memory that relies on the subset construction where the subset denotes the possible current states called belief). We will present the counter-example even for POMDPs with restricted reward function \( r \) assigning only Boolean rewards 0 and 1 to the states (does not depend on the action).

**Example 1.** We consider a POMDP with state space \( \{s_0, X, X', Y, Y', Z, Z'\} \) and action set \( \{a, b\} \), and let \( U = \{X, X', Y, Y', Z, Z'\} \). From the initial state \( s_0 \) all the other states are reached with uniform probability in one-step, i.e., for all \( s' \in U = \{X, X', Y, Y', Z, Z'\} \) we have \( \delta(s_0, a)(s') = \delta(s_0, b)(s') = \frac{1}{6} \). The transitions from the other states are shown in Figure 1. All states in \( U \) have the same observation. The reward function \( r \) assigns the reward 1 to states \( X, X', Y, Y', Z, Z' \) and 0 to states \( Y \) and \( Y' \). The belief initially after one-step is the set \( U = \{X, X', Y, Y', Z, Z'\} \) since from \( s_0 \) all of them are reached with positive probability. The belief is always the set \( U \) since every state has an input edge for every action, i.e., if the current belief is \( U \) (the set of states that the POMDP is currently in with positive probability is \( U \)), then irrespective of whether \( a \) or \( b \) is chosen all states of \( U \) are reached with positive probability and thus the belief is again \( U \). There are three belief-based strategies: (i) \( \sigma_1 \) that plays always \( a \); (ii) \( \sigma_2 \) that plays always \( b \); or (iii) \( \sigma_3 \) that plays both \( a \) and \( b \) with positive probability. The Markov chains \( G|_{\sigma_1} \) and \( G|_{\sigma_2} \) are also shown in Figure 1, and the graph of \( G|_{\sigma_3} \) is the same as the POMDP \( G \) (with edge labels removed). For all the three strategies, the Markov chains contain the whole set \( U \) as the reachable recurrent class, and it follows by Lemma 1 that none of the belief-based strategies \( \sigma_1, \sigma_2 \) or \( \sigma_3 \) are almost-sure winning for the \( \text{LimAvg}_{=1} \) objective. The strategy \( \sigma_4 \) that plays action \( a \) and \( b \) alternately gives rise to a Markov chain where the recurrent classes do not intersect with \( Y \) or \( Y' \), and is a finite-memory almost-sure winning strategy for the \( \text{LimAvg}_{=1} \) objective.

\[ \square \]

### 3.1 Strategy complexity

For the rest of the subsection we fix a finite-memory almost-sure winning strategy \( \sigma = (\sigma_u, \sigma_n, M, m_0) \) on the POMDP \( G = (S, \mathcal{A}, \delta, O, \gamma, s_0) \) with a reward function \( r \) for the objective \( \text{LimAvg}_{=1} \). Our goal is to construct an almost-sure winning strategy for the \( \text{LimAvg}_{=1} \) objective with memory size at most \( \text{Mem}^* = 2^{3|S|} \cdot 2^{|A|} \). We start with a few definitions associated with strategy \( \sigma \).

- The function \( \text{RecFun}_\sigma(m) : S \to \{0, 1\} \) is such that \( \text{RecFun}_\sigma(m)(s) = 1 \) iff the state \( (s, m) \) is recurrent in the Markov chain \( G|_{\sigma} \) and 0 otherwise.
- The function \( \text{AWFun}_\sigma(m) : S \to \{0, 1\} \) is such that \( \text{AWFun}_\sigma(m)(s) = 1 \) iff the state \( (s, m) \) is almost-sure winning for the \( \text{LimAvg}_{=1} \) objective in the Markov chain \( G|_{\sigma} \) and 0 otherwise.

- We also consider \( \text{Act}_\sigma(m) = \text{Supp}(\sigma_u(m)) \) that for every memory element gives the support of the probability distribution over actions played at \( m \).

**Remark 1.** Let \( (s', m') \) be reachable from \( (s, m) \) in \( G|_{\sigma} \). If the state \( (s, m) \) is almost-sure winning for the \( \text{LimAvg}_{=1} \) objective, then the state \( (s', m') \) is also almost-sure winning for the \( \text{LimAvg}_{=1} \) objective.

### Collapsed graph of \( \sigma \)

Given the strategy \( \sigma \) we define the notion of a collapsed graph \( \text{CoGr}(\sigma) = (V, E) \). The states of the graph are elements from the set \( V = \{(Y, \text{AWFun}_\sigma(m), \text{RecFun}_\sigma(m), \text{Act}_\sigma(m)) | Y \subseteq S \text{ and } m \in M\} \) and the initial state is \( (\{s_0\}, \text{AWFun}_\sigma(m_0), \text{RecFun}_\sigma(m_0), \text{Act}_\sigma(m_0)) \). The edges in \( E \) are labeled by actions in \( A \). Intuitively, the action labeled edges of the graph depict the updates of the belief and the functions upon a particular action. Formally, there is an edge \( (Y, \text{AWFun}_\sigma(m), \text{RecFun}_\sigma(m), \text{Act}_\sigma(m)) \rightarrow (Y', \text{AWFun}_\sigma(m'), \text{RecFun}_\sigma(m'), \text{Act}_\sigma(m')) \) in the collapsed graph \( \text{CoGr}(\sigma) \) iff there exists an observation \( o \in O \) such that (i) the action \( a \in \text{Act}_\sigma(m) \); (ii) the set \( Y' \) is non-empty and it is the belief update from \( Y \), under action \( a \) and the observation \( o \), i.e., \( Y' = \bigcup_{s \in Y} \text{Supp}(\delta(s, a)) \cap \gamma^{-1}(o) \); and (iii) \( m' \in \text{Supp}(\sigma_u(m, o, a)) \). Note that the number of states in the graph is bounded by \(|V| \leq 2^{3|S|} \cdot 2^{|A|} = \text{Mem}^*\).

We now define the collapsed strategy for \( \sigma \). Intuitively we collapse memory elements of \( \sigma \) whenever they agree on all the \( \text{RecFun}, \text{AWFun}, \text{Act} \) functions. The collapsed strategy plays uniformly all the actions from the set given by \( \text{Act} \) in the collapsed state.

### Collapsed strategy.

We now construct the collapsed strategy \( \sigma' = (\sigma'_u, \sigma'_n, M', m'_0) \) of \( \sigma \) based on the collapsed graph \( \text{CoGr}(\sigma) = (V, E) \). We will refer to this construction by \( \sigma' = \text{CoSt}(\sigma) \).

- The memory set \( M' \) are the vertices of the collapsed graph \( \text{CoGr}(\sigma) = (V, E) \), i.e., \( M' = V = \)
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that \( \text{AWFun}_\sigma(m)(s) = 1 \) iff the state \( (s, m) \) is almost-sure winning for the \( \text{LimAvg}_{=1} \) objective, then the state \( (s', m') \) is also almost-sure winning for the \( \text{LimAvg}_{=1} \) objective.
\{(Y, AWFun_\sigma(m), \text{RecFun}_\sigma(m), \text{Act}_\sigma(m)) \mid Y \subseteq S \text{ and } m \in M\}. Note that |M'| \leq \text{Mem}^*.

- The initial memory is \(m'_0 = \{(s_0), \text{AWFun}_\sigma(m_0), \text{RecFun}_\sigma(m_0), \text{Act}_\sigma(m_0)\} \).

- The next action function given a memory \((Y, W, R, A) \in M'\) is the uniform distribution over the set of actions \(\{a \mid \exists \gamma' \in \gamma, Y', W', R', A' \in E\}\), where \(E\) are the edges of the collapsed graph.

- The memory update function \(\sigma'_0((Y, W, R, A), o, a)\) given a memory element \((Y, W, R, A) \in M', a \in A, o \in O\) is the uniform distribution over the set of states \(\{(Y', W', R', A') \mid (Y, W, R, A) \xrightarrow{a} (Y', W', R', A') \in E\}\).

Random variable notation. For all \(n \geq 0\) we write \(X_n, Y_n, W_n, R_n, A_n, L_n\) for the random variables that correspond to the projection of the \(n\)th state of the Markov chain \(G_{ | \sigma'}\) on the \(S\) component, the belief \(P(S)\) component, the AWFun component, the RecFun component, the Act component, and the \(n\)th action, respectively.

Run of the Markov chain \(G_{ | \sigma'}\). A run of the Markov chain \(G_{ | \sigma'}\) is an infinite sequence

\[(X_0, Y_0, W_0, R_0, A_0) \xrightarrow{L_0} (X_1, Y_1, W_1, R_1, A_1) \xrightarrow{L_1} \cdots\]

such that each finite prefix of the run is generated with positive probability on the Markov chain, i.e., for all \(i \geq 0\), we have

1. \(L_i \in \text{Supp}(\sigma'_i(Y_i, W_i, R_i, A_i))\);
2. \(X_{i+1} \in \text{Supp}(\delta(X_i, L_i))\); and
3. \((Y_{i+1}, W_{i+1}, R_{i+1}, A_{i+1}) \in \text{Supp}(\sigma'_i((Y_i, W_i, R_i, A_i), \gamma(X_{i+1}, L_i)))\).

In the following lemma we establish important properties of the Markov chain \(G_{ | \sigma'}\) that are essential for our proof.

Lemma 2. Let \((X_0, Y_0, W_0, R_0, A_0) \xrightarrow{L_0} (X_1, Y_1, W_1, R_1, A_1) \xrightarrow{L_1} \cdots\) be a run of the Markov chain \(G_{ | \sigma'}\), then the following assertions hold for all \(i \geq 0\):

1. \(X_{i+1} \in \text{Supp}(\delta(X_i, L_i)) \cap Y_{i+1}\);
2. \((Y_i, W_i, R_i, A_i) \xrightarrow{L_i} (Y_{i+1}, W_{i+1}, R_{i+1}, A_{i+1})\) is an edge in the collapsed graph \(G_{ | \sigma'}\); and
3. if \(W_i(X_i) = 1\), then \(W_{i+1}(X_{i+1}) = 1\); and
4. if \(R_i(X_i) = 1\), then \(R_{i+1}(X_{i+1}) = 1\); and
5. if \(X_i = 1\) and \(R_i(X_i) = 1\), then \(r(X_i, L_i) = 1\).

Proof. We present the proof of the fifth point, and the other points are straightforward. For the fifth point consider that \(W_i(X_i) = 1\) and \(R_i(X_i) = 1\). Then there exists a memory \(m \in M\) such that (i) \(\text{AWFun}_\sigma(m) = W_i\), and (ii) \(\text{RecFun}_\sigma(m) = R_i\). Moreover, the state \((X_i, m)\) is a recurrent (since \(R_i(X_i) = 1\)) and almost-sure winning state (since \(W_i(X_i) = 1\) in the Markov chain \(G_{ | \sigma'}\). As \(L_i \in \text{Act}_\sigma(m)\) it follows that \(L_i \in \text{Supp}(\sigma'_i(m))\), i.e., the action \(L_i\) is played with positive probability in state \(X_i\) given memory \(m\), and \((X_i, m)\) is in an almost-sure winning recurrent class.

By Lemma 1 it follows that the reward \(r(X_i, L_i)\) must be 1. The desired result follows.

We now introduce the final notion of a collapsed-recurrent state that is required to complete the proof. A state \((X, Y, W, R, A)\) of the Markov chain \(G_{ | \sigma'}\) is collapsed-recurrent, if for all memory elements \(m \in M\) that were merged to the memory element \((Y, W, R, A)\), the state \((X, m)\) of the Markov chain \(G_{ | \sigma'}\) is recurrent. It will turn out that every recurrent state of the Markov chain \(G_{ | \sigma'}\) is also collapsed-recurrent.

Definition 3. A state \((X, Y, W, R, A)\) of the Markov chain \(G_{ | \sigma'}\) is called collapsed-recurrent iff \(R(X) = 1\). Note that due to point 4 of Lemma 2 all the states reachable from a collapsed-recurrent state are also collapsed-recurrent.

In the following lemma we show that the set of collapsed-recurrent states is reached with probability 1; and the key fact we show is that from every state in \(G_{ | \sigma'}\) a collapsed-recurrent state is reached with positive probability, and then use Property 1 (a) of Markov chains to establish the lemma.

Lemma 3. With probability 1 a run of the Markov chain \(G_{ | \sigma'}\) reaches a collapsed-recurrent state.

Lemma 4. The collapsed strategy \(\sigma'\) is a finite-memory almost-sure winning strategy for the LimAvg_{\text{LimAvg}} = 1 objective on the POMDP \(G\) with the reward function \(r\).

Proof. The initial state of the Markov chain \(G_{ | \sigma'}\) is \([(s_0), \text{AWFun}_\sigma(m_0), \text{RecFun}_\sigma(m_0), \text{Act}_\sigma(m_0)]\) and as the strategy \(\sigma\) is an almost-sure winning strategy we have that \(\text{AWFun}_\sigma(m_0)(s_0) = 1\). It follows from the third point of Lemma 2 that every reachable state \((X, Y, W, R, A)\) in the Markov chain \(G_{ | \sigma'}\) satisfies that \(W(X) = 1\). From the initial state a collapsed-recurrent state is reached with probability 1. It follows that all the recurrent states in the Markov chain \(G_{ | \sigma'}\) are also collapsed-recurrent states. As in all reachable states \((X, Y, W, R, A)\) we have \(W(X) = 1\), by the fifth point of Lemma 2 it follows that every action \(L\) played in a collapsed-recurrent state \((X, Y, W, R, A)\) satisfies that the reward \(r(X, L) = 1\). As this true for every reachable recurrent class, the fact that the collapsed strategy is an almost-sure winning strategy for LimAvg_{\text{LimAvg}} = 1 objective follows from Lemma 1.

Theorem 2 (Strategy complexity). The following assertions hold: (1) If there exists a finite-memory almost-sure winning strategy in the POMDP \(G = (S, A, \delta, O, \gamma, s_0)\) with reward function \(r\) for the LimAvg_{\text{LimAvg}} = 1 objective, then there exists a finite-memory
almost-sure winning strategy with memory size at most $2^{3(|S|+|A|)}$. (2) Finite-memory almost-sure winning strategies for LimAvg$_{\leq 1}$ objectives in POMDPs in general require exponential memory and belief-based strategies are not sufficient.

Proof. The first point follows from Lemma 4 and the fact that the size of the memory set of the collapsed strategy $\sigma'$ of any finite-memory strategy $\sigma$ (which is the size of the vertex set of the collapsed graph of $\sigma$) is bounded by $2^{3(|S|+|A|)}$.

3.2 Computational complexity

A naive double-exponential time algorithm would be to enumerate all finite-memory strategies with memory bounded by $2^{3(|S|+|A|)}$ (by Theorem 2). Our improved exponential-time algorithm consists of two steps: (i) first it constructs a special type of a belief-observation POMDP $\overline{G}$ from a POMDP $G$ (and $\overline{G}$ is exponential in $G$); and we show that there exists a finite-memory almost-sure winning strategy for the objective LimAvg$_{\leq 1}$ in $G$ iff there exists a randomized memoryless almost-sure winning strategy in $\overline{G}$ for the objective LimAvg$_{\leq 1}$; and (ii) then we show how to determine whether there exists a randomized memoryless almost-sure winning strategy in $\overline{G}$ for the LimAvg$_{\leq 1}$ objective in polynomial time with respect to the size of $\overline{G}$. For a belief-observation POMDP the current belief is always the set of states with current observation.

Definition 4. A POMDP $\overline{G} = (\overline{S}, \overline{A}, \overline{\delta}, \overline{\gamma}, \overline{s}_0)$ is a belief-observation POMDP iff for every finite prefix $\overline{w} = (\overline{s}_0, \overline{s}_1, \overline{s}_2, \ldots, \overline{s}_{n-1}, \overline{s}_n)$ the belief associated with the observation sequence $\overline{p} = \overline{\gamma}(\overline{w})$ is the set of states with the last observation $\gamma(\overline{s}_n)$ of the observation sequence $\overline{p}$, i.e., $B(\overline{p}) = \overline{\gamma}^{-1}(\gamma(\overline{s}_n))$.

Construction of the belief-observation POMDP. Intuitively, the construction of $\overline{G}$ from $G$ will proceed as follows: if there exists an almost-sure winning finite-memory strategy, then there exists an almost-sure winning collapsed strategy with memory bounded by $2^{3(|S|)+|A|}$. This allows us to consider the memory elements $M = 2^{|S|} \times \{0, 1\}^{|S|} \times \{0, 1\}^{|S|} \times 2^{|A|}$; and intuitively construct the product of the memory $M$ with the POMDP $G$. The POMDP $\overline{G}$ is constructed such that it allows all possible ways the collapsed strategy of a finite-memory almost-sure winning strategy could play. The reward function $\overline{r}$ in $\overline{G}$ is obtained from the reward function $r$ in $G$. In the POMDP $\overline{G}$ the belief is already included in the state space itself of the POMDP, and the belief represents exactly the set of states in which the POMDP can be with positive probability. Therefore, the POMDP $\overline{G}$ is a belief-observation POMDP. Since possible memory states of collapsed strategies are part of state space, we only need to consider memoryless strategies in $\overline{G}$.

Lemma 5. The POMDP $\overline{G}$ is a belief-observation POMDP, such that there exists a finite-memory almost-sure winning strategy for the LimAvg$_{\leq 1}$ objective with the reward function $r$ in the POMDP $G$ iff there exists a memoryless almost-sure winning strategy for the LimAvg$_{\leq 1}$ objective with the reward function $\overline{r}$ in the POMDP $\overline{G}$.

Almost-sure winning observations. Given a POMDP $G = (S, A, \delta, \gamma, r)$ and an objective $\psi$, we denote the set of observations $\overline{\sigma} \in \overline{G}$, such that there exists a memoryless almost-sure winning strategy to ensure $\psi$ from every state $\overline{s} \in \overline{\sigma}$. Almost-sure winning for LimAvg$_{\leq 1}$ objectives. Our goal is to compute the set $\text{Almost}_M(\text{LimAvg}_{\leq 1})$ given the belief-observation POMDP $\overline{G}$ (of our construction of $G$ with product with $M$). Let $F \subseteq \overline{S}$ be the set of states of $\overline{G}$ where some actions can be played consistently with the collapsed strategy of any finite-memory almost-sure winning strategy. Let $\overline{G}$ denote the POMDP $\overline{G}$ restricted to $F$. We define a subset of states of the belief-observation POMDP $\overline{G}$ that intuitively correspond to winning collapsed-recurrent states (wcs), i.e., $\overline{S}_{\text{wcs}} = \{(s, (Y, W, R, A)) \mid W(s) = 1, R(s) = 1\}$. Then, we compute the set of observations $\overline{\psi}$ that can ensure to reach $S_{\text{wcs}}$ almost-surely in the the POMDP $\overline{G}$. We show that the set of observations $\overline{\psi}$ is equal to the set of observations $\text{Almost}_M(\text{LimAvg}_{\leq 1})$ in the POMDP $\overline{G}$. Thus the computation reduces to computation of almost-sure states for reachability objectives. Finally we show that almost-sure reachability set can be computed in quadratic time for belief-observation POMDPs. The quadratic time algorithm is obtained as follows: we show almost-sure winning observations to ensure to reach a target set $T$ with probability 1 is the greatest fixpoint of a set $Y$ of observations such that playing all actions uniformly that ensures $Y$ is not left, ensures to reach $T$ almost-surely. This characterization gives a nested iterative algorithm that is quadratic time.

Lemma 6. $\overline{\psi} = \text{Almost}_M(\text{LimAvg}_{\leq 1});$ and $\overline{\psi}$ can be computed in quadratic time in the size of $\overline{G}$.

The EXPSPACE-completeness. In this section we first showed that given a POMDP $G$ with a LimAvg$_{\leq 1}$ objective we can construct an exponential size belief-observation POMDP $\overline{G}$ and the computation of the almost-sure winning set for LimAvg$_{\leq 1}$ objectives is reduced to the computation of the almost-sure winning set for reachability objectives, which we solve in quadratic time in $\overline{G}$. This gives us an exponential-time algorithm to decide (and construct if one ex-
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The existence of finite-memory almost-sure winning strategies in POMDPs with \( \text{LimAvg}_{=1} \) objectives. The EXPTIME-hardness for almost-sure winning can be obtained easily from the result of Reif for two-player partial-observation games with safety objectives [25].

**Theorem 3.** The following assertions hold: (1) Given a POMDP G with \( |S| \) states, \(|A|\) actions, and a \( \text{LimAvg}_{=1} \) objective, the existence (and construction if one exists) of a finite-memory almost-sure winning strategy can be achieved in \( 2^{O(|S|+|A|)} \) time. (2) The decision problem of given a POMDP and a \( \text{LimAvg}_{=1} \) objective whether there exists a finite-memory almost-sure winning strategy is EXPTIME-complete.

**Remark 2.** We considered observation function that assigns an observation to every state. In general the observation function \( \gamma : S \to \mathcal{O} \setminus \emptyset \) may assign multiple observations to a single state. In that case we consider the set of observations as \( \mathcal{O}' = \mathcal{O} \setminus \emptyset \) and consider the mapping that assigns to every state an observation from \( \mathcal{O}' \) and then apply our results.

## 4 Finite-memory strategies with Quantitative Constraint

We will show that the problem of deciding whether there exists a finite-memory (as well as an infinite-memory) almost-sure winning strategy for the objective \( \text{LimAvg}_{>\frac{1}{2}} \) is undecidable. We present a reduction from the standard undecidable problem for probabilistic finite automata (PFA). A PFA \( P = (S, A, \delta, F, s_0) \) is a special case of a POMDP \( G = (S, A, \delta, \mathcal{O}, \gamma, s_0) \) with a single observation \( \mathcal{O} = \{o\} \) such that for all states \( s \in S \) we have \( \gamma(s) = o \). Moreover, the PFA proceeds for only finitely many steps, and has a set \( F \) of desired final states. The *strict emptiness problem* asks for the existence of a strategy \( w \) (a finite word over the alphabet \( A \)) such that the measure of the runs ending in the desired final states \( F \) is strictly greater than \( \frac{1}{2} \); and the strict emptiness problem for PFA is undecidable [21].

**Reduction.** Given a PFA \( P = (S, A, \delta, F, s_0) \) we construct a POMDP \( G = (S', A', \delta', \mathcal{O}, \gamma, s'_0) \) with a Boolean reward function \( r \) such that there exists a word \( w \in A^* \) accepted with probability strictly greater than \( \frac{1}{2} \) in \( P \) iff there exists a finite-memory almost-sure winning strategy in \( G \) for the objective \( \text{LimAvg}_{>\frac{1}{2}} \). Intuitively, the construction of the POMDP \( G \) is as follows: for every state \( s \in S \) of \( P \) we construct a pair of states \( (s, 1) \) and \( (s, 0) \) in \( S' \) with the property that \( (s, 0) \) can only be reached with a new action \( \$ \) (not in \( A \)) played in state \( (s, 1) \). The transition function \( \delta' \) from the state \( (s, 0) \) mimics the transition function \( \delta \), i.e., \( \delta'((s, 0), a)((s', 1)) = \delta(s, a)(s') \). The reward \( r \) of \( (s, 1) \) (resp. \( (s, 0) \)) is 1 (resp. 0), ensuring the average of the pair to be \( \frac{1}{2} \). We add a new available action \# that when played in a final state reaches a state \( \text{good} \in S' \) with reward 1, and when played in a non-final state reaches a state \( \text{bad} \in S' \) with reward 0, and for states \( \text{good} \) and \( \text{bad} \) given action \# the next state is the initial state. An illustration of the construction on an example is depicted on Figure 2. Whenever an action is played in a state where it is not available, the POMDP reaches a loosing absorbing state, i.e., an absorbing state with reward 0, and for brevity we omit transitions to the loosing absorbing state. We present key proof ideas to establish the correctness:

(Strict emptiness implies almost-sure \( \text{LimAvg}_{>\frac{1}{2}} \)). Let \( w \in A^* \) be a word accepted in \( P \) with probability \( \mu > \frac{1}{2} \) and let the length of the word be \( |w| = n \). We construct a pure finite-memory almost-sure winning strategy for the objective \( \text{LimAvg}_{>\frac{1}{2}} \) in the POMDP \( G \) as follows: We denote by \( w[i] \) the \( i \)-th action in the word \( w \). The finite-memory strategy we construct is specified as an ultimately periodic word \( ($ w[1]$ $w[2]$ $\ldots$ $w[n]$ $\#$ $\#$)$^\omega \). Observe that by the construction of the POMDP \( G \), the sequence of rewards (that appear on the transitions) is \( (10)^n \) followed by (i) 1 with probability \( \mu \) (when \( F \) is reached), and (ii) 0 otherwise; and the whole sequence is repeated ad infinitum. Then using the Strong Law of Large Numbers (SLLN) [6, Theorem 7.1, page 56] we show that with probability 1 the objective \( \text{LimAvg}_{>\frac{1}{2}} \) is satisfied.

(Almost-sure \( \text{LimAvg}_{>\frac{1}{2}} \) implies strict emptiness). Conversely, if there is a pure finite-memory strategy \( \sigma \) to ensure the objective \( \text{LimAvg}_{>\frac{1}{2}} \) in the POMDP, then the strategy \( \sigma \) can be viewed as an ultimately periodic infinite word of the form \( u \cdot v^\omega \), where \( u, v \) are finite words from \( A' \). Note that \( v \) must contain the subsequence $\#\#$, as otherwise the \( \text{LimAvg} \) payoff would be only \( \frac{1}{2} \). Similarly, before every letter \( a \in A \) in the words \( u, v \), the strategy must necessarily play the \$ action, as otherwise the loosing absorbing state is reached. Again using SLLN we show that from the word \( v \) we can extract a word \( w \) that is accepted in the PFA with probability strictly greater than \( \frac{1}{2} \). Finally, we show that if there is randomized (possibly infinite-memory strategy) to ensure the objective \( \text{LimAvg}_{>\frac{1}{2}} \) in the POMDP, then there is a pure finite-memory strategy as well (the technical proof uses Fa-
Theorem 4. The problem whether there exists a finite (or infinite-memory) almost-sure winning strategy in a POMDP for the objective \( \text{LimAvg}_{\geq} \) is undecidable.

5 Infinite-memory strategies with Qualitative Constraint

In this section we show that the problem of deciding the existence of infinite-memory almost-sure winning strategies in POMDPs with \( \text{LimAvg}_{=1} \) objectives is undecidable. We prove this fact by a reduction from the value 1 problem in PFA, which is undecidable [8]. The value 1 problem given a PFA \( P \) asks whether for every \( \epsilon > 0 \) there exists a finite word \( w \) such that the word is accepted in \( P \) with probability at least \( 1 - \epsilon \) (i.e., the limit of the acceptance probabilities is 1).

Reduction. Given a PFA \( P = (S, A, \delta, F, s_0) \), we construct a POMDP \( G' = (S', A', \delta', O', \gamma', s'_0) \) with a reward function \( r' \), such that \( P \) satisfies the value 1 problem iff there exists an infinite-memory almost-sure winning strategy in \( G' \) for the objective \( \text{LimAvg}_{=1} \). Intuitively, the construction adds two additional states \( \text{good} \) and \( \text{bad} \). We add an edge from every state of the PFA under a new action \( $ \), this edge leads to the state \( \text{good} \) when played in a final state, and to the state \( \text{bad} \) otherwise. In the states \( \text{good} \) and \( \text{bad} \) we add self-loops under a new action \( # \). The action \( $ \) in the states \( \text{good} \) or \( \text{bad} \) leads back to the initial state. An example of the construction is illustrated with Figure 3. All the states belong to a single observation, and we will use Boolean reward function on states. The reward for all states except the newly added state \( \text{good} \) is 0, and the reward for the state \( \text{good} \) is 1.

The key proof ideas for correctness are as follows:

(Value 1 implies almost-sure \( \text{LimAvg}_{=1} \)). If \( P \) satisfies the value 1 problem, then there exists a sequence of finite words \((w_i)_{i \geq 1}\), such that each \( w_i \) is accepted in \( P \) with probability at least \( 1 - \frac{1}{2^i} \). We construct an infinite word \( w_1, $ \cdot #^{n_1} \cdot w_2, $ \cdot #^{n_2} \cdot \ldots \), where each \( n_i \in \mathbb{N} \) is a natural number that satisfies the following condition: let \( k_i = |w_{i+1}| \cdot |$| + \sum_{j=1}^{i} (|w_j \cdot $| + n_j) \) be the length of the word sequence before \( #^{n_{i+1}} \), then we must have \( \frac{k_i}{n_i} \geq 1 - \frac{1}{i} \). The construction ensures that if the state \( \text{bad} \) appears only finitely often with probability 1, then \( \text{LimAvg}_{=1} \) is ensured with probability 1. The argument to show that \( \text{bad} \) is visited infinitely often with probability 0 is as follows. We first upper bound the probability \( u_{k+1} \) to visit the state \( \text{bad} \) at least \( k+1 \) times, given \( k \) visits to state \( \text{bad} \). The probability \( u_{k+1} \) is at most \( \frac{1}{2^{k+1}} (1 + \frac{1}{2} + \frac{1}{4} + \cdots) \). The above bound for \( u_{k+1} \) is obtained as follows: following the visit to \( \text{bad} \) for \( k \) times, the words \( w_j \), for \( j \geq k \) are played; and hence the probability to reach \( \text{bad} \) decreases by \( \frac{1}{2^k} \) every time the next word is played; and after \( k \) visits the probability is always smaller than \( \frac{1}{2^k+1} \). Hence the probability to visit \( \text{bad} \) at least \( k+1 \) times, given \( k \) visits, is at most the sum above, which is \( \frac{1}{2^k+1} \).

(Almost-sure \( \text{LimAvg}_{=1} \) implies value 1). We prove the converse. Consider that the PFA \( P \) does not satisfy the value 1 problem, i.e., there exists a constant \( c > 0 \) such that for all \( w \in A^* \) we have that the probability that \( w \) is accepted in \( P \) is at most \( 1 - c < 1 \). We will show that there is no almost-sure winning strategy. Assume towards contradiction that there exists an infinite-memory almost-sure winning strategy \( \sigma \) in the POMDP \( G' \); and the infinite word corresponding to \( \sigma \) must play infinitely many sequences of \( # \)'s to ensure \( \text{LimAvg}_{=1} \). Let \( X_i \) be the random variable for the rewards for the \( i \)-th sequence of \( # \)'s. Then we have that \( X_i = 1 \) with probability at most \( 1 - c \) and 0 otherwise. The expected \( \text{LimAvg} \) payoff is then at most: \( E(\lim inf \frac{1}{n} \sum_{i=0}^{n} X_i) \). Since \( X_i \)'s are non-negative measurable function, by Fatou’s lemma [6, Theorem 3.5, page 16]

\[
E(\lim inf_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n} X_i) \leq \lim inf_{n \to \infty} E(\frac{1}{n} \sum_{i=0}^{n} X_i) \leq 1 - c.
\]

It follows that \( E^\sigma(\text{LimAvg}) \leq 1 - c \). Note that if the strategy \( \sigma \) was almost-sure winning for the objective \( \text{LimAvg}_{=1} \) (i.e., \( E^\sigma(\text{LimAvg}_{=1}) = 1 \)), then the expectation of the \( \text{LimAvg} \) payoff would also be 1 (i.e., \( E^\sigma(\text{LimAvg}) = 1 \)). Therefore we have reached a contradiction to the fact that the strategy \( \sigma \) is almost-sure winning for the objective \( \text{LimAvg}_{=1} \).

Theorem 5. The problem whether there exists an infinite-memory almost-sure winning strategy in a POMDP with the objective \( \text{LimAvg}_{=1} \) is undecidable.
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Abstract

Gaussian processes (GP) are Bayesian non-parametric models that are widely used for probabilistic regression. Unfortunately, it cannot scale well with large data nor perform real-time predictions due to its cubic time cost in the data size. This paper presents two parallel GP regression methods that exploit low-rank covariance matrix approximations for distributing the computational load among parallel machines to achieve time efficiency and scalability. We theoretically guarantee the predictive performances of our proposed parallel GPs to be equivalent to that of some centralized approximate GP regression methods: The computation of their centralized counterparts can be distributed among parallel machines, hence achieving greater time efficiency and scalability. We analytically compare the properties of our parallel GPs such as time, space, and communication complexity. Empirical evaluation on two real-world datasets in a cluster of 20 computing nodes shows that our parallel GPs are significantly more time-efficient and scalable than their centralized counterparts and exact/full GP while achieving predictive performances comparable to full GP.

1 Introduction

Gaussian processes (GP) are Bayesian non-parametric models for performing nonlinear regression, which offer an important advantage of providing fully probabilistic predictive distributions with formal measures of the uncertainty of the predictions. The key limitation hindering the practical use of GP for large data is the high computational cost: It incurs cubic time and quadratic memory in the size of the data. To reduce the computational cost, two classes of approximate GP regression methods have been proposed: (a) Low-rank covariance matrix approximation methods (Quiñonero-Candela and Rasmussen, 2005; Snelson and Ghahramani, 2005; Williams and Seeger, 2000) are especially suitable for modeling smoothly-varying functions with high correlation (i.e., long length-scales) and they utilize all the data for predictions like the exact/full GP; and (b) localized regression methods (e.g., local GPs (Das and Srivastava, 2010; Choudhury et al., 2002; Park et al., 2011) and compactly supported covariance functions (Furrer et al., 2006)) are capable of modeling highly-varying functions with low correlation (i.e., short length-scales) but they use only local data for predictions, hence predicting poorly in input regions with sparse data. Recent approximate GP regression methods of Snelson (2007) and Vanhatalo and Vehtari (2008) have attempted to combine the best of both worlds.

Despite these various efforts to scale up GP, it remains computationally impractical for performing real-time predictions necessary in many time-critical applications and decision support systems (e.g., ocean sensing (Cao et al., 2013; Dolan et al., 2009; Low et al., 2007, 2011, 2012; Podnar et al., 2010), traffic monitoring (Chen et al., 2012; Yu et al., 2012), geographical information systems) that need to process and analyze huge quantities of data collected over short time durations (e.g., in astronomy, internet traffic, meteorology, surveillance). To resolve this, the work in this paper considers exploiting clusters of parallel machines to achieve efficient and scalable predictions in real time. Such an idea of scaling up machine learning techniques (e.g., clustering, support vector machines, graphical models) has recently attracted widespread interest in the machine learning community (Bekkerman et al., 2011). For the case of Gaussian process regression, the local GPs method (Das and Srivastava, 2010; Choudhury et al., 2002) appears most straightforward to be “embarrassingly” parallelized but they suffer from discontinuities in predictions on the boundaries of different local GPs. The work of Park et al. (2011) rectifies this problem by imposing continuity constraints along the boundaries in a centralized manner. But, its use is restricted strictly to data with 1- and 2-dimensional input features.

This paper presents two parallel GP regression methods (Sections 3 and 4) that, in particular, exploit low-rank covariance matrix approximations for distributing the compu-
tional load among parallel machines to achieve time efficiency and scalability. Different from the above-mentioned parallel local GPs method, our proposed parallel GPs do not suffer from boundary effects, work with multi-dimensional input features, and exploit all the data for predictions but do not incur the cubic time cost of the full/exact GP. The specific contributions of our work include:

- Theoretically guaranteeing the predictive performances of our parallel GPs (i.e., parallel partially independent conditional (pPIC) and parallel incomplete Cholesky factorization (pICF)-based approximations of GP regression model) to be equivalent to that of some centralized approaches to approximate GP regression (Sections 3 and 4). An important practical implication of these results is that the computation of their centralized counterparts can be distributed among a cluster of parallel machines, hence achieving greater time efficiency and scalability. Furthermore, our parallel GPs inherit an advantage of their centralized counterparts in providing a parameter (i.e., size of support set for pPIC and reduced rank for pICF-based GP) to be adjusted in order to trade off between predictive performance and time efficiency;
- Analytically comparing the properties of our parallel GPs such as time, space, and communication complexity, capability of online learning, and practical implications of the structural assumptions (Section 5);
- Implementing our parallel GPs using the message passing interface (MPI) framework to run in a cluster of 20 computing nodes and empirically evaluating their predictive performances, time efficiency, scalability, and speedups on two real-world datasets (Section 6).

2 Gaussian Process Regression

The Gaussian process (GP) can be used to perform probabilistic regression as follows: Let \( X \) be a set representing the input domain such that each input \( x \in X \) denotes a \( d \)-dimensional feature vector and is associated with a realized output value \( y_x \) (random output variable \( Y_x \)) if it is observed (unobserved). Let \( \{Y_x\}_{x \in X} \) denote a GP, that is, every finite subset of \( \{Y_x\}_{x \in X} \) follows a multivariate Gaussian distribution (Rasmussen and Williams, 2006). Then, the GP is fully specified by its prior mean \( \mu_x \triangleq \mathbb{E}[Y_x] \) and covariance \( \sigma_{xx'} \triangleq \text{cov}[Y_x, Y_{x'}] \) for all \( x, x' \in X \).

Given that a column vector \( y_D \) of realized outputs is observed for some set \( D \subset X \) of inputs, the GP can exploit this data \( (D, y_D) \) to provide predictions of the unobserved outputs for any set \( U \subseteq X \setminus D \) of inputs and their corresponding predictive uncertainties using the following Gaussian posterior mean vector and covariance matrix, respectively:

\[
\mu_U \triangleq \mu_U + \Sigma_{U|D} \Sigma^{-1}_{DD}(y_D - \mu_D) \tag{1}
\]

\[
\Sigma_{U|D} \triangleq \Sigma_{U|D} - \Sigma_{U|D} \Sigma^{-1}_{DD} \Sigma_{D|D} \tag{2}
\]

where \( \mu_U (\mu_D) \) is a column vector with mean components \( \mu_x \) for all \( x \in U \) (\( x \in D \)), \( \Sigma_{U|D} (\Sigma_{D|D}) \) is a covariance matrix with covariance components \( \sigma_{xx} \) for all \( x \in U, x' \in D \) (\( x, x' \in D \)), and \( \Sigma_{D|U} \) is the transpose of \( \Sigma_{U|D} \). The uncertainty of predicting the unobserved outputs can be measured using the trace of \( \Sigma_{U|D} \) (i.e., sum of posterior variances \( \Sigma_{x|x|D} \) over all \( x \in U \)), which is independent of the realized outputs \( y_U \).

3 Parallel Gaussian Process Regression using Support Set

The centralized approach to exact/full GP regression described in Section 2, which we call the full Gaussian process (FGP), unfortunately cannot scale well and be performed in real time due to its cubic time complexity in the size \( |D| \) of the data. In this section, we will present a class of parallel Gaussian processes (pPIC and pPITC) that distribute the computational load among parallel machines to achieve efficient and scalable approximate GP regression by exploiting the notion of a support set.

The parallel partially independent training conditional (pPITC) approximation of FGP model is adapted from our previous work on decentralized data fusion (Chen et al., 2012) for sampling environmental phenomena with mobile sensors. But, the latter does not address the practical implementation issues of parallelization on a cluster of machines nor demonstrate scalability with large data. So, we present pPITC here under the setting of parallel machines and then show how its shortcomings can be overcome by extending it to pPIC. The key idea of pPITC is as follows: After distributing the data evenly among \( M \) machines (Step 1), each machine encapsulates its local data, based on a common prior support set \( S \subset X \) where \( |S| \ll |D| \), into a local summary that is communicated to the master\(^4\) (Step 2). The master assimilates the local summaries into a global summary (Step 3), which is then sent back to the \( M \) machines to be used for predictions distributed among them (Step 4). These steps are detailed below:

**Step 1**: Distribute Data among \( M \) Machines.

The data \( (D, y_D) \) is partitioned evenly into \( M \) blocks, each of which is assigned to a machine, as defined below:

**Definition 1 (Local Data)** The local data of machine \( m \) is defined as a tuple \( (D_m, y_{D_m}) \) where \( D_m \subseteq D \), \( D_m \cap D_i = \emptyset \) and \( |D_m| = |D|/M \) for \( i \neq m \).

**Step 2**: Each Machine Constructs and Sends Local Summary to Master.

**Definition 2 (Local Summary)** Given a common support set \( S \subset X \) known to all \( M \) machines and the local data \( (D_m, y_{D_m}) \), the local summary of machine \( m \) is defined as a tuple \( (y_{D_m}^S, \Sigma_m^S) \) where

\[
y_{D_m}^S \triangleq \Sigma_{S|D_m} \Sigma_{D_m|S}^{-1} \Sigma_{D_m} (y_{D_m} - \mu_{D_m}) \tag{3}
\]

\(^4\)One of the \( M \) machines can be assigned to be the master.
\[
\Sigma_{mS}^m \triangleq \Sigma_{BDm}^m \Sigma_{Dm}^{-1} \Sigma_{m,B'}
\]
such that \( \Sigma_{Dm,Dm|S} \) is defined in a similar manner as (2) and \( B, B' \subset X \).

Remark. Since the local summary is independent of the outputs \( y_S \), they need not be observed. So, the support set \( S \) does not have to be a subset of \( D \) and can be selected prior to data collection. Predictive performances of \( pPITC \) and \( pPIC \) are sensitive to the selection of \( S \). An informative support set \( S \) can be selected from domain \( X \) using an iterative greedy active selection procedure (Krause et al., 2008; Lawrence et al., 2003; Seeger and Williams, 2003) prior to observing data. For example, the differential entropy score criterion (Lawrence et al., 2003) can be used to greedily select an input \( x \in X \setminus S \) with the largest posterior variance \( \Sigma_{x|S} \) (2) to be included in \( S \) in each iteration.

**Step 3: Master Constructs and Sends Global Summary to \( M \) Machines.**

**Definition 3 (Global Summary)** Given a common support set \( S \subset X \) known to all \( M \) machines and the local summary \((\hat{y}_S^m, \hat{\Sigma}_{SS}^m)\) of every machine \( m = 1, \ldots, M \), the global summary is defined as a tuple \((\hat{y}_S, \hat{\Sigma}_{SS})\) where

\[
\hat{y}_S \triangleq \sum_{m=1}^{M} y_S^m
\]

\[
\hat{\Sigma}_{SS} \triangleq \Sigma_{SS} + \sum_{m=1}^{M} \hat{\Sigma}_{SS}^m.
\]

**Step 4: Distribute Predictions Among \( M \) Machines.**

To predict the unobserved outputs for any set \( U \) of inputs, \( U \) is partitioned evenly into disjoint subsets \( U_1, \ldots, U_M \) to be assigned to the respective machines 1, \ldots, \( M \). So, \( |U_m| = |U|/M \) for \( m = 1, \ldots, M \).

**Definition 4 (pPITC)** Given a common support set \( S \subset X \) known to all \( M \) machines and the global summary \((\hat{y}_S, \hat{\Sigma}_{SS})\), each machine \( m \) computes a predictive Gaussian distribution \( \mathcal{N}(\hat{\mu}_{Um}, \hat{\Sigma}_{Um,Um}) \) of the unobserved outputs for the set \( U_m \) of inputs where

\[
\hat{\mu}_{Um} \triangleq \mu_{Um} + \Sigma_{Um,S} \hat{\Sigma}_{SS}^{-1} \hat{y}_S
\]

\[
\hat{\Sigma}_{Um,Um} \triangleq \Sigma_{Um,Um} - \Sigma_{Um,S} \left( \hat{\Sigma}_{SS}^{-1} - \Sigma_{SS}^{-1} \right) \Sigma_{SUm}.
\]

**Theorem 1 [Chen et al. (2012)]** Let a common support set \( S \subset X \) be known to all \( M \) machines. Let \( \mathcal{N}(\hat{\mu}_{U|D}^{\text{PITC}}, \hat{\Sigma}_{U|D}^{\text{PITC}}) \) be the predictive Gaussian distribution computed by the centralized partially independent training conditional (PITC) approximation of FGP model (Quiñonero-Candela and Rasmussen, 2005) where

\[
\hat{\mu}_{U|D}^{\text{PITC}} \triangleq \mu_U + \Gamma_U \left( \Gamma_D + \Lambda \right)^{-1} (y_D - \mu_D)
\]

\[
\hat{\Sigma}_{U|D}^{\text{PITC}} \triangleq \Sigma_U - \Gamma_U \left( \Gamma_D + \Lambda \right)^{-1} \Gamma_DU
\]
such that

\[
\Gamma_{BB'} \triangleq \Sigma_{BS} \Sigma_{SS}^{-1} \Sigma_{SB'}
\]

and \( \Lambda \) is a block-diagonal matrix constructed from the \( M \) diagonal blocks of \( \Sigma_{D|S}|D \), each of which is a matrix \( \Sigma_{D_m,D_m|S} \) for \( m = 1, \ldots, M \) where \( D = \bigcup_{m=1}^{M} D_m \).

Then, \( \hat{\mu}_U = \mu_{U|D}^{\text{PITC}} \) and \( \hat{\Sigma}_{U|D} = \Sigma_{U|D}^{\text{PITC}} \).

The proof of Theorem 1 is previously reported in (Chen et al., 2012) and reproduced in Appendix A of Chen et al. (2013) to reflect our notations.

**Remark.** Since PITC generalizes the Bayesian Committee Machine (BCM) of Schwaighofer and Tresp (2002), \( pPITC \) generalizes parallel BCM (Ingram and Cornford, 2010), the latter of which assumes the support set \( S \) to be \( U \) (Quiñonero-Candela and Rasmussen, 2005). As a result, parallel BCM does not scale well with large \( U \).

Though \( pPITC \) scales very well with large data (Table 1), it can predict poorly due to (a) loss of information caused by summarizing the realized outputs and correlation structure of the original data; and (b) sparse coverage of \( U \) by the support set. We propose a novel parallel Gaussian process regression method called \( pPIC \) that combines the best of both worlds, that is, the predictive power of FGP and time efficiency of \( pPITC \). \( pPIC \) is based on the following intuition: A machine can exploit its local data to improve the predictions of the unobserved outputs that are highly correlated with its data. At the same time, \( pPIC \) can preserve the time efficiency of \( pPITC \) by exploiting its idea of encapsulating information into local and global summaries.

**Definition 5 (pPIC)** Given a common support set \( S \subset X \) known to all \( M \) machines, the global summary \((\hat{y}_S, \hat{\Sigma}_{SS})\), the local summary \((\hat{y}_S^m, \hat{\Sigma}_{SS}^m)\), and the local data \((D_m, y_D^m)\), each machine \( m \) computes a predictive Gaussian distribution \( \mathcal{N}(\hat{\mu}_{Um}^m, \hat{\Sigma}_{Um,Um}^m) \) of the unobserved outputs for the set \( U_m \) of inputs where

\[
\hat{\mu}_{Um}^m \triangleq \mu_{Um} + \left( \Phi_{Um,S}^{m} \hat{\Sigma}_{SS}^{-1} \hat{y}_S - \Sigma_{Um,S} \hat{\Sigma}_{SS}^{-1} \hat{\Sigma}_{Um}^m \right) + y_D^m
\]

\[
\hat{\Sigma}_{Um,Um}^m \triangleq \Sigma_{Um,Um} - \left( \Phi_{Um,S}^{m} \hat{\Sigma}_{SS}^{-1} \Sigma_{Um} - \Sigma_{Um,S} \hat{\Sigma}_{SS}^{-1} \Sigma_{Um}^m \right) - \hat{\Sigma}_{Um}^m.
\]

such that

\[
\Phi_{Um}^m \triangleq \Sigma_{Um} + \Sigma_{Um,S} \hat{\Sigma}_{SS}^{-1} \hat{\Sigma}_{Um}^m - \hat{\Sigma}_{Um}^m
\]

and \( \Phi_{Um}^m \) is the transpose of \( \Phi_{Um}^m \).
Remark 2. To improve the predictive performance of \( \text{pPIC} \), \( D \) and \( U \) should be partitioned into tuples of \( (D_1, U_1), \ldots, (D_M, U_M) \) such that the outputs \( y_{Dm} \) and \( Y_{U_m} \) are as highly correlated as possible for \( m = 1, \ldots, M \). To achieve this, we employ a simple parallelized clustering scheme in our experiments: Each machine \( m \) randomly selects a cluster center from its local data \( D_m \) and informs the other machines about its chosen cluster center. Then, each input in \( D_m \) and \( U_m \) is simply assigned to the “nearest” cluster center \( i \) and sent to the corresponding machine \( i \) while being subject to the constraints of the new \( D_i \) and \( U_i \) not exceeding \( |D|/M \) and \( |U|/M \), respectively. More sophisticated clustering schemes can be utilized at the expense of greater time and communication complexity.

Remark 3. Predictive performances of \( \text{pPITC} \) and \( \text{pPIC} \) are improved by increasing size of \( S \) at the expense of greater time, space, and communication complexity (Table 1).

**Theorem 2** Let a common support set \( S \subset \mathcal{X} \) be known to all \( M \) machines. Let \( \mathcal{N}(\mu_{D|D}, \Sigma_{D|D}, \Phi_m) \) be the predictive Gaussian distribution computed by the centralized partially independent conditional (PIC) approximation of FGP model (Snelson, 2007) where

\[
\mu_{D|D}^\text{PIC} = \mu_U + \Gamma_{UD} (\Gamma_{DD} + \Lambda)^{-1} (y_D - \mu_D) \tag{15}
\]

\[
\Sigma_{D|D}^\text{PIC} = \Sigma_{D|D} - \Gamma_{UD} (\Gamma_{DD} + \Lambda)^{-1} \Gamma_{DU} \tag{16}
\]

and \( \Gamma_{DU} \) is the transpose of \( \Gamma_{UD} \) such that

\[
\Gamma_{UD} \triangleq \begin{cases} \Sigma_{U,D} & \text{if } i = m, \\ \Gamma_{U,D,m} & \text{otherwise.} \end{cases} \tag{17}
\]

Then, \( \mu_{D|m}^\text{PIC} \) and \( \Sigma_{D|m}^\text{PIC} \) are defined in Appendix B of Chen et al. (2013).

Remark 1. The equivalence results of Theorems 1 and 2 imply that the computational load of the centralized PITC and PIC approximations of FGP can be distributed among \( M \) parallel machines, hence improving the time efficiency and scalability of approximate GP regression (Table 1).

Remark 2. The equivalence results also shed some light on the underlying properties of \( \text{pPITC} \) and \( \text{pPIC} \) based on the structural assumptions of PITC and PIC, respectively: \( \text{pPITC} \) assumes that \( Y_D, \ldots, Y_{D_M}, Y_U, \ldots, Y_{U_M} \) are conditionally independent given \( Y_S \). In contrast, \( \text{pPIC} \) can predict the unobserved outputs \( Y_U \) better since it imposes a less restrictive assumption of conditional independence between \( Y_D \cup U \cup Y_D \cup U \) given \( Y_S \). This assumption further supports an earlier remark just before Theorem 2 on clustering inputs \( D_m \) and \( U_m \) whose corresponding outputs are highly correlated for improving predictive performance of \( \text{pPIC} \). Experimental results on two real-world datasets (Section 6) show that \( \text{pPIC} \) achieves predictive accuracy comparable to FGP and significantly better than \( \text{pPITC} \), thus justifying the practicality of such an assumption.

### 4 Parallel Gaussian Process Regression using Incomplete Cholesky Factorization

In this section, we will present another parallel Gaussian process called \( \text{pICF-based GP} \) that distributes the computational load among parallel machines to achieve efficient and scalable approximate GP regression by exploiting incomplete Cholesky factorization (ICF). A fundamental step of \( \text{pICF-based GP} \) is to use ICF to approximate the covariance matrix \( \Sigma_{DD} \) in (1) and (2) of FGP by a low-rank symmetric positive semidefinite matrix: \( \Sigma_{DD} \approx F^T F + \sigma_n^2 I \) where \( F \in \mathbb{R}^{R \times |D|} \) denotes the upper triangular incomplete Cholesky factor and \( R \ll |D| \) is the reduced rank.

The steps of performing \( \text{pICF-based GP} \) are as follows:

**Step 1:** Distribute data among \( M \) machines.

This step is the same as that of \( \text{pPITC} \) and \( \text{pPIC} \) in Section 3.

**Step 2:** Run parallel ICF to produce incomplete Cholesky factor and distribute its storage.

ICF can in fact be parallelized: Instead of using a column-based parallel ICF (Golub and Van Loan, 1996), our proposed \( \text{pICF-based GP} \) employs a row-based parallel ICF, the latter of which incurs lower time, space, and communication complexity. Interested readers are referred to (Chang et al., 2007) for a detailed implementation of the row-based parallel ICF, which is beyond the scope of this paper. More importantly, it produces an upper triangular incomplete Cholesky factor \( F \triangleq (F_1 \cdots F_M) \) and each submatrix \( F_m \in \mathbb{R}^{R \times |D_m|} \) is stored distributedly on machine \( m = 1, \ldots, M \).

**Step 3:** Each machine constructs and sends local summary to master.

**Definition 6 (Local Summary)** Given the local data \( (D_m, y_{D_m}) \) and incomplete Cholesky factor \( F_m \), the local summary of machine \( m \) is defined as a tuple \( (y_m, \hat{\Sigma}_m, \Phi_m) \) where

\[
\hat{y}_m \triangleq F_m (y_{D_m} - \mu_{D_m}) \tag{19}
\]

\[
\hat{\Sigma}_m \triangleq \Sigma_m \Sigma_{D_m} \tag{20}
\]

\[
\Phi_m \triangleq F_m F_m^T. \tag{21}
\]

**Step 4:** Master constructs and sends global summary to \( M \) machines.

**Definition 7 (Global Summary)** Given the local summary \( (\hat{y}_m, \hat{\Sigma}_m, \Phi_m) \) of every machine \( m = 1, \ldots, M \), the
global summary is defined as a tuple \((\hat{y}, \hat{\Sigma})\) where
\[
\hat{y} \triangleq \Phi^{-1} \sum_{m=1}^{M} \hat{y}_m \tag{22}
\]
\[
\hat{\Sigma} \triangleq \Phi^{-1} \sum_{m=1}^{M} \hat{\Sigma}_m \tag{23}
\]
such that \(\Phi \triangleq \Phi^{-1} \sum_{m=1}^{M} \hat{\Sigma}_m\).

Remark. If \(|U|\) is large, the computation of (23) can be parallelized by partitioning \(U\). Let \(\hat{\Sigma}_m \triangleq (\hat{\Sigma}_1 \cdots \hat{\Sigma}_M)\) where \(\hat{\Sigma}_m \triangleq F_m \Psi_{D_m, \hat{U}}\), is defined in a similar way as (20) and \(|U|_i = |U|/M\). So, in Step 3, instead of sending \(\Sigma_m\) to the master, each machine \(m\) sends \(\hat{\Sigma}_m\) to machine \(i\) for \(i = 1, \ldots, M\). Then, each machine \(i\) computes and sends \(\hat{\Sigma}_i \triangleq \Phi^{-1} \sum_{m=1}^{M} \hat{\Sigma}_m\) to every other machine to obtain \(\hat{\Sigma} = (\hat{\Sigma}_1 \cdots \hat{\Sigma}_M)\).

**STEP 5:** EACH MACHINE CONSTRUCTS AND SENDS PREDICTIVE COMPONENT TO MASTER.

**Definition 8 (Predictive Component)** Given the local data \((D_m, y_m)\), a component \(\tilde{\Sigma}_m\) of the local summary, and the global summary \((\hat{y}, \hat{\Sigma})\), the predictive component of machine \(m\) is defined as a tuple \((\tilde{\mu}_m, \tilde{\Sigma}_m)\) where
\[
\tilde{\mu}_m \triangleq \sigma_n^{-2} \dot{\Sigma}_m \mu_m - \sigma_n^{-2} \dot{\Sigma}_m \hat{y}_m \tag{24}
\]
\[
\tilde{\Sigma}_m \triangleq \sigma_n^{-2} \dot{\Sigma}_m \Sigma_{D_m, \hat{U}} \tag{25}
\]

**STEP 6:** MASTER PERFORMS PREDICTIONS.

**Definition 9 (pICF-based GP)** Given the predictive component \((\tilde{\mu}_m, \tilde{\Sigma}_m)\) of every machine \(m = 1, \ldots, M\), the master computes a predictive Gaussian distribution \(N(\hat{\mu}_U, \hat{\Sigma}_{U|D})\) of the unobserved outputs for any set \(U\) of inputs where
\[
\hat{\mu}_U \triangleq \mu_U + \sum_{m=1}^{M} \tilde{\mu}_m \tag{26}
\]
\[
\hat{\Sigma}_{U|D} \triangleq \Sigma_{U|D} - \sum_{m=1}^{M} \tilde{\Sigma}_m \tag{27}
\]

Remark. Predictive performance of pICF-based GP can be improved by increasing rank \(R\) at the expense of greater time, space, and communication complexity (Table 1).

**Theorem 3** Let \(\hat{\mathcal{N}}(\hat{\mu}_{U|D}, \hat{\Sigma}_{U|D}\)) be the predictive Gaussian distribution computed by the centralized ICF approximation of FGP model where
\[
\hat{\mu}_{U|D} \triangleq \mu_U + \Sigma_{U|D}(F^T F + \sigma_n^2 I)^{-1}(y_D - \mu_D) \tag{28}
\]
\[
\hat{\Sigma}_{U|D} \triangleq \Sigma_{U|D} - \Sigma_{U|D}(F^T F + \sigma_n^2 I)^{-1}\Sigma_{D|D} \tag{29}
\]
Then, \(\hat{\mu}_U = \mu_{U|D}\) and \(\hat{\Sigma}_{U|D} = \Sigma_{U|D}\).

Its proof is given in Appendix C of Chen et al. (2013).

Remark 1. The equivalence result of Theorem 3 implies that the computational load of the centralized ICF approximation of FGP can be distributed among the \(M\) parallel machines, hence improving the time efficiency and scalability of approximate GP regression (Table 1).

Remark 2. By approximating the covariance matrix \(\Sigma_{\mathcal{D}\mathcal{D}}\) in (1) and (2) of FGP with \(F^T F + \sigma_n^2 I\), \(\hat{\Sigma}_{U|D} = \Sigma_{U|D}\) is not guaranteed to be positive semidefinite, hence rendering such a measure of predictive uncertainty not very useful. However, it is observed in our experiments (Section 6) that this problem can be alleviated by choosing a sufficiently large rank \(R\).

## 5 Analytical Comparison

This section compares and contrasts the properties of the proposed parallel GPs analytically.

### 5.1 Time, Space, and Communication Complexity

Table 1 analytically compares the time, space, and communication complexity between \(p\)PTC, \(p\)PIC, \(p\)ICF-based GP, \(p\)PIC, ICF-based GP, and FGP based on the following assumptions: (a) These respective methods compute the predictive means (i.e., \(\hat{\mu}_U (7), \hat{\mu}_{U|D} (12), \hat{\mu}_U (26), \hat{\mu}^{\text{PTC}}_{U|D} (9), \hat{\mu}^{\text{PIC}}_{U|D} (15), \hat{\mu}^{\text{ICF}}_{U|D} (28), \) and \(\hat{\mu}_{U|D} (1)\)) and their corresponding predictive variances (i.e., \(\hat{\Sigma}_{U|D} (8), \hat{\Sigma}^{\text{PTC}}_{U|D} (13), \hat{\Sigma}^{\text{PIC}}_{U|D} (16), \hat{\Sigma}^{\text{ICF}}_{U|D} (29), \) and \(\hat{\Sigma}_{U|D} (2)\) for all \(x \in U\)); (b) \(|U| < |D|\) and recall \(|S|, R < |D|\); (c) the data is already distributed among \(M\) parallel machines for \(p\)PTC, \(p\)PIC, and \(p\)ICF-based GP; and (d) for MPI, a broadcast operation in the communication network of \(M\) machines incurs \(O(\log M)\) messages (Pjesic-Grbovic et al., 2007). The observations are as follows:

(a) Our \(p\)PTC, \(p\)PIC, and \(p\)ICF-based GP improve the scalability of their centralized counterparts (respectively, \(p\)PTC, \(p\)PIC, and ICF-based GP) in the size \(|D|\) of data by distributing their computational loads among the \(M\) parallel machines.

(b) The speedups of \(p\)PTC, \(p\)PIC, and \(p\)ICF-based GP over their centralized counterparts deviate further from ideal speedup with increasing number \(M\) of machines due to their additional \(O(|S|^2 |M|)\) or \(O(R^2 M)\) time.

(c) The speedups of \(p\)PTC and \(p\)PIC grow with increasing size \(|D|\) of data because, unlike the additional \(O(|S|^2 |D|)\) time of \(p\)PTC and \(p\)PIC that increase with more data, they do not have corresponding \(O(|D|^2 |D|/M)\)-sized messages over \(p\)PTC.

(d) Our \(p\)PIC incurs additional \(O(|D|)\) time and \(O(|D|/M)\log M\)-sized messages over \(p\)PTC.
Table 1: Comparison of time, space, and communication complexity between \( p \)PITC, \( p \)PIC, \( p \)ICF-based GP, PITC, PIC, ICF-based GP, and FGP. Note that PITC, PIC, and ICF-based GP are, respectively, the centralized counterparts of \( p \)PITC, \( p \)PIC, and \( p \)ICF-based GP, as proven in Theorems 1, 2, and 3.

<table>
<thead>
<tr>
<th>GP</th>
<th>Time complexity</th>
<th>Space complexity</th>
<th>Communication complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p )PITC</td>
<td>( \mathcal{O}(</td>
<td>S</td>
<td>^2 (</td>
</tr>
<tr>
<td>( p )PIC</td>
<td>( \mathcal{O}(</td>
<td>S</td>
<td>^2 (</td>
</tr>
<tr>
<td>( p )ICF-based</td>
<td>( \mathcal{O}(R^2 (R + M + \frac{</td>
<td>D</td>
<td>}{M}) + R</td>
</tr>
<tr>
<td>PITC</td>
<td>( \mathcal{O}(</td>
<td>S</td>
<td>^2</td>
</tr>
<tr>
<td>PIC</td>
<td>( \mathcal{O}(R^2</td>
<td>D</td>
<td>+ R</td>
</tr>
<tr>
<td>ICF-based</td>
<td>( \mathcal{O}(D^3) )</td>
<td>( \mathcal{O}(D^2) )</td>
<td>-</td>
</tr>
</tbody>
</table>

due to its paralleled clustering (see Remark 2 after Definition 5).

(e) Keeping the other variables fixed, an increasing number \( M \) of machines reduces the time and space complexity of \( p \)PITC and \( p \)PIC at a faster rate than \( p \)ICF-based GP while increasing size \( |D| \) of data raises the time and space complexity of \( p \)ICF-based GP at a slower rate than \( p \)PITC and \( p \)PIC.

(f) Our \( p \)ICF-based GP distributes the memory requirement of ICF-based GP among the \( M \) parallel machines.

(g) The communication complexity of \( p \)ICF-based GP depends on the number \( |U| \) of predictions whereas that of \( p \)PITC and \( p \)PIC are independent of it.

5.2 Online/Incremental Learning

Supposing new data \( (D', y_{D'}) \) becomes available, \( p \)PITC and \( p \)PIC do not have to run Steps 1 to 4 (Section 3) on the entire data \( (D \cup D', y_D \cup y_{D'}) \). The local and global summaries of the old data \( (D, y_D) \) can in fact be reused and assimilated with that of the new data, thus saving the need of recomputing the computationally expensive matrix inverses in (3) and (4) for the old data. The exact mathematical details are omitted due to lack of space. As a result, the time complexity of \( p \)PITC and \( p \)PIC can be greatly reduced in situations where new data is expected to stream in at regular intervals. In contrast, \( p \)ICF-based GP does not seem to share this advantage.

5.3 Structural Assumptions

The above advantage of online learning for \( p \)PITC and \( p \)PIC results from their assumptions of conditional independence (see Remark 2 after Theorem 2) given the support set. With fewer machines, such an assumption is violated less, thus potentially improving their predictive performances. In contrast, the predictive performance of \( p \)ICF-based GP is not affected by varying the number of machines. However, it suffers from a different problem: Utilizing a reduced-rank matrix approximation of \( \Sigma_{DD} \), its resulting predictive covariance matrix \( \Sigma_{d\Delta t} \) is not guaranteed to be positive semidefinite (see Remark 2 after Theorem 3), thus rendering such a measure of predictive uncertainty not very useful. It is observed in our experiments (Section 6) that this problem can be alleviated by choosing a sufficiently large rank \( R \).

6 Experiments and Discussion

This section empirically evaluates the predictive performances, time efficiency, scalability, and speedups of our proposed parallel GPs against their centralized counterparts and FGP on two real-world datasets: (a) The AIMPEAK dataset of size \( |D| = 41850 \) contains traffic speeds (km/h) along 775 road segments of an urban road network (including highways, arterials, slip roads, etc.) during the morning peak hours (6-10:30 a.m.) on April 20, 2011. The traffic speeds are the outputs. The mean speed is 49.5 km/h and the standard deviation is 21.7 km/h. Each input (i.e., road segment) is specified by a 5-dimensional vector of features: length, number of lanes, speed limit, direction, and time. The time dimension comprises 54 five-minute time slots. This spatiotemporal traffic phenomenon is modeled using a relational GP (previously developed in (Chen et al., 2012)) whose correlation structure can exploit both the road segment features and road network topology information; (b) The SARCOS dataset (Vijayakumar et al., 2005) of size \( |D| = 48933 \) pertains to an inverse dynamics problem for a
seven degrees-of-freedom SARCOS robot arm. Each input
denotes a 21-dimensional vector of features: 7 joint posi-
tions, 7 joint velocities, and 7 joint accelerations. Only one
of the 7 joint torques is used as the output. The mean torque
is 13.7 and the standard deviation is 20.5.

Both datasets are modeled using GPs whose prior covari-
dance $\sigma_{xx'}$ is defined by the squared exponential covariance function:\footnote{For the AIMPEAK dataset, the domain of road segments is
embedded into the Euclidean space using multi-dimensional scaling
(Chen et al., 2012) so that a squared exponential covariance function can then be applied.}

$$\sigma_{xx'} = \sigma_n^2 \exp \left( -\frac{1}{2} \sum_{i=1}^{d} \left( \frac{x_i - x'_i}{\ell_i} \right)^2 \right) + \sigma_n^2 \delta_{xx'}$$
where $x_i (x'_i)$ is the $i$-th component of the input feature vector $x (x')$, the hyperparameters $\sigma_n^2, \sigma_n^2, \ell_1, \ldots, \ell_d \in \mathbb{R}$ are,
respectively, signal variance, noise variance, and length-
scales; and $\delta_{xx'}$ is a Kronecker delta that is 1 if $x = x'$ and
0 otherwise. The hyperparameters are learned using ran-
domly selected data of size 10000 via maximum likelihood estimation
(Rasmussen and Williams, 2006).

For each dataset, 10% of the data is randomly selected as
test data for predictions (i.e., as $U$). From the remaining
data, training data of varying sizes $|D| = 8000, 16000, 24000,$ and $32000$ are randomly selected. The training data
are distributed among $M$ machines based on the simple
parallelized clustering scheme in Remark 2 after Defini-
tion 5. Our pPIC and pICF are evaluated using support
sets of varying sizes $|S| = 256, 512, 1024,$ and $2048$ that
are selected using differential entropy criterion (see
remark just after Definition 2). Our pICF-based GP is evalu-
ated using varying reduced ranks $R$ of the same values as
$|S|$ in the AIMPEAK domain and twice the values of $|S|$ in
the SARCOS domain.

Our experimental platform is a cluster of 20 computing
nodes connected via gigabit links: Each node runs a Linux
system with Intel® Xeon® CPU E5520 at 2.27 GHz and
20 GB memory. Our parallel GPs are tested with different
number $M = 4, 8, 12, 16,$ and 20 of computing nodes.

### 6.1 Performance Metrics

The tested GP regression methods are evaluated with
four different performance metrics: (a) Root mean
square error (RMSE) $\sqrt{|U|^{-1} \sum_{x \in U} \left( y_x - \mu_x|D| \right)^2}$;
(b) mean negative log probability (MNLP)
$0.5|U|^{-1} \sum_{x \in U} \left( \frac{y_x - \mu_x|D|}{\sigma_x|D|} \right)^2 / \sigma_x|D| + \log (2\pi \sigma_x|D|)$
(Rasmussen and Williams, 2006); (c) incurred time;
and (d) speedup is defined as the incurred time of a
sequential/centralized algorithm divided by that of its
corresponding parallel algorithm. For the first two metrics,
the tested methods have to plug their predictive mean and
variance into $\mu_{x|D}$ and $\Sigma_{xx|D}$, respectively.

### 6.2 Results and Analysis

In this section, we analyze the results that are obtained by
averaging over 5 random instances.

#### 6.2.1 Varying size $|D|$ of data

Figs. 1a-b and 1e-f show that the predictive performances
of our parallel GPs improve with more data and are com-
parable to that of FGP, hence justifying the practicality of
their inherent structural assumptions.

From Figs. 1e-f, it can be observed that the predictive per-
formance of $pICF$-based GP is very close to that of FGP
when $|D|$ is relatively small (i.e., $|D| = 8000, 16000$). But,
it’s performance approaches that of $pPIC$ as $|D|$ increases
further because the reduced rank $R = 4096$ of $pICF$-based
GP is not large enough (relative to $|D|$) to maintain its close
performance to FGP. In addition, $pPIC$ achieves better pre-
dictive performance than $pPITC$ since the former can ex-
plain local information (see Remark 1 after Definition 5).

Figs. 1c and 1g indicate that our parallel GPs are signifi-
cantly more time-efficient and scalable than FGP (i.e., 1-
2 orders of magnitude faster) while achieving compara-
bile predictive performance. Among the three parallel GPs,
$pPITC$ and $pPIC$ are more time-efficient and thus more ca-
ble of meeting the real-time prediction requirement of a
time-critical application/system.

Figs. 1d and 1h show that the speedups of our parallel GPs
over their centralized counterparts increase with more data,
which agree with observation c in Section 5.1. $pPITC$ and
$pPIC$ achieve better speedups than $pICF$-based GP.

#### 6.2.2 Varying number $M$ of machines

Figs. 2a-b and 2e-f show that $pPIC$ and $pICF$-based GP
achieve better predictive performance comparable to that of FGP
with different number $M$ of machines. $pPIC$ achieves be-
ter predictive performance than $pPITC$ due to its use of lo-
cal information (see Remark 1 after Definition 5).

From Figs. 2e-f, it can be observed that as the number
$M$ of machines increases, the predictive performance of $pPIC$
drops slightly due to smaller size of local data $D_m$ assigned
to each machine. In contrast, the predictive performance of
$pPITC$ improves: If the number $M$ of machines is small as
compared to the actual number of clusters in the data, then
the clustering scheme (see Remark 2 after Definition 5)
may assign data from different clusters to the same ma-
cine or data from the same cluster to multiple machines.
Consequently, the conditional independence assumption is
violated. Such an issue is mitigated by increasing the num-
ber $M$ of machines to achieve better clustering, hence re-
sulting in better predictive performance.

Figs. 2c and 2g show that $pPIC$ and $pICF$-based GP are
significantly more time-efficient than FGP (i.e., 1-2 orders
of magnitude faster) while achieving comparable predictive performance. This is previously explained in the analysis of their time complexity (Table 1).

Figs. 2c and 2g also reveal that as the number $M$ of machines increases, the incurred time of $p$PITC and $p$PIC decreases at a faster rate than that of $p$ICF-based GP, which agree with observation e in Section 5.1. Hence, we expect $p$PITC and $p$PIC to be more time-efficient than $p$ICF-based GP when the number $M$ of machines increases beyond 20.

Figs. 2d and 2h show that the speedups of our parallel GPs over their centralized counterparts deviate further from the ideal speedup with a greater number $M$ of machines, which agree with observation b in Section 5.1. The speedups of $p$PITC and $p$PIC are closer to the ideal speedup than that of $p$ICF-based GP.

### 6.2.3 Varying support set size $|S|$ and reduced rank $R$

Figs. 3a and 3e show that the predictive performance of $p$ICF-based GP is extremely poor when the reduced rank $R$ is not large enough (relative to $|D|$), thus resulting in a poor ICF approximation of the covariance matrix $Σ_{DD}$. In addition, it can be observed that the reduced rank $R$ of $p$ICF-based GP needs to be much larger than the support set size $|S|$ of $p$PITC and $p$PIC in order to achieve comparable...
predictive performance. These results also indicate that the heuristic \( R = \sqrt{|D|} \), which is used by Chang et al. (2007) to determine the reduced rank \( R \), fails to work well in both our datasets (e.g., \( R = 1024 > \sqrt{32000} \approx 179 \)).

From Figs. 3b and 3f, it can be observed that \( \rho \)ICF-based GP incurs negative MNLP for \( R \leq 1024 \) (\( R \leq 2048 \)) in the AIMPEAK (SARCOS) domain. This is because \( \rho \)ICF-based GP cannot guarantee positivity of predictive variance, as explained in Remark 2 after Theorem 3. But, it appears that when \( R \) is sufficiently large (i.e., \( R = 2048 \) (\( R = 4096 \)) in the AIMPEAK (SARCOS) domain), this problem can be alleviated.

It can be observed in Figs. 3c and 3g that \( \rho \)PITC and \( \rho \)PIC are significantly more time-efficient than FGP (i.e., 2-4 orders of magnitude faster) while achieving comparable predictive performance. To ensure high predictive performance, \( \rho \)ICF-based GP has to select a large enough rank \( R = 2048 \) (\( R = 4096 \)) in the AIMPEAK (SARCOS) domain, thus making it less time-efficient than \( \rho \)PITC and \( \rho \)PIC. But, it can still incur 1-2 orders of magnitude less time than FGP. These results indicate that \( \rho \)PITC and \( \rho \)PIC are more capable than \( \rho \)ICF-based GP of meeting the real-time prediction requirement of a time-critical application/system.

Figs. 3d and 3h show that \( \rho \)PITC and \( \rho \)PIC achieve better speedups than \( \rho \)ICF-based GP.

6.2.4 Summary of results

\( \rho \)PIC and \( \rho \)ICF-based GP are significantly more time-efficient and scalable than FGP (i.e., 1-4 orders of magnitude faster) while achieving comparable predictive performance, hence justifying the practicality of their structural assumptions. \( \rho \)PITC and \( \rho \)PIC are expected to be more time-efficient than \( \rho \)ICF-based GP with an increasing number \( M \) of machines because their incurred time decreases at a faster rate than that of \( \rho \)ICF-based GP. Since the predictive performances of \( \rho \)PITC and \( \rho \)PIC drop slightly (i.e., more stable) with smaller \( |S| \) as compared to that of \( \rho \)ICF-based GP dropping rapidly with smaller \( R \), \( \rho \)PITC and \( \rho \)PIC are more capable than \( \rho \)ICF-based GP of meeting the real-time prediction requirement of time-critical applications. The speedups of our parallel GPs over their centralized counterparts improve with more data but deviate further from ideal speedup with larger number of machines.

7 Conclusion

This paper describes parallel GP regression methods called \( \rho \)PIC and \( \rho \)ICF-based GP that, respectively, distribute the computational load of the centralized PIC and ICF-based GP among parallel machines to achieve greater time efficiency and scalability. Analytical and empirical results have demonstrated that our parallel GPs are significantly more time-efficient and scalable than their centralized counterparts and FGP while achieving predictive performance comparable to FGP. As a result, by exploiting large clusters of machines, our parallel GPs become substantially more capable of performing real-time predictions necessary in many time-critical applications/systems. We have also implemented \( \rho \)PITC and \( \rho \)PIC in the MapReduce framework for running in a Linux server with 2 Intel® Xeon® CPU E5-2670 at 2.60 GHz and 96 GB memory (i.e., 16 cores); due to shared memory, they incur slightly longer time than that in a cluster of 16 computing nodes. We plan to release the source code at http://code.google.com/p/pgpr/.
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Abstract

Although many convex relaxations of clustering have been proposed in the past decade, current formulations remain restricted to spherical Gaussian or discriminative models and are susceptible to imbalanced clusters. To address these shortcomings, we propose a new class of convex relaxations that can be flexibly applied to more general forms of Bregman divergence clustering. By basing these new formulations on normalized equivalence relations we retain additional control on relaxation quality, which allows improvement in clustering quality. We furthermore develop optimization methods that improve scalability by exploiting recent implicit matrix norm methods. In practice, we find that the new formulations are able to efficiently produce tighter clusterings that improve the accuracy of state of the art methods.

1 Introduction

Discovering latent class structure in data, i.e. clustering, is a fundamental problem in machine learning and statistics. Given data, the task is to assign each observation a latent cluster label or distribution over cluster labels. Clustering has a long history, with diverse approaches proposed. Unfortunately, computational tractability remains a fundamental challenge: standard clustering formulations are NP-hard (Aloise et al., 2009; Dasgupta, 2008; Arora & Kannan, 2005) and additional problem structure must be postulated before efficient solutions can be guaranteed. Fortunately, standard clustering formulations are also efficiently approximable (Kumar et al., 2004), and much work has sought practical algorithms that improve solution quality, even in lieu of theoretical bounds. In this paper we contribute a new family of convex relaxations that improve clustering quality while admitting efficient algorithms.

The techniques we propose are applicable to a variety of clustering formulations. Two of the most important paradigms for clustering are based on generative versus discriminative modeling, with generative clustering consisting of hard clustering with conditional models, hard clustering with joint models, and soft clustering with joint models. We address all but soft clustering in this paper.

Traditionally, clustering formulations have used generative models to discover interesting latent structure in data. Let X denote the observation variable and Y denote the latent class variable. The simplest generative approach optimizes the conditional model \( P(X|Y) \) only, with \( Y \) assigned to the most likely value. This is also known as hard conditional clustering. When \( P(X|Y) \) is Gaussian, a popular approach is hard \( k \)-means (MacQueen, 1967) where one alternates between optimizing \( Y \) and the model. Banerjee et al. (2005) extended the formulation to general exponential family forms for \( P(X|Y) \) via Bregman divergences. Although hard conditional clustering provides a standard baseline, finding global solutions in this case is intractable; efficient methods are only known when the number of clusters or the dimensionality of the space is constrained (Hansen et al., 1998; Inaba et al., 1994). Consequently, there has been significant work on developing approximations, particularly via convex relaxations that can be solved in polynomial time. For example, Zha et al. (2001) derived a convex quadratic reformulation of conditional Gaussian clustering, and Peng & Wei (2007) obtained a tighter semi-definite programming (SDP) relaxation. By analyzing the complete positivity (CP) properties of the resulting constraint, Zass & Shashua (2005) propose an approximation for Gaussian clustering based on CP factorization. These can be further extended to relaxations of normalized graph-cut clustering (Xing & Jordan, 2003; Ng et al., 2001). Unfortunately, all these relaxations are restricted to Gaussian \( P(X|Y) \), and the optimization algorithms depend heavily on the linearity of the SDP objective.

The conditional clustering approach can be extended to hard joint clustering by explicitly including the class prior, thus optimizing the joint likelihood \( P(X,Y) \) with the most likely \( Y \). Again, efficient solution methods are not generally known, leaving local approaches as the only option.

To smooth these objectives, the soft joint model optimizes
the marginal likelihood, \( P(X) = \sum_{Y} P(Y)P(X|Y) \) (Neal & Hinton, 1998; Banerjee et al., 2005), which has traditionally been tackled by expectation-maximization (EM) (Dempster et al., 1977). The EM algorithm remains susceptible to local optima however. Intensive research has been devoted to understanding properties of the Gaussian mixture model in particular (Moitra & Valiant, 2010; Kalai et al., 2010; Dasgupta & Schulman, 2007; Chaudhuri et al., 2009). Although run time can be reduced to polynomial when the number of clusters or data dimensionality is constrained, it remains exponential in these quantities jointly. A few convex relaxations for soft joint clustering models have therefore been proposed. For example, Lashkari & Golland (2007) restrict cluster centers to data points, while Nowozin & Bakir (2008) exert sparsity inducing regularization over the class priors (while still embedding an intractable subproblem). Recent spectral techniques can provably recover an approximate estimate of Gaussian mixtures in polynomial time (Hsu & Kakade, 2013; Anandkumar et al., 2012). Unfortunately, this formulation remains restricted to spherical Gaussian forms of \( P(X|Y) \).

Finally, discriminative models provide a distinct paradigm for clustering that can be more effective when the goal of learning is to predict labels from the observation \( X \), e.g. as in semi-supervised learning (Chapelle et al., 2006). In this approach, one maximizes the reverse conditional likelihood \( P(Y|X) \), with \( Y \) imputed by the most likely label. A straightforward optimization strategy can alternate between optimizing \( Y \) and the model, but this quickly leads to local optima. Thus, here too, convex relaxation has been a popular approximation strategy, either in the case of a large margin loss (Xu & Schuurmans, 2005) or logistic loss (Joulin & Bach, 2012; Joulin et al., 2010; Bach & Harchaoui, 2007; Guo & Schuurmans, 2007). To date, such formulations have been entirely based on SDP relaxations with unnormalized equivalence matrices, whose elements indicate whether two examples belong to the same cluster. Such an approach is hampered by imbalanced clustering, since the model employs no mechanism to avoid assigning all examples to a single cluster.

In this paper we present new convex relaxations for hard conditional, hard joint, and discriminative clustering. One of the key results is a tighter convex relaxation of hard generative models for Bregman divergence clustering that also accounts for cluster size. We design efficient new algorithms that optimize the resulting nonlinear SDPs using recent induced matrix norm techniques. By applying standard rounding methods, we observe that the resulting clustering algorithms deliver lower sum of intra-cluster divergences and more faithful alignment with class labels in practice. Finally, applying our formulation to discriminative models immediately leads to normalized equivalence relations, which automatically alleviate the problem of imbalanced cluster assignment faced by current relaxations.

2 Background

Following (Banerjee et al., 2005), we formulate clustering as maximum likelihood estimation in an exponential family model with a latent variable \( Y \in \{1, \ldots, d\} \) (the class indicator). The observed variable \( X \) is in \( \mathbb{R}^n \), from which an \( iid \) sample \( X = (x_1, \ldots, x_i) \) has been collected.

**Generative models.** In generative modeling we parameterize the joint distribution over \((X, Y)\) as \( Y \rightarrow X: \)

\[
p(Y = j) = q_j, \tag{1}
\]

\[
p(X = x|Y = j) = \exp (-D_F(x, \mu_j)) Z_j(x). \tag{2}
\]

Here \( \Theta := \{q_j, \mu_j\}_{j=1}^d \) are the parameters, where \( q \in \Delta_d \), the \( d \) dimensional simplex. We assume \( P(X|Y) \) is an exponential family model defined by the Bregman divergence \( D_F \), where \( F \) is a strictly convex function with gradient \( f = \nabla F \) (the transfer function), such that

\[
D_F(x, y) := F(x) - F(y) - \langle x - y, f(y) \rangle. \tag{3}
\]

Here it is known that \( D_F(x, y) = D_{F^*}(f(y), f(x)) \), where \( F^* \) is the Fenchel conjugate of \( F \). Also, \( f^{-1} \) is well defined by the strict convexity of \( F \), and \( f^{-1} = \nabla F^* \). Examples of commonly used Bregman divergences include Euclidean \( (f(x) = x) \), and sigmoid \( (f(x) = \log \frac{1}{1 + e^{-x}}) \).

Given data \( X \), the parameters \( \Theta \) can be estimated via

\[
\underset{\Theta}{\text{argmax}} \max \underset{Y}{\text{max}} p(X, Y|\Theta) \tag{4}
\]

or

\[
\underset{\Theta}{\text{argmax}} p(X|\Theta) = \max \underset{Y}{\text{max}} p(X, Y|\Theta), \tag{5}
\]

depending on whether \( Y \) is to be maximized (hard clustering) or summed out (soft clustering). Here we are letting \( Y \) denote a \( t \times d \) assignment matrix such that \( Y_{ij} \in \{0, 1\} \) and \( Y1 = 1 \) (a vector of all 1’s with proper dimension). If we additionally let \( \Gamma = (\mu_1, \ldots, \mu_d) \) and \( B = (b_1, \ldots, b_d) \), such that \( b_j = f(\mu_j) \), then the conditional likelihood (2) can be rewritten over the entire data set as

\[
p(X|Y) = \exp (-D_F(X, XT)) Z(X) \tag{6}
\]

\[
= \exp (-D_{F^*}(YB, f(X))) Z(X), \tag{7}
\]

where

\[
D_F(X, YT) := \sum_{i=1}^t D_F(X_i; Y_i, \Gamma) \quad \text{and} \quad D_{F^*}(YB, f(X)) := \sum_{i=1}^t D_{F^*}(Y_iB, f(X_i)) \quad \text{are row-wise sums such that} \quad X_i \quad \text{stands for the} \quad i\text{-th row of} \quad X.
\]

**Discriminative models.** As an alternative, discriminative clustering uses a graphical model \( X \rightarrow Y \), and focuses on modeling the dependence of the labels \( Y \) given \( X \):

\[
p(Y|X; W, b) = \exp(-D_{F^*}(Y, f(XW + 1b'))) Z(X),
\]

where \( b \in \mathbb{R}^d \) is the offset for all clusters. A soft clustering model cannot be applied in this case, since \( \sum Y p(X, Y) = p(X) \). Instead, hard optimization of \( Y \) leads to

\[
\underset{W, b, Y}{\text{min}} D_F(XW + 1b', f^{-1}(Y)). \tag{8}
\]
All of these problems involve a mix of discrete and continuous variables, which raises considerable challenges. Our goal is to develop convex relaxations that can be solved efficiently while leading (after rounding) to higher quality solutions than those obtained by naive local optimization.

3 Conditional Generative Clustering

We first consider the case of hard conditional clustering, where the prior $q$ has been fixed to some value beforehand.

3.1 Case 1: Jointly Convex Bregman Divergence

First note that by using (6), the estimator (4) can be reduced to $\min_{t:Y} D_F(X, Y'T)$. Here Banerjee et al. (2005) showed that for any fixed assignment $Y$ the optimal $\Gamma$ is given by $\Gamma = (Y'Y)^{1/2}Y'X$, for any Bregman divergence $D_F$. Plugging the solution back into the formulation, the problem becomes $\min_Y D_F(X, Y'Y)^{1/2}Y'X$. Let us introduce the normalized equivalence matrix $M = Y(Y'Y)^{1/2}Y' = Y \text{diag}(Y'Y)^{1/2}Y'$, (9) where $M$ is the set of possibilities. It then suffices to solve $\min_{M \in M} D_F(X, MX)$. (10)

This problem remains challenging for two reasons. First, the objective is not convex in $M$, since $D_F$ is only guaranteed to be convex in its first argument. However, many Bregman divergences are jointly convex in both arguments; e.g. Mahalanobis distance, KL divergence, Bregman entropy, Bose-Einstein entropy, Itakura-Saito distortion, and von Neumann divergence (Wang & Schuurmans, 2003; Tsuda et al., 2004). We consider this simpler case first.

The second challenge lies in the non-convexity of the constraint set $M$. Peng & Wei (2007) have shown that $M = \{M : M = M', M^2 = M, \text{tr}(M) \leq d, M_{ii} \in \Delta_i\}$. Since $M^2 = M$ is the source of non-convexity, its convex hull can be used to construct a convex outer approximation of $M$. (Note here is not taking the convex hull of $M$).

$M_1 := \text{conv} \{M : M = M', M^2 = M, \text{tr}(M) \leq d\} \cap \{M \in \Delta_i : \text{tr}(M) \leq d\}
= \{M : 0 \leq M \leq I, \text{tr}(M) \leq d, M_{ii} \in \Delta_i\}
= \{M : 0 \leq M \leq I, \text{tr}(M) \leq d, M_{ii} \in \Delta_i\}$,

where by $M \geq 0$ we also encode $M = M'$. Note that $M \leq I$ is implied by $0 \leq M$ and $M_{ii} \in \Delta_i$ (e.g. Mirsky, 1955, Theorem 7.5.4). Convenienly, $M_1$ can be relaxed further by keeping only the spectral constraints $M_2 := \{M : 0 \leq M \leq I, \text{tr}(M) \leq d, M_{ii} = 1\}$.

Although this set $M_1$ has been widely used, it is still not clear whether it is the tightest convex relaxation of $M$; that is, whether $M_1 = \text{conv} M^2$? With some surprise, we show that this conjecture is not true in Appendix A.

3.1.1 Optimization

Assuming $D_F$ is convex in its second argument, one can easily minimize $D_F(X, MX) \forall M \in M_1$ by using the alternating direction method of multipliers (ADMM) (Boyd et al., 2010). In particular, we split the constraints into two groups: spectral and non-spectral, leading to the following augmented Lagrangian:

$$L(M, Z, t) = D_F(X, MX) + \delta(M_{ii} \in \Delta_i) + \delta(Z \in M_2) - \langle t, M - Z \rangle + \frac{1}{2\mu} \|M - Z\|^2_F,$$

where $\delta(\cdot) = 0$ if $\cdot$ is true; $\infty$ otherwise. The ADMM then proceeds as follows in each iteration:

1. $M_t \leftarrow \arg\min_M L(M, Z_{t-1}, \Lambda_{t-1})$; i.e. optimize objective under non-spectral constraints.
2. $Z_t \leftarrow \arg\min_Z L(M_t, Z, \Lambda_{t-1})$; i.e. project to satisfy the spectral constraints.
3. $\Lambda_t \leftarrow \Lambda_{t-1} + \frac{1}{\mu} (Z_t - M_t)$; i.e. update the multipliers.

Note that since we constrain $M_{ii} \in \Delta_i$, the objective $D_F(X, MX)$ remains well defined in Step 1. Furthermore, since the objective decomposes row-wise, each row of $M$ can be optimized independently, which constitutes a key advantage of this scheme. Second, since Step 2 merely involves projection onto spectral constraints $M_2$, a closed form solution exists based on eigen-decomposition, as established in the following lemma.

Lemma 1. Let $H = I - \frac{1}{t} 11'$. Then

$$M_2 = \{HMH + \frac{1}{t} 11' : M \in M_3\}, \quad (11)$$

where $M_3 = \{M : 0 \leq M \leq I, \text{tr}(M) \leq d - 1\}$. (12)

Proof. Clearly the right-hand side of (11) is contained in $M_2$. Conversely, for any $M_2 \in M_2$, we construct an $M \in M_3$ as $M = M_2 - \frac{1}{t} 11'$. Note that $M_2 \downarrow 1$ implies $1/\sqrt{t}$ is an eigenvector of $M_2$ with eigenvalue 1. Therefore $M \succeq 0$. The rest is easy to verify. $\square$

By Proposition 1, the problem of projecting any matrix $A$ to $M_2$ can be accomplished by solving

$$\min_{Z \in M_2} \|Z - A\|^2 = \min_{S \in M_3} \|HS - (A - \frac{1}{t} 11')\|^2.$$

Let $B = A - \frac{1}{t} 11'$ and $V = B - HBH$. Then $HVH = 0$, hence the problem reduces to solving

$$\min_{S \in M_3} \|HS - HBH - V\|^2 = \min_{S \in M_3} \|HS - HBH\|^2 + \|V\|^2.$$
3.2 Case 2: Arbitrary Bregman Divergence

When the Bregman divergence is not convex in its second argument, we require a more general treatment. The key idea we exploit is to introduce a regularizer that allows a useful form of representer theorem to be applied. In particular, we augment the negative log likelihood of $P(Y | X)$ in (7) with a regularizer on the basis $B$, weighted by the number of points in the corresponding cluster. The resulting objective can be written:

$$\min_{Y,B} D_{F^*}(Y B, f(X)) + \frac{\alpha}{2} \|Y B\|_F^2. \quad (14)$$

Note $B$ must be in the range of $f$. By the representer theorem, there exists a matrix $A \in \mathbb{R}^{t \times n}$ such that the optimal $B$ can be written $B = (Y^Y)^{1/2} Y A$, which yields

$$\min_{M,A} D_{F^*}(MA, f(X)) + \frac{\alpha}{2} \text{tr}(A'MA), \quad (15)$$

where $M$ is defined in (9). We will work with this formulation by relaxing the domain of $M$ to $\mathcal{M}_2$. Extension to $M \in \mathcal{M}_1$ is also straightforward by ADMM.

3.2.1 Optimization

Although (15) does not immediately exhibit joint convexity in $M$ and $A$, a change of variable immediately leads to a convex formulation. Denote $T = MA$, then $\text{Im}(T) \subseteq \text{Im}(M)$ where $\text{Im}(M)$ is the range of $M$. Also, denote $L(Z) := D_{F^*}(Z, f(X))$ for clarity.

Proposition 2. The problem (15) is equivalent to

$$\min_{M \in \mathcal{M}_2} \min_{T: \text{Im}(T) \subseteq \text{Im}(M)} L(T) + \frac{\alpha}{2} \text{tr}(T'M^1T) \quad (16)$$

$$= \min_T L(T) + \frac{\alpha}{2} \min_{M: \text{Im}(T) \subseteq \text{Im}(M)} \text{tr}(T'M^1T). \quad (17)$$

That is, any optimal $(M, A)$ for (15) provides an optimal solution to (16) via $T = MA$. Conversely, given any optimal $(M, T)$ for (16), $\text{Im}(T) \subseteq \text{Im}(M)$ guarantees $T = MA$ for some $A$. Thus $(M, A)$ is optimal for (15).

This proposition allows one to solve a convex problem in $T$, provided that $\Omega^2(T)$ is convex and easy to compute. Interestingly, $\Omega(T)$ has other favorable properties to exploit.

Theorem 3. $\Omega(T)$ defines a norm on $T$. $\Omega$ and its dual norm $\Omega^*$ can be computed in $O(t^3)$ and $O(t^2 d)$ time resp.\(^1\)

With these conclusions, we can optimize (17) using a generalized conditional gradient method, accelerated by local search (Laue, 2012; Zhang et al., 2012); see Algorithm 1 (further details are given in Appendix C). At each iteration, the algorithm employs a linear approximation of $L$ and inner oracle searches for a steepest descent direction by computing a subgradient of the dual norm $\Omega^*$. Algorithm 1 is guaranteed to find an $\epsilon$ accurate solution to (17) in $O(1/\epsilon)$ iterations; see e.g. (Zhang et al., 2012). The optimal $M$ can then be recovered by evaluating $\Omega$ at the optimal $T$.\(^2\)

We prove Theorem 3 in three steps.

1. Computing $\Omega$. Let the singular values of $T$ be $s_1 \geq \ldots \geq s_t$. Since $\Omega^2(T) = \min_{M \in \mathcal{M}_2} \text{tr}(T'M^1T)$, by von Neumann’s trace inequality (Mirsly, 1975) the optimal $M$ must have eigenvectors equal to the left singular vectors of $T$. The minimal objective value is then $\sum_i s_i^2 / \sigma_i$, where $\sigma_i$ are the eigenvalues of $M$. It suffices to solve

$$f(s) := \min_{\{\sigma_i\}} \sum_{i=1}^t s_i^2 \sigma_i, \text{ s.t. } \sigma_i \in [0,1], \sum_i \sigma_i \leq d-1 \quad (18)$$

$$= \min_{\sigma_i \in [0,1]} \max_{\lambda \geq 0} \sum_{i=1}^t \frac{s_i^2}{\sigma_i} + \lambda \left(1 - d + \sum_{i=1}^t \sigma_i\right) \quad (19)$$

$$= \max_{\lambda \geq 0} \left\{\lambda(1-d) + \min_{\sigma_i \in [0,1]} \sum_{i=1}^t \frac{s_i^2}{\sigma_i} + \lambda \sigma_i\right\}. \quad (20)$$

Fixing $\lambda$, the optimal $\sigma_i$ is attained at $\sigma_i(\lambda) = \frac{s_i}{\sqrt{\lambda}}$ if $\lambda \geq s_i^2$, and 1 if $\lambda < s_i^2$. Note that $\sigma_i(\lambda)$ decreases monotonically for $\lambda \geq s_i^2$, hence we only need to find a $\lambda$ that satisfies $\sum_{i=1}^t \sigma_i(\lambda) = d - 1$, since the constraint $\sum_i \sigma_i \leq d - 1$ must be equality at the optimum. This only requires a line search over $\lambda$, which can be conducted efficiently as follows. Suppose the optimal $\lambda$ lies in $[s_k^2, s_{k+1}^2]$. Then $\sigma_i(\lambda) = 1$ for all $i \leq k$ and $\sigma_i(\lambda) = s_i / \sqrt{\lambda}$ for all $i > k$. So $k + \frac{1}{\sqrt{\lambda}} \sum_{i=k+1}^t s_i = d - 1$, hence

$$\sqrt{\lambda} = \frac{1}{d-1-k} \sum_{i=k+1}^t s_i \in [s_k, s_{k+1}]$$

$$\Rightarrow \begin{cases} \frac{\sum_{i=k+1}^t s_i}{s_k} \leq d - 1 \\ \frac{\sum_{i=k+1}^t s_i}{s_{k+1}} \geq d - 1. \end{cases}$$

Now note there must be a $k$ satisfying these two conditions. Since both $k + \frac{1}{s_k} \sum_{i=k+1}^t s_i$ and $k + \frac{1}{s_{k+1}} \sum_{i=k+1}^t s_i$ grow monotonically in $k$, the smallest $k$ that satisfies the second condition must also satisfy the first condition. Hence the optimal solution is $\sigma_i = 1$ for all $i \leq k$, and $\sigma_i = (d - 1 - k)s_i / \sum_{i=k+1}^t s_i$ for $i > k$.

\(^1\)The same conclusion holds for $M \in \mathcal{M}_2$ (see Appendix B).

\(^2\)This solution is valid since (16) minimizes over $M$ and $T$. If the problem were $\min_T \max_M$ instead, the optimal $M$ could not be generally recovered by maximizing $M$ for fixed optimal $T$.\}
Algorithm 2 Compute $f(s)$ with given $d$.

1: for $k = 0, 1, \ldots, d-2$ do
2: if $\sum_{i=k+1}^{t} s_i \geq (d-1-k)s_{k+1}$ then break
3: end for
4: Return $f(s) = \sum_{i=1}^{d} s_i^2 + \frac{1}{\sigma} \left( \sum_{i=k+1}^{t} s_i \right)^2$.

The algorithm for evaluating $f(s) = \Omega^2(T)$ is given in Algorithm 2. The ‘if’ condition in step 2 must be met when $k = d-2$. The computational cost is dominated by a full SVD of $T$, and fortunately our method needs to compute $\Omega(T)$ only once at the optimal $T$.

2. $\Omega$ is a norm. Note that $\Omega(T)$ depends only on the singular values of $T$. So it suffices to show that $\kappa(s) := \sqrt{f(s)}$ is a symmetric gauge (Horn & Johnson, 1985, Theorem 3.5.18), where $f(s)$ is defined in (18). Clearly $\kappa(s)$ is permutation invariant, $\kappa(as) = |a| \kappa(s)$ for all $a \in \mathbb{R}$, and $\kappa(s) = 0$ iff $s = 0$. So it suffices to prove the triangle inequality for $\kappa(s)$.

For any $s_1$ and $s_2$, let $t_1 = \kappa(s_1)$ and $t_2 = \kappa(s_2)$. Then $\kappa(s_1 + s_2)/t_1^2 + s_2/t_2^2 \leq \kappa(s_1 + s_2)/t_1 + s_2/t_2$.

Note $f(s)$ is convex because $\sum_i s_i^2/\sigma_i$ is jointly convex in $(s, \sigma)$, and $f(s)$ just minimizes out $\sigma$. So the sub-level set at level 1 for $f$ (and $\kappa$) is convex. Therefore by (21), $\kappa((s_1 + s_2)/(t_1 + t_2)) \leq 1$, and so $\kappa(s_1 + s_2) \leq t_1 + t_2 = \kappa(s_1) + \kappa(s_2)$. The claim follows.

3. Compute the subgradient of $\Omega$. Given a matrix $R$, the dual norm is $\Omega_{\ast}(R) = \max_{f,s} [f(R), f(\Omega(T))] \leq \text{tr}(R^T)$. Let the SVD of $R$ be $R = U \text{diag}(r_1, \ldots, r_t)V'$, where $r_1 \geq \ldots \geq r_t$. Since $\Omega$ is defined via the singular values of $T$, again by von Neumann’s trace inequality the maximum is attained when the left and right singular values of $T$ are $U$ and $V$, respectively. Then $\Omega_{\ast}(R) = \max_{s, \sigma} f(s) \leq 1 f{s}$, which by (18) is equivalent to

$$\max_{s, \sigma} f(s) \leq d - 1, \sum_{i=1}^{d} s_i^2/\sigma_i \leq 1.$$ (22)

Using the Cauchy-Schwarz inequality, we have

$$r's = \frac{t}{\sqrt{\sigma_i}} \sqrt{\sum_{i=1}^{t} s_i^2/\sigma_i} \leq \left( \sum_{i=1}^{t} s_i^2/\sigma_i \right)^{1/2} \left( \sum_{i=1}^{t} r_i^2/\sigma_i \right)^{1/2} \leq \left( \sum_{i=1}^{t} r_i^2/\sigma_i \right)^{1/2} \leq \left\| (r_1, r_2, \ldots, r_d - 1) \right\|.$$ (23)

where the last two inequalities use the constraints in (22). The equalities can all be attained by setting $s_i = r_i/\left\| (r_1, r_2, \ldots, r_d - 1) \right\|$ and $\sigma_i = 1$ for $i \leq d - 1$, and $s_i = 0$ and $\sigma_i = 0$ for $i \geq d$. Clearly $U \text{diag}(s)V'$ is a subgradient of $\Omega_{\ast}$ at $R$. Evaluating the dual norm is inexpensive, since it requires only the top $d - 1$ singular values of $R$.

4. Discriminative Clustering

Although generative models can often reveal useful latent structure in data, many problems such as semi-supervised learning and multiple instance learning are more concerned with accurate label prediction. In such settings, discriminative models $X \rightarrow Y$ can often be more effective (Joulin & Bach, 2012; Bach & Harchaoui, 2007; Guo & Schuurmans, 2007; Xu & Schuurmans, 2005).

Before attempting a convex relaxation for the discriminative model (8), it is important to recognize that a plain optimization over $(W, \beta, Y)$ will lead to vacuous solutions, where all examples are assigned to a single cluster $j$ and $b_j = \infty$. A common solution is to add a regularizer on $Y$ to enforce a more balanced cluster distribution. Note that this situation is opposite of generative clustering, where one must upper bound $d$, since otherwise the joint likelihood would be trivially maximized by assigning each data point to its own cluster.

For discriminative clustering, we consider a special case $F(x) = \log \sum \exp(x_i)$, i.e. where the transfer $\nabla F$ is sigmoidal (Joulin & Bach, 2012). A natural choice of regularizer on $Y$ is the entropy of cluster sizes, i.e. $-h(Y)' 1$ where $h(x) = \sum_i x_i \log x_i$. In this setting, we derive a convex relaxation for discriminative clustering that uses the normalized equivalence matrix.

By adding value regularization $\|WY'\|^2$ to (8), one obtains

$$\min_{W,b,Y} \frac{1}{t} D_F(XW + \mathbf{b}', f^{-1}(Y)) + \frac{1}{2} \|WY'\|^2 + h(Y)' 1$$

$$= \min_{W,b,Y} \frac{1}{t} D_F(XW + \mathbf{b}') - \frac{1}{t} \text{tr}(XW + \mathbf{b}')Y' Y'$$

$$- \frac{1}{t} F(Y) + \frac{1}{2} \|WY'\|^2 + h(Y)' 1$$

$$= \min_{W,b,Y} \max_{\Lambda, \Delta} - \frac{1}{t} F'(\Lambda) + \frac{1}{t} \text{tr}(\Lambda'(XW + \mathbf{b}'))$$

$$- \frac{1}{t} F(Y) - \text{tr}((XW + \mathbf{b}')Y') + \frac{1}{2} \|WY'\|^2 + h(Y)' 1$$

$$= \min_{W,b,Y} \max_{\Lambda, \Delta} - \frac{1}{t} F'(\Omega Y) + \frac{1}{t} \text{tr}(\Omega Y'(XW + \mathbf{b}'))$$

$$- \frac{1}{t} F(Y) - \frac{1}{t} \text{tr}((XW + \mathbf{b})'Y') + \frac{1}{2} \|WY'\|^2 + h(Y)' 1.$$ (24)

Here, the second step follows from Fenchel’s identity $F(x) = \max_{z \in \text{dom } F} \langle x, z \rangle - F(z)$, where dom denotes the effective domain of a convex function. The last step involves a change of variable, $\Lambda = \Omega Y$, and converted the constraints on $\Lambda$ to $\Omega_{\ast} \in \Delta (Guo & Schuurmans, 2007)$. By taking the gradient with respect to $W$ and $b$, one obtains

$$W = \frac{1}{t} X'(I - \Omega)Y(Y)' \Delta, \Omega_{\ast} = 1.$$ (24)

Note that $- \frac{1}{t} F'(\Omega Y) + h(Y)' 1 \leq - \frac{1}{t} F'(\Omega) + c_0$ where $c_0$ is some constant (Joulin & Bach, 2012, Eq 3). Using
(24) and the fact that $F(Y)$ is a constant, one can upper bound the objective by

$$\min_{M \in \mathcal{M}, \Omega, \tau \in \mathcal{\Omega}'} \max_{\Delta, Y'.1 = 1} -\frac{1}{t} F^*(\Omega) - \frac{1}{2\gamma t^2} \|X'(I-\Omega)M\|^2. \quad (25)$$

Importantly, this formulation is expressed completely in terms of the normalized equivalence matrix $M$, which constitutes a significant advantage over (Joulin & Bach, 2012; Guo & Schuurmans, 2007). Rather than resort to the proximal gradient method to solve for $\Omega$ given $M$ (Joulin & Bach, 2012), which is slow in practice, we can harness the power of second order solvers like L-BFGS by dualizing the problem back to the primal form, which leads to an unconstrained problem. This reformulation also sheds light on the nature of the relaxation (25).

Fixing $M \in \mathcal{M}$, we add a Lagrange multiplier $\tau \in \mathbb{R}^t$ to enforce $\Omega'1 = 1$. By introducing the change of variable $\Psi = I - \Omega$, the optimization over $\Omega$ becomes equivalent to

$$\min_{\Psi \leq I: \Psi 1 = 0} \frac{1}{t} F^*(I - \Psi) + \frac{1}{2\gamma t^2} \|X'\Psi M\|^2 + \frac{1}{t} \tau'\Psi 1. \quad (26)$$

The tool we use for dualization is provided by the following lemma.

**Lemma 4.** (Borwein & Lewis, 2000, Theorem 3.3.5) Let $J$ and $G$ be convex functions, and $A$ a linear transform. Suppose $A \text{dom} J$ has nonempty intersection with $\{x \in \text{dom} G^*: G^* \text{ is continuous at } x\}$. Then

$$\min_{x} J(x) + G(Ax) = \max_{y} -J^*(-A'y) - G^*(y). \quad (27)$$

To apply Lemma 4 to (26), choose the linear transform $A$ to be $\Psi \mapsto \frac{1}{t} X'\Psi M$, $G(\Psi) = \frac{1}{2\gamma} \text{tr}(\Psi M^1 \Psi)^3$ and $J(\Psi) = \frac{1}{t} F^*(I - \Psi) + \frac{1}{t} \tau'\Psi 1$ over $\Omega 1 = 0$ and $\Psi \leq I$ (elementwise). Then the problem (26) becomes equivalent to

$$\min_{M, \tau, \Psi \in \mathbb{R}^{t \times n}} \frac{1}{t} \sum_{i} [F(\frac{1}{t} X_i' Y'M + \tau') - (\frac{1}{t} X_i' Y'M_{i} + \tau_i)] + \frac{2}{2} \text{tr}(\Psi M'). \quad (28)$$

Note that $F = g$ can be interpreted as a soft max, hence the result is related to the typical max-margin style model. The loss of each example $i$ is the soft max of $X_i' Y'M + \tau'$ (a row vector) minus $X_i' Y'M_{i} + \tau_i$. Here $\tau_i$ is an offset associated with each training example (cf. $b_j$ for each cluster).

### 4.1 Optimization

The most straightforward method for optimizing (28) is to treat it as a convex function of $M$, whose gradient and objective value can be evaluated by minimizing out $Y$ and $\tau$.

Since both $Y$ and $\tau$ are unconstrained, this can be easily accomplished by quasi-Newton methods like L-BFGS. Interestingly, thanks to the structure of the problem, we can optimize (28) even more efficiently by applying the same change of variable as in §3.2.1. Letting $V = MY \in \mathbb{R}^{t \times n}$ and constraining $M$ to $\mathcal{M}_3$, the problem (28) becomes

$$\min_{V, \tau} \frac{1}{2} Y^2(V) + \frac{1}{t} \sum_{i} [F(\frac{1}{t} X_i' Y'V + \tau') - (\frac{1}{t} X_i' V_{i} + \tau_i)]. \quad (29)$$

This objective again absorbs the spectral constraints on $M$ into the norm $\Delta$, and can be readily solved by generalized conditional gradient in Algorithm 1. The extension to $M \in \mathcal{M}_2$ is also immediate.

### 5 Joint Generative Clustering

In all models considered so far, we have ignored the cluster prior $q$. This quantity is often useful in practice for inference at the cluster level, and can often be effectively learned by joint generative models. In this section, we extend our convex relaxation technique to this setting.

Assume a multinomial distribution over cluster prior parameterized by $w \in \mathbb{R}^t$: $p(Y = j) = \exp(w_j - g(w))$ where $g(w) = \log \sum_j \exp(x_i)$. Then by (1) and (7), the negative log joint likelihood is: $-1Y'w + t\gamma g(w) + L(YB) + \text{const}$. As above, one can add regularizers on $w$ and $B$, as well as an entropic regularizer $h(Y'1)$ to encourage cluster diversity, yielding:

$$\min_{w, B, Y} -\frac{1}{t} Y'w + g(w) + \frac{\beta}{2} \|Yw\|^2 + h(Y'1) \quad (30)$$

$$+ \frac{1}{2} L(YB) + \frac{\alpha}{2} \|YB\|^2_F. \quad$$

This formulation can be convexified in terms of $M$ by using the same techniques as §4 and §3.2, respectively. In particular, consider the prior $p(Y)$ as a discriminative model $Z \rightarrow Y$, where $Z$ can only take a constant scalar value 1. Then treating $Z$ as the $X$ in §4, it is easy to show that the first line of (30) can be relaxed into (ignoring the offset $\tau$):

$$\min_{s \in \mathbb{R}^t} \frac{\beta}{2} \text{tr}(s'Ms) - \frac{1}{t} Y'Ms + g\left(\frac{1}{t} Ms\right). \quad (31)$$

Finally by applying the same technique that converted (14) to (15) in conditional model, one can reformulate (30) into:

$$\min_{A, M, s} \frac{\beta}{2} \text{tr}(s'Ms) - \frac{1}{t} Y'Ms + g\left(\frac{1}{t} Ms\right) + \frac{1}{2} L(AM) + \frac{\alpha}{2} \text{tr}(AMA). \quad (32)$$

To optimize this formulation, let $u = Ms \in \mathbb{R}^t$ and $T = \ldots$
### 6 Experimental Evaluation

We evaluated the proposed convex relaxations for the three models developed in this paper: conditional (jointly convex or arbitrary Bregman divergence), joint, and discriminative.

**Data sets.** We used seven labeled data sets for these experiments. Five of them are from the UCI repository (Frank & Asuncion, 2010): Balance, Breast Cancer, Diabetes, Heart, and Spam E-mail. The two others are multiclass face data sets: ORL\(^5\) and Yale\(^6\). We down-sampled Spam E-mail to 1000 points while preserving the class ratio. The properties of these data sets are summarized in Table 1, giving the values of \(t, n,\) and \(d\). We shifted all features to be nonnegative so that all transfer functions can be applied. Finally the features were normalized to unit variance.

**Transfer functions.** For all generative models, we tested two transfer functions: linear and sigmoid.

**Parameters settings.** To closely approximate the original objective without creating numerical difficulty, we chose all the regularization parameters \(\alpha, \beta\) and \(\gamma\) to be reasonably small \(\alpha \in \{10^{-5}, 10^{-3}\}, \beta \in \{10^{-5}, 10^{-3}\}, \gamma \in \{10^{-6}, 10^{-3}\}\) and report the experimental results for the choices that obtain highest accuracy. However, the results were not sensitive to these values.

#### 6.1 Conditional: Jointly Convex Bregman Divergence

**Algorithms.** Our method (cvxCondJC) first minimizes \(D_F(X, MX)\) as in (10), but over \(M \in M_1\). The optimal \(M\) is then rounded to a hard cluster assignment via spectral clustering (SC rounding, Shi & Malik, 2000). The result is further used to initialize a local re-optimization using the original objective \(D_F(X, Y T)\). Since \(k\)-class spectral clustering involves a \(k\)-means algorithm, with random elements, this was repeated 10 times and variance reported.

---

#### Table 1: Properties of the data sets used in the experiments.

<table>
<thead>
<tr>
<th>Data set</th>
<th>(t)</th>
<th>(n)</th>
<th>(d)</th>
<th>Data set</th>
<th>(t)</th>
<th>(n)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yale</td>
<td>165</td>
<td>1024</td>
<td>15</td>
<td>Diabetes</td>
<td>768</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>ORL</td>
<td>400</td>
<td>1024</td>
<td>40</td>
<td>Heart</td>
<td>270</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>E-mail</td>
<td>1000</td>
<td>57</td>
<td>2</td>
<td>Breast</td>
<td>699</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Balance</td>
<td>625</td>
<td>4</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

#### Table 2: Experimental results for the conditional model with jointly convex Bregman divergences. Here “lin” and “sigm” refer to linear and sigmoid transfers respectively. Best results in **bold**.

<table>
<thead>
<tr>
<th>Data set</th>
<th>cvxCondJC</th>
<th>cvxCondJC</th>
<th>altCondJC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+SC rounding</td>
<td>+SC-re-opt</td>
<td>altCondJC</td>
</tr>
<tr>
<td>Spam E-mail</td>
<td>lin_obj((10^2))</td>
<td>9.4 ± 0.1</td>
<td>9.3 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>lin_acc(%)</td>
<td>71.5 ± 1.6</td>
<td>76.3 ± 3.6</td>
</tr>
<tr>
<td></td>
<td>sigm_obj((10^2))</td>
<td>7.8 ± 0.1</td>
<td>7.7 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>sigm_acc(%)</td>
<td>75.1 ± 1.0</td>
<td>80.0 ± 1.4</td>
</tr>
<tr>
<td>ORL</td>
<td>lin_obj((10^2))</td>
<td>3.3 ± 0.1</td>
<td>2.0 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>lin_acc(%)</td>
<td>57.0 ± 3.5</td>
<td>55.4 ± 2.9</td>
</tr>
<tr>
<td></td>
<td>sigm_obj((10^2))</td>
<td>3.8 ± 0.1</td>
<td>3.5 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>sigm_acc(%)</td>
<td>57.8 ± 3.6</td>
<td>58.2 ± 4.1</td>
</tr>
<tr>
<td>Yale</td>
<td>lin_obj((10^1))</td>
<td>5.6 ± 0.1</td>
<td>5.5 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>lin_acc(%)</td>
<td>46.8 ± 2.7</td>
<td>47.0 ± 2.1</td>
</tr>
<tr>
<td></td>
<td>sigm_obj((10^2))</td>
<td>9.6 ± 0.4</td>
<td>9.2 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>sigm_acc(%)</td>
<td>49.9 ± 2.1</td>
<td>51.5 ± 2.1</td>
</tr>
<tr>
<td>Balance</td>
<td>lin_obj((10^1))</td>
<td>7.2 ± 0.0</td>
<td>7.1 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>lin_acc(%)</td>
<td>57.1 ± 1.9</td>
<td>57.3 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>sigm_obj((10^2))</td>
<td>5.0 ± 0.3</td>
<td>3.9 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>sigm_acc(%)</td>
<td>49.3 ± 3.6</td>
<td>50.5 ± 3.1</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>lin_obj((10^2))</td>
<td>1.8 ± 0.2</td>
<td>1.6 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>lin_acc(%)</td>
<td>72.5 ± 1.7</td>
<td>84.7 ± 0.8</td>
</tr>
<tr>
<td></td>
<td>sigm_obj((10^2))</td>
<td>8.5 ± 0.2</td>
<td>8.5 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>sigm_acc(%)</td>
<td>72.4 ± 1.3</td>
<td>72.5 ± 1.3</td>
</tr>
<tr>
<td>Diabetes</td>
<td>lin_obj((10^2))</td>
<td>2.0 ± 0.1</td>
<td>2.0 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>lin_acc(%)</td>
<td>57.1 ± 0.5</td>
<td>58.5 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>sigm_obj((10^2))</td>
<td>1.2 ± 0.1</td>
<td>1.1 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>sigm_acc(%)</td>
<td>58.5 ± 3.9</td>
<td>58.2 ± 0.1</td>
</tr>
<tr>
<td>Heart</td>
<td>lin_obj((10^2))</td>
<td>1.3 ± 0.0</td>
<td>1.3 ± 0.0</td>
</tr>
<tr>
<td></td>
<td>lin_acc(%)</td>
<td>68.1 ± 0.0</td>
<td>65.6 ± 0.8</td>
</tr>
<tr>
<td></td>
<td>sigm_obj((10^2))</td>
<td>7.5 ± 0.2</td>
<td>7.2 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>sigm_acc(%)</td>
<td>63.4 ± 5.9</td>
<td>64.9 ± 5.6</td>
</tr>
</tbody>
</table>

---

We compared our algorithm with altCondJC (hard EM), which optimizes \(D_F(X, YT)\) by alternating, with \(Y\) reinitialized randomly 30 times.

**Results.** In Table 2, the first and third rows of each block gives the optimal value of \(D_F(X, YT)\) found by altCondJC, and by cvxCondJC (both after SC rounding and re-optimization). The second and fourth lines give the highest accuracy among all possible matchings between the clusters and ground truth labels. Across all data sets and transfer functions, cvxCondJC with SC rounding and re-optimization finds a lower objective value and higher accuracy than altCondJC. In addition, although the objective
achieved after rounding might be higher than that of altCondJC, the accuracy is usually comparable. Overall, the final clustering found by cvxCondJC is superior to randomized local optimization.

### 6.2 Conditional: Arbitrary Bregman Divergence

**Algorithms.** Our method (cvxCond) first optimized (15) over $M \in M_2$ using Algorithm 1. Then similar to §6.1, the optimal $M$ was rounded by spectral clustering (10 repeats). Here subsequent re-optimization (based on local optimization) was performed on the objective $D_F(YB, f(X))$. The competing algorithm, altCond, optimizes this objective by alternating with 30 random initializations of $Y$.

<table>
<thead>
<tr>
<th>cvxCond</th>
<th>cvxCond</th>
<th>altCond</th>
</tr>
</thead>
<tbody>
<tr>
<td>lin_obj($10^2$)</td>
<td>$9.3_{\pm 0.1}$</td>
<td>$9.3_{\pm 0.0}$</td>
</tr>
<tr>
<td>lin_acc(%)</td>
<td>$75.0_{\pm 9.0}$</td>
<td>$79.8_{\pm 10.2}$</td>
</tr>
<tr>
<td>sigm_obj($10^2$)</td>
<td>$8.0_{\pm 0.2}$</td>
<td>$7.7_{\pm 0.1}$</td>
</tr>
<tr>
<td>sigm_acc(%)</td>
<td>$64.8_{\pm 12.5}$</td>
<td>$78.7_{\pm 7.8}$</td>
</tr>
</tbody>
</table>

The competing algorithm, altCond, optimized (28) over $M \in M_2$ by solving (29). We also tested on the algorithms [17x93]...

<table>
<thead>
<tr>
<th>Spam E-mail</th>
<th>cvxDisc</th>
<th>JB</th>
<th>GS</th>
</tr>
</thead>
<tbody>
<tr>
<td>run time ($\times 10^4 s$)</td>
<td>$0.005$</td>
<td>$0.651$</td>
<td>$2.148$</td>
</tr>
<tr>
<td>obj w/ SC rounding ($\times 10^5$)</td>
<td>$8.0_{\pm 0.2}$</td>
<td>$8.7_{\pm 0.0}$</td>
<td>$8.2_{\pm 0.2}$</td>
</tr>
<tr>
<td>acc w/ SC + re-opt ($\times 10^4$)</td>
<td>$7.6_{\pm 0.0}$</td>
<td>$7.9_{\pm 0.2}$</td>
<td>$7.6_{\pm 0.0}$</td>
</tr>
<tr>
<td>acc w/ SC + re-opt (%)</td>
<td>$69.9_{\pm 14.3}$</td>
<td>$60.7_{\pm 0.1}$</td>
<td>$62.8_{\pm 9.2}$</td>
</tr>
<tr>
<td>ORL</td>
<td>run time ($\times 10^4 s$)</td>
<td>$0.080$</td>
<td>$0.695$</td>
</tr>
<tr>
<td>obj w/ SC rounding ($\times 10^4$)</td>
<td>$4.1_{\pm 0.1}$</td>
<td>$7.1_{\pm 0.0}$</td>
<td>$3.6_{\pm 0.0}$</td>
</tr>
<tr>
<td>acc w/ SC + re-opt (%)</td>
<td>$3.5_{\pm 0.0}$</td>
<td>$3.8_{\pm 0.1}$</td>
<td>$3.6_{\pm 0.0}$</td>
</tr>
<tr>
<td>acc w/ SC + re-opt (%)</td>
<td>$59.4_{\pm 2.7}$</td>
<td>$20.0_{\pm 1.1}$</td>
<td>$54.6_{\pm 2.1}$</td>
</tr>
</tbody>
</table>

**Table 3:** Experimental results for the conditional model with arbitrary Bregman divergences. Best results shown in Bold.

**Table 4:** Experimental results for the discriminative models.

**Results.** The results in Table 3 are organized in the same manner as Table 2. Here it can be observed that for all data sets and transfer functions, cvxCond with SC rounding and reoptimization yields lower optimal objective value and higher accuracy than altCond (except Diabetes/sigm). Moreover, the objective values also exhibits lower standard deviation than altCond, which suggests that the value regularization scheme helps stabilize the reoptimization. Finally note the accuracy of cvxCond with rounding is already comparable with that of altCond on most data sets.

**6.3 Discriminative Models**

**Algorithms.** Our method (cvxDisc) optimized (28) over $M \in M_2$ by solving (29). We also tested on the algorithms...
of (Joulin & Bach, 2012) and (Guo & Schuurmans, 2007), which we refer to as JB and GS respectively. The result of all the three methods were rounded by spectral clustering, then used to initialize a local re-optimization over $D_F(X, Y)$. Since the discriminative model is logistic, we used the sigmoid transfer in $D_F$ only.

**Results.** According to Table 4, it is clear that even without reoptimization, cvxDisc after rounding already achieves higher or comparable accuracy to both JB and GS in all cases. Further improvements are obtained by reoptimization. Regarding the run time for solving the respective convex relaxations, cvxDisc is at least 10 times faster than both JB and GS. This confirms the computational advantage of our primal reformulation (28), compared to other implementations of convex relaxation.

### 6.4 Joint Generative Models

#### Algorithms.
Our proposed method, cvxJoint, optimizes (32) over $M \in M_2$ by solving (33). As before, we rounded the optimal $M$ by spectral clustering, and used the $Y$ to initialize local reoptimization of the joint likelihood $-1'Yw + tg(w) + L(YB)$.

We compared the results to those of three soft generative models. The standard soft EM (Banerjee et al., 2005, Algorithm 3) was randomly reinitialized 20 times. The other two algorithms are LG (Lashkari & Golland, 2007), and NB⁶ (Nowozin & Bakir, 2008). Since they do not directly control the number of clusters, we tuned their parameters so that the resulting number of cluster is $d$, or a little higher than $d$ which could be truncated based on the cluster prior.

#### Results.
Since joint models also learn a cluster prior, accuracy can take two forms. The hard accuracy is computed by $\text{argmax}_y p(y|x_i) = \text{argmax}_y p(y)p(x_i|y)$ in the case of soft EM, LG, and NB. Our model outputs a hard accuracy by locally reoptimizing the joint likelihood. For all methods, we define the soft accuracy based on the posterior distribution: $\max_{\pi} E_{Y \sim p(Y|X)}[\text{Accuracy}(Y, \pi(Y^*)]]$, where $Y^*$ is the ground truth label and $\pi$ is a matching between the cluster and label.

As can be observed from Table 5, cvxJoint with rounding and reoptimization achieves superior or comparable performance to the competing algorithms in most cases (except three settings in Balanced and one each in Yale and Diabetes), both in terms of hard and soft accuracy.

### 7 Conclusion

In this paper we constructed convex relaxations for clustering with Bregman divergences. Using normalized equivalence relations, we also designed efficient algorithms for optimizing the models. For future work, it will be interesting to extend these approaches to generative soft clustering, and further scale up the optimization to large applications.
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Abstract

This paper shows that causal model discovery is not an NP-hard problem, in the sense that for sparse graphs bounded by node degree $k$ the sound and complete causal model can be obtained in worst case order $N^{2(k+2)}$ independence tests, even when latent variables and selection bias may be present. We present a modification of the well-known FCI algorithm that implements the method for an independence oracle, and suggest improvements for sample/real-world data versions. It does not contradict any known hardness results, and does not solve an NP-hard problem: it just proves that sparse causal discovery is perhaps more complicated, but not as hard as learning minimal Bayesian networks.

1 Introduction

Causal discovery is one of the cornerstones behind scientific progress. In recent years, significant breakthroughs have been made in causal inference under very reasonable assumptions, even when only data from observations are available (Pearl, 2000; Spirtes et al., 2000). Still, it is probably safe to say that many researchers consider causal discovery to be a difficult problem, and that it is generally thought to be computationally at least as hard as related problems such as learning minimal Bayesian networks.

The class of NP problems (non-deterministic, polynomial time) are problems for which a solution can be verified in polynomial time: order $O(N^k)$ for some constant $k$ given input size $N$, but for which no known polynomial time algorithm exists (or is thought to exist) that finds such a solution. In many cases algorithms exist that are able to find a solution quickly, or at least provide good approximations, but still have worst-case exponential running time order $O(2^N)$.

Typical examples include finding the shortest path through all nodes in a weighted graph (travelling salesman), coloring vertices in a graph so that no two adjacent vertices share the same color, probabilistic inference in a Bayesian network (Cooper, 1990), and the Boolean satisfiability problem ($k$-SAT, the first known NP-complete problem).

A problem is NP-hard if it is at least as hard as the hardest problems in NP. Put differently, a problem is NP-hard if there is a polynomial time reduction of an NP-complete problem to it, so that any polynomial time solution to the NP-hard problem implies that all NP-complete problems can be solved in polynomial time. See (Garey and Johnson, 1979) for a standard introduction to the subject, and e.g. (Goldreich, 2008) for a more modern approach.

In this article we focus on the problem of learning a causal model from probabilistic information. We assume there is a system that is characterized by a so-called causal DAG $G_C$ that describes the causal interactions between the variables in the system. The structure of this causal DAG is invariant and responsible for a probability distribution over the subset of observed variables. The goal is to learn as much as possible about the presence or absence of certain causal relations between variables in the underlying causal DAG from the available probabilistic information.

Chickering et al. (2004) showed that finding an inclusion-optimal (minimal) Bayesian network for a given probability distribution is NP-hard, even when a constant-time independence oracle is available (see §2 for more details). Such hardness results have inspired many creative approaches to network learning, e.g. methods that seek to find efficient approximations to minimal Bayesian networks through greedy search (Chickering, 2002), or methods that employ specialized heuristics or solver techniques to make exact learning feasible from 30, up to even 60 variables if the graph is sufficiently sparse (Yuan and Malone, 2012; Cussens, 2011).
On the face of it, minimal Bayesian network inference seems close to a simplified and idealized version of a causal model discovery problem. Hence it may be unsurprising to find that currently available methods also have worst-case exponential complexity (see §3.2).

However, in this paper we show that causal model discovery in sparse graphs is in fact not an NP-hard problem, even in the presence of latent confounders and/or selection bias. We do this by providing an adaptation of the well-known FCI algorithm (see §3.2) for learning the sound and complete causal model in the form of a PAG with running time in the worst case polynomial in the number of independence tests to order $O(N^{2(k+2)})$, where $N$ is the number of variables and $k$ the maximum node degree in the causal model over the observed variables.

Graphical causal models

A mixed graph $G$ is a graphical model that can contain three types of edges between pairs of nodes: directed ($\rightarrow$), bi-directed ($\leftrightarrow$), and undirected ($-$). In a mixed graph, standard graph-theoretical notions, e.g. child/parent, ancestor/descendant, directed path, cycle, still apply, with natural extension to sets. In particular $\text{Adj}_G(X)$ indicates all nodes adjacent to (but not in) the set of nodes $X$ in the graph $G$, and $\text{An}_G(X)$ indicates all (ancestors of) nodes in $X$ in the graph $G$. A vertex $Z$ is a collider on a path $u = \{\ldots, X, Z, Y, \ldots\}$ if there are arrowheads at $Z$ on both edges from $X$ and $Y$, otherwise it is a noncollider.

A mixed graph $G$ is ancestral iff an arrowhead at $X$ on an edge to $Y$ implies there is no directed path from $X$ to $Y$ in $G$, and there are no arrowheads at nodes with undirected edges. As a result, arrowhead marks can be read as ‘is not an ancestor of’. In a mixed graph $G$, a vertex $X$ is $m$-connected to $Y$ by a path $u$, relative to a set of vertices $Z$, iff every noncollider on $u$ is not in $Z$, and every collider on $u$ is an ancestor of $Z$. If there is no such path, then $X$ and $Y$ are $m$-separated by $Z$. An ancestral graph is maximal (MAG) if for any two nonadjacent vertices there is a set that separates them. A directed acyclic graph (DAG) is a special kind of MAG, containing only $\rightarrow$ edges, for which $m$-separation reduces to the familiar $d$-separation criterion. The Markov property links the structure of an ancestral graph $G$ to observed probabilistic independencies: $X \perp Y \mid Z$, if $X$ and $Y$ are $m$-separated by $Z$. Faithfulness implies that the only observed independencies in a system are those entailed by the Markov property. For more details, see (Koller and Friedman, 2009; Spirtes et al., 2000).

A causal DAG $G_C$ is a directed acyclic model where the arcs represent direct causal interactions (Pearl, 2000). In general, the independence relations between observed variables in a causal DAG can be represented in the form of a MAG (Richardson and Spirtes, 2002). The (complete) partial ancestral graph (PAG) represents all invariant features that characterize the equivalence class $[G]$ of such a MAG, with a tail ‘$-$’ or arrowhead ’$>$’ end mark on an edge, iff it is invariant in $[G]$, otherwise it has a circle mark ‘$\circ$’, see (Zhang, 2008). Figure 1 illustrates the relation between these three types of graphs.

![Figure 1: (a) Assumed underlying causal DAG $G_C$; (b) corresponding MAG $M$ over observed variables; (c) causal model as PAG, with $N = 4$ and $k \leq 3$.]

C-LEARN

The completed PAG represents all valid causal information that can be inferred from independencies between observed variables: this will be the target causal model of the learning task (C-LEARN).

To distinguish between the contribution of the learning task and the calculation of the independencies themselves, we introduce the following notion from (Chickering et al., 2004):

**Definition 1.** An independence oracle for a distribution $p(X)$ is an oracle that, in constant time, can determine whether or not $X \perp Y \mid Z$, for any $(\{X, Y\} \cup Z) \subseteq X$.

The C-LEARN task can now be described as:

**INSTANCE:** Given an independence oracle $\mathcal{O}$ for a set of variables $X = \{X_1, \ldots, X_N\}$ that is faithful to an underlying causal DAG $G_C$, and constant bound $k$.

**TASK:** Find the completed PAG model that matches $\mathcal{O}$ with node degree $\leq k$.

2 Why learning minimal Bayesian networks is NP-hard

It has long been known that learning a minimal Bayesian network is an NP-hard problem, even when an independence oracle is available and each node in the network has at most $k \geq 3$ parents. An elegant proof is provided in (Chickering et al., 2004) by introducing a polynomial reduction from an established NP-complete problem known as Degree-Bounded Feedback Arc Set (DBFAS) to an instance of learning a
minimal Bayesian network (B-LEARN) with maximum node degree \( k \). Given an arbitrary network of directed edges the target in DBFAS is to find the smallest set of arcs (the ‘feedback set’) whose removal eliminates all directed cycles from the graph.

The reduction strategy from DBFAS to B-LEARN is depicted in Figure 2. It replaces the DBFAS instance with an equivalent Bayesian network, in which each directed edge \( V_i \rightarrow V_j \) in DBFAS is replaced by an edge-component over discrete variables \( \{A, B, C, D, E, F, G, H\} \). All DBFAS nodes \( V_i \) and all nodes \( \{A, D, G\} \) in each edge-component get 9 states, the nodes \( \{B, E, F, H\} \) get 2 states, and only the nodes \( C \) get 3 states. Furthermore, the \( H \) nodes in each edge-component are supposedly hidden, i.e. not in the set of observed variables in the minimal Bayesian network from B-LEARN, see Figure 2.

The connection between the instance of DBFAS and B-LEARN relies on the fact that it is impossible to construct a Bayesian network that can faithfully represent the independence relations from the underlying causal DAG when the \( H \) variables are not observed. As a result, each edge component is forced to choose between configuration (c) or (d) in Figure 2, with a preference for the smaller (c), unless this introduces a directed cycle due to the connection via \( V_i \rightarrow B \rightarrow F \rightarrow V_j \). In that case the cycle can be broken by opting for (d). The (acyclic) minimal global Bayesian network will have the fewest edge-components oriented as (d) needed to break all cycles, and so all these edge components together represent a minimal feedback arc set for the original DBFAS problem.

The transformation from DBFAS to B-LEARN is polynomial, which implies that if there is any method that can solve B-LEARN in polynomial time, then it can also solve DBFAS in polynomial time, and with it the entire class of NP-complete problems. In particular, it also applies when there is a constant time independence oracle for B-LEARN and the max. node degree in the optimal solution is bounded by any \( k \geq 3 \). It is exactly this subclass of problems that are the focus of this paper in the context of learning a causal model.

Causal model reduction

An obvious question would be why the previous result should not apply to causal models in general, especially given the importance, explicit or implicit, of minimality in many structure learning tasks.

The answer to this lies in the fact that the ‘Bayesian network’ requirement itself imposes the additional restriction on the solution that only directed edges are allowed, which does not come into play when causal models are concerned. Therefore B-LEARN cannot opt for the configuration depicted in Figure 3, due to the edge \( C \leftrightarrow F \), whereas C-LEARN has no such problem. This structure is actually smaller than the corre-

![Figure 2: (a) DBFAS instance over 3 nodes; (b) corresponding Bayesian network reduction with distinct variables \( \{A, B, C, D, E, F, G, H\} \) for each edge-component (nr. of states per variable in brackets below); (c) BN edge-component configuration with 16 parameters to specify the distribution over \( C \) and \( F \); (d) idem, with 18 parameters.](image1)

![Figure 3: Minimal edge-component configuration in causal model, requiring 12 free parameters for variables \( C \) and \( F \).](image2)
sponding minimal Bayesian network component, as it requires only 12 free parameters to specify the contribution of each $C - F$ pair in the network: $2 \times 2 \times 2 = 8$ for the $C$ node, $2 \times 2 \times 1 = 4$ for $F$, and 1 for the $H$ node, giving a total of 13 parameters, one of which can be marginalized out, see, e.g. (Evans and Richardson, 2010) for details on parameterizing acyclic directed mixed graphs (ADMGs), allowing for both directed and bi-directed edges.

As a result, a DBFAS reduction to C-LEARN along the lines of (Chickering et al., 2004) will fail to solve the original NP-complete problem, as the causal model will have all edge components oriented as in Figure 3, giving no information whatsoever on a minimal feedback arc set for the corresponding DBFAS instance.

We now turn to existing methods for causal discovery to see where they run into exponential trouble.

3 Independence based Causal Discovery

3.1 Causally sufficient systems

Many methods have been developed that efficiently learn the correct causal model when there are no unobserved common causes between the variables, e.g. IC (Pearl and Verma, 1991), PC (Spirtes et al., 2000), Grow-Shrink (Margaritis and Thrun, 1999), etc.

As a typical example, a version of PC is depicted in Algorithm 1. From a fully connected undirected graph $G$, it consists of two stages: an adjacency search to remove edges, followed by an orientation phase. In the first stage, for each pair of nodes $X - Y$ (still) connected in $G$, it searches for a subset of adjacent nodes $Z$ that can separate them: $X \perp \perp Y \mid Z$; if found the edge is removed. By checking all adjacent node-pairs in $G$ for possible separating sets of increasing size, the PC algorithm ensures that it finds separating sets as small as possible. If the node degree in the true causal model $G$ is bounded by $k$, then worst case it needs to check all subsets size 1..$k$ from $N$ nodes, for $N^2$ nodes on edges, resulting in a polynomial running time dominated by order $O(N^{k+2})$ for the adjacency search. Afterwards an orientation phase adds all invariant edge-marks (tails or arrowheads) by rules that trigger on the existence of certain path-configurations in $G$, which can be checked in order $O(N^3)$ (Spirtes et al., 2000).

3.2 Causal discovery with latent confounders

Unfortunately, the PC algorithm can run into trouble when applied to causal models where causal sufficiency is not guaranteed. In that case it can miss certain separating sets that may require nodes not adjacent to either of the separated nodes. Figure 4(b) depicts the canonical 5-node example, where the edge $X - Y$ can be eliminated by the set $\{U, V, Z\}$, but this is not found by the PC algorithm, as at that stage $Z$ is no longer adjacent to $X$ or $Y$. As a result, edges may fail to be eliminated from $G$, possibly leading to erroneous causal conclusions in the orientation stage, see e.g. (Colombo et al., 2012, §3) for more examples.

To tackle this problem, Spirtes et al. (1999) developed the so-called Fast Causal Inference (FCI) algorithm that introduces an additional stage to the adjacency search. It searches for an extended set of nodes: the D-SEP$(A, B)$ set, roughly corresponding to ancestors of $\{A, B\}$ that are adjacent to $A$ and/or reachable via a bi-directed path, for which it can be shown that (with observed variables $O$ and selection set $S$):

Lemma 1. (Spirtes et al., 1999, Lemma 12) If there is some subset $W \subseteq O \setminus \{A, B\}$ such that $A$ and $B$ are $d$-separated by $W \cup S$, then $A$ and $B$ are $d$-separated given $D$-SEP$(A, B) \cup S$.

The problem is that at that stage it is not yet known which nodes exactly belong to $An(\{A, B\})$. The solution employed by FCI is as follows: after the initial PC-adjacency search it adds some orientation informa-

Algorithm 1 PC-algorithm

| In : independence oracle $O$ for variables $V$ |
| Out: causal model $G$ over $V$ |
| Adjacency search |
| 1: $G \leftarrow$ fully connected undirected graph over $V$ |
| 2: $n = 0$ |
| 3: repeat |
| 4: repeat |
| 5: select $X$ with $|Adj_G(X)| > n$, |
| 6: select $Y \in Adj_G(X)$ |
| 7: repeat |
| 8: select subset $Z$ size $n$ from $Adj_G(X) \setminus Y$, |
| 9: if $X \perp \perp Y \mid Z$ then |
| 10: $Sepset(X, Y) = Sepset(Y, X) = Z$ |
| 11: remove edge $X - Y$ from $G$ |
| 12: end if |
| 13: until all subsets size $n$ have been tested |
| 14: until all edges $X - Y$ in $G$ have been checked |
| 15: $n = n + 1$ |
| 16: until no more nodes with $|Adj_G(X)| > n$ |
| Orientation phase |
| 17: for all unshielded triples $X - Z - Y$ in $G$ do |
| 18: if $Z \notin Sepset(X, Y)$ then |
| 19: orient v-structure $X \rightarrow Z \leftarrow Y$ |
| 20: end for |
| 21: run other orientation rules until no more new |
| 22: return causal model $G$ |
to the resulting adjacency graph to obtain a partially oriented graph \( \pi_0 \), and from this identifies the set Possible-D-SEP\((A, B, \pi_0)\) for edge \( A - B \) that is a guaranteed superset of D-SEP\((A, B)\). It then tests for all subsets of Possible-D-SEP\((A, B, \pi_0)\) until a separating set is found, or not, in which case the edge should remain present.

But even for graphs with degree \( \leq k \), neither the size of the Possible-D-SEP\((A, B, \pi_0)\) set, nor the size of the target D-SEP set is bounded by \( k \). As a result, the worst case is now dominated by a term that could involve searching through all subsets of \( N \) nodes, which brings it back to exponential order time complexity \( O(2^N) \).

In practice, the number of edges removed in the FCI stage tends to be very small (relative to the PC-stage), even though it is often the most expensive part of the algorithm by far. This behaviour is exploited effectively in the RFCI algorithm (Colombo et al., 2012): it skips the additional FCI stage and ensures the output is still sound (though no longer necessarily complete) through a modified orientation phase that avoids some of the erroneous causal conclusions PC could make when edges are missed.

In this article we take a different approach by showing that it is possible to build up an alternative D-SEP set that is completely determined by nodes adjacent to \( \{A, B\} \) and already inferred minimal separating sets from the PC-adjacency search.

4 D-separating sets

First some terminology for the target nodes and edges:

**Definition 2.** In a MAG \( \mathcal{M} \), two nodes \( X \) and \( Y \) are **D-separated by** \( Z \) iff they are \( d \)-separated by \( Z \), and all sets that can separate \( X \) and \( Y \) contain at least one node \( Z \not\in Adj\{(X, Y)\} \). Such a node \( Z \in Adj\{X, Y\} \) that cannot be made redundant by nodes adjacent to \( X \) or \( Y \) is a **D-sep node**, and \((X, Y)\) is a **D-sep link**.

For example in Figure 4(b), \( X \) and \( Y \) are D-separated by \( \{U, V, Z\} \), including D-sep node \( Z \).

After the PC-adjacency search all D-sep links are still connected by an edge in the skeleton \( \mathcal{G} \). Below we first discuss how to recognize possible D-sep links, and then how to find an appropriate D-separating set, including the elusive D-sep nodes. The third part puts it all together into a solid and complete search strategy. Proof details can be found in the Appendix and in (Claassen et al., 2013).

4.1 Identifying D-sep links

To characterize D-separable nodes, we use a result from (Spirtes et al., 1999; Claassen and Heskes, 2011):

**Lemma 2.** For disjoint (subsets of) nodes \( X, Y, Z, Z \) from the observed variables \( O \) in a causal graph \( \mathcal{G} \) with selection set \( S \),

1. \( X \not\perp\!\!\!\perp Y | Z \cup [Z] \Rightarrow Z \not\in An_{\mathcal{G}}(\{X, Y\} \cup Z \cup S) \).
2. \( X \perp\!\!\!\perp Y | [Z \cup Z] \Rightarrow Z \in An_{\mathcal{G}}(\{X, Y\} \cup S) \),

where square brackets indicate a minimal set of nodes.

Rule (1) identifies invariant arrowheads on edges; rule (2) is used in §4.2 to build up a D-separating set. With Lemma 2 it is easy to show the following properties:

**Lemma 3.** In a MAG \( \mathcal{M} \), if two nodes \( X \) and \( Y \) are D-separated by a minimal set \( Z \), then:

1. \( X \not\in An(\{Y\} \cup Z \cup S) \)
2. \( Y \not\in An(\{X\} \cup Z \cup S) \)
3. \( \forall Z \in Z : Z \in An(\{X, Y\} \cup S) \)

It motivates the following introduction:

**Definition 3.** The **Augmented Skeleton** \( \mathcal{G}^+ \) is obtained from the skeleton \( \mathcal{G} \) by adding all invariant arrowheads that follow from single node minimal dependencies \( X \not\perp\!\!\!\perp Y | Z \cup [W] \) by Lemma 2, rule(1).

By testing for dependence on adding single nodes to the minimal separating sets from the PC-adjacency search all invariant arrowheads in \( \mathcal{G}^+ \) are found. Note that only nodes \( Z \) adjacent to \( \{X, Y\} \cup Z \) in \( \mathcal{G} \) need to be tested, and that all arrowheads from FCI’s partially oriented graph \( \pi_0 \) (see §3.2) are also in \( \mathcal{G}^+ \).

The important implication is that D-sep links take on a very distinct pattern in \( \mathcal{G}^+ \):

**Lemma 4.** For a MAG \( \mathcal{M} \), let \( X \) and \( Y \) be D-separable nodes that are adjacent in the corresponding augmented skeleton \( \mathcal{G}^+ \). If there are no edges in \( \mathcal{G}^+ \) between (other) D-separable nodes in \( An(\{X, Y\}) \), then \( \mathcal{G}^+ \) contains the following pattern: \( U \leftrightarrow X \leftrightarrow Y \leftrightarrow V \), with \( U \) and \( V \) not adjacent in \( \mathcal{G}^+ \), and paths \( V. \rightarrow X \) and \( U. \rightarrow Y \) that do not go against an arrowhead.

For example, in the augmented skeleton in Figure 5(b), D-sep link \( X - Z \) occurs in pattern \( S \leftrightarrow X \leftrightarrow Z \leftrightarrow T \).
There is a hierarchical structure between \(D\)-sep links in the sense that if one pair of \(D\)-separated nodes is part of the \(D\)-separating set of another, then not the other way around.

**Lemma 5.** In a MAG \(\mathcal{M}\), for two pairs of \(D\)-separable nodes \(X \perp \perp Y \mid [Z]\) and \(X \perp \perp Y \mid [W]\), if \(X \in W\) and/or \(Y \in W\), then \(U \notin Z\) and/or \(V \notin Z\).

It implies that we may need to find one \(D\)-sep link in a MAG \(\mathcal{M}\) before we can find another, but there is no vicious circle of complex intertwined \(D\)-sep links.

Though all this will facilitate (and speed up) identification, it is not enough for a polynomial search algorithm, as this is dominated by the number of possible node-sets to consider for a single \(D\)-sep link.

**4.2 Capturing the \(D\)-sep nodes**

In this part we first show that all \(D\)-sep nodes needed to separate \((X, Y)\) were already found as part of a minimal separating set between ancestors of \((X, Y)\). Then we show that we can recursively include these to obtain a \(D\)-separating set, starting from an appropriate set of nodes adjacent to \(X\) and \(Y\).

Using shorthand \(AA(X) \equiv (\text{Adj}(X) \cap \text{An}(X)) \setminus X\) for the set of adjacent ancestors of \(X\), we find that:

**Lemma 6.** In a MAG \(\mathcal{M}\), if \(Z \in Z\) is a \(D\)-sep node in \(X \perp \perp Y \mid [Z]\), then \(Z\) is also part of a minimal separating set between another pair of nodes from \(\{X, Y\} \cup Z \cup AA(\{X, Y\})\), neither of which have selection bias.

As a result, if we know all minimal conditional independencies between nodes in \(\text{An}(\{X, Y\})\), then all required \(D\)-separating nodes for \(X \perp \perp Y \mid [Z]\) already appear in one of these minimal separating sets. We want to use this information to guide the search for \(D\)-separating sets, but unfortunately we do not know what the ancestors are, and we do not have all minimal independencies (as the PC search only finds one minimal separating set for each eliminated edge).

Fortunately we can show that we do not need to know all minimal separating sets to find the relevant nodes, as it is sufficient to have just one minimal separating set for each nonadjacent pair, and recursively include these in the set. In formal terms:

**Definition 4.** An independence set \(\mathcal{I} \subseteq \mathcal{I}(\mathcal{M})\) is a (sub)set of all minimal independence statements consistent with MAG \(\mathcal{M}\), which contains at least one separating set for each pair of nonadjacent nodes in \(\mathcal{M}\).

And a recursive definition for a set of separating nodes:

**Definition 5.** Let \(\mathcal{I}\) be an independence set, then for a set \(X\) the hierarchy \(HIE(X, \mathcal{I})\) is the union of \(X\) and all nodes that appear in a minimal separating set in \(\mathcal{I}\) between any pair of nodes in \(HIE(X, \mathcal{I})\).

By Lemma 2 all nodes in \(HIE(X, \mathcal{I})\) are ancestors of one or more nodes in \(X\); see also Example 1, below.

With this the key result can be stated as:

**Lemma 7.** Let \(X\) and \(Y\) be \(D\)-separable nodes in a MAG \(\mathcal{M}\). If independence set \(\mathcal{I}\) contains at least one minimal separating set for each pair of nonadjacent nodes in \(\text{An}(\{X, Y\})\) in \(\mathcal{M}\) (except for \(\{X, Y\}\) itself), then \(HIE(\text{AA}(\{X, Y\}), \mathcal{I}) \setminus \{X, Y\}\) is a \(D\)-separating set for \(X\) and \(Y\).

**In words:** if \(X\) and \(Y\) are \(D\)-separable nodes, then they are separated by the hierarchy of minimal separating nodes implied by ancestors adjacent to \(X\) and/or \(Y\).

If found, then the edge \(X \leftrightarrow Y\) is removed from \(\mathcal{G}^+\), and a corresponding minimal separating set is obtained by eliminating redundant nodes one by one until no more can be removed (Tian et al., 1998).

**Example 1.** In Figure 6, \(X\) and \(Y\) are \(D\)-separated by the set \(\{S, T, U, V, Z_1, Z_2, Z_3\}\). Lemma 6 states that we can find \(D\)-sep node \(Z_3\) from \(S \perp Z_1 \mid [Z_3]\), but the PC-stage may have found \(S \perp Z_1 \mid [W]\) instead,
which would leave path $X \leftrightarrow S \leftrightarrow W \leftrightarrow T \leftrightarrow Y$ unblocked. However, Lemma 7 ensures that, whatever the independencies found by PC, node $Z_3$ is included in $\text{HIE}\{X,Y,S,T,U,V\}, \mathbb{I}$; indeed, we find $Z_3$ from either $S \perp \perp Z_1 \mid \{Z_3\}$ and/or $S \perp \perp W \mid \{Z_3\}$.

At this point, for a given suspect $D$-sep link $X \leftrightarrow Y$ in $G^+$ we do not know exactly which nodes are in $\text{AA}\{(X,Y)\}$ in $\mathbb{M}$. However, given that $\forall\{X,Y,Z\}$:

1. $\text{AA}\{(X,Y)\} \subseteq \text{Adj}(X) \cup \text{Adj}(Y)$,
2. $|\text{Adj}(X)| \leq k$ in $\mathbb{M}$, and
3. $Z \in \text{Adj}(X)$ in $\mathbb{M} \Rightarrow Z \in \text{Adj}(X)$ in $G^+$,

we can be sure that the set $\text{AA}\{(X,Y)\}$ in $\mathbb{M}$ consists of a combination of at most $k$ nodes from $\text{Adj}(X)$ and $k$ nodes from $\text{Adj}(Y)$ in $G^+$.

For bounded $k$ those can be searched in worst case polynomial time $N^k \times N^k = N^{2k}$, and so, if $X \leftrightarrow Y$ is indeed a $D$-sep link, we are guaranteed to find a separating set within that number of steps.

### 4.3 Search strategy for $D$-sep links

There is just one more aspect before we can turn the previous results into a complete causal discovery algorithm: Lemma 7 assumes that a minimal separating set is known for each separable pair in the ancestors of the (possible) $D$-sep link $X \leftrightarrow Y$. If these in turn also contain $D$-sep links, as for example $X \leftrightarrow Z$ in Figure 5(b), then we may need to find one before we can find the other. Therefore, if we find a new $D$-separating set we have to check previously tried possible $D$-sep edges in case the new set introduces more nodes into the corresponding hierarchies, after updating $G^+$. By Lemma 5, as long as there are undiscovered $D$-sep links (still corresponding to edges in $G^+$), then there is always at least one that cannot have undiscovered $D$-sep links between its ancestors, and so can be recognized as the pattern in Lemma 4 in the (updated) augmented skeleton $G^+$. As a result, the procedure is guaranteed to terminate only after all are found. Revisiting possible $D$-sep links incurs an additional complexity factor $N^2$.

Finally, in the discussions so far we largely ignored the impact of possible selection bias, as all proofs remain valid with or without selection effects, see details in (Claassen et al., 2013). From (Richardson and Spirtes, 2002, §4.2.1) we know that selection on a node effectively destroys arrowheads on its ancestors, i.e. removes detectable non-ancestor relations. In particular, adding selection effects can overrule the $D$-sep pattern from Lemma 4, and either turn it into a regular separable pair (found by PC) or destroy the independence altogether. As a result, $D$-sep links are much rarer when selection bias is present, and the search for $D$-sep nodes can often be avoided altogether.

## 5 Implementing C-LEARN as FCI+

We incorporate the previous results into a modified D-SEP search of the FCI algorithm to obtain a sound and complete method for constraint-based causal discovery that is worst-case polynomial in the number of independence tests between $N$ variables, provided the model is sparse (bounded by $k$). It assumes faithfulness and an underlying causal DAG, but does allow for latent variables and selection bias.

### Algorithm 2 FCI+ algorithm

<table>
<thead>
<tr>
<th>In</th>
<th>variables $V$, oracle $O$, sparsity $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out</td>
<td>causal model $\mathcal{G}$ over $V$</td>
</tr>
</tbody>
</table>

1. $\mathcal{G}, \mathbb{I} \leftarrow \text{PCAdjSearch}(V, O, k)$; $\mathcal{G}^+ \leftarrow \text{AugmentGraph}(\mathcal{G}, \mathbb{I}, O)$
2. $\text{PosDsepLinks} \leftarrow \text{GetPDseps}(\mathcal{G}^+)$
3. **while** $\text{PosDsepLinks} \neq \emptyset$ **do**
4. **for** $n = 1..k$ **do**
5. $X, Y \leftarrow \text{Pop}(\text{PosDsepLinks})$
6. $\text{BaseX} \leftarrow \text{Adj}(X) \setminus Y$
7. $\text{BaseY} \leftarrow \text{Adj}(Y) \setminus X$
8. **for** $m = 1..k$ **do**
9. get subset $Z_X \subseteq \text{BaseX}$, size $n$
10. get subset $Z_Y \subseteq \text{BaseY}$, size $m$
11. $Z^* \leftarrow \text{HIE}\{(X,Y)\cup Z_X \cup Z_Y, \mathbb{I}\} \setminus \{X,Y\}$
12. **if** $X \perp \perp Y \mid Z^*$ **then**
13. $Z \leftarrow \text{MinimalDsep}(X,Y,Z^*)$
14. $\mathbb{I} \leftarrow \text{UpdateSepsets}(\mathbb{I}, X, Y, Z)$
15. $\mathcal{G}^+ \leftarrow \text{AugmentGraph}(\mathcal{G}^+, \mathbb{I}, O)$
16. $\text{PosDsepLinks} \leftarrow \text{GetPDseps}(\mathcal{G}^+)$
17. (continue while)
18. **end if**
19. **end for**
20. **end for**
21. **end while**
22. $\mathcal{G} \leftarrow \text{RunOrientationRulesFCI}(\mathcal{G}, \mathbb{I})$
23. **return** causal model $\mathcal{G}$

The FCI+ algorithm in Algorithm 2 starts in line 1 from the output of the PC adjacency search (line 16 in Algorithm 1), that is the skeleton $\mathcal{G}$ and minimal $\text{Sepset}$ in $\mathbb{I}$ for each eliminated edge. Line 2 constructs the subsequent augmented skeleton $\mathcal{G}^+$ by testing for single node additions that destroy the independence, which is the basis for identifying the edges corresponding to possible $D$-sep links in line 3. This list is processed (and updated along the way) until no more unchecked possible $D$-sep links remain. For a pair of nodes $X \leftrightarrow Y$ on a possible $D$-sep edge in $\mathcal{G}^+$ the ‘Base’ of adjacent nodes (possible ancestors) is determined in lines 6/7. For each combination of max. $k$ nodes from this base around $X$ and max. $k$ nodes from the base around $Y$ the corresponding hierarchy
is computed, and tested for independence in line 13. If found it is turned into a minimal separating set, and stored in the list of sepsets \( I \). This is used to update the augmented skeleton \( G^+ \) (remove edge and check for single node dependencies), and to update the set of possible \( D \)-sep links, e.g. in case we have to reconsider previously rejected edges or can now eliminate other candidates. Finally line 23 runs the standard FCI-orientation rules on the skeleton to return the target causal model in the form of a complete PAG.

Complexity analysis

Now to derive a bound on the worst-case complexity of the FCI+ algorithm. As stated, we assume a causal model in the form of a completed PAG \( G \) over \( N \) (observed) variables, with node degree \( \leq k \), and a constant-time independence oracle.

Contributions of various stages in Algorithm 2:
- 1.1: \( PCAdjSearch \) is order \( O(N^{k+2}) \), as it searches for subsets \( \leq k \) nodes from \( N \) variables to separate \( N^2 \) nodes on edges (Spirtes et al., 2000)
- 1.2: \( AugmentGraph \) is order \( O(N^3) \), given tests for at most \( N \) − 2 nodes for 1/2\( N^2 \) eliminated edges,
- 1.3: \( GetPDseps \) could find up to \( O(N^2) \) possible edges to process,
- 1.10-12: there are \( O(N^{2k}) \) different (implied) combinations for possible \( D \)-sep sets in the hierarchy from two subsets of at most \( k \) nodes from \( N \) variables,
- 1.14: \( MinimalDsep \) is at most order \( O(N^2) \), as nodes can be removed one-by-one (Tian et al., 1998)
- 1.16: \( AugmentGraph \) is again order \( O(N^3) \),
- 1.17: \( GetPDseps \) might put back previously tried-but-failed \( D \)-sep edges, leading to a factor \( O(N^2) \),
- 1.23: \( RunOrientationRulesFCI \) is order \( O(N^4) \) for \( N^2 \) edge marks it checks for certain paths in \( G \) which can be done in \( O(N^2k) \) by a ‘reachability’ algorithm, with \( Nk \sim \) nr. of edges, (Zhang, 2008, p.1881)

The dominant terms are \( O(N^{2k}) \) possible hierarchies to test for each of \( O(N^2) \) possible edges which may have to be repeated \( O(N^2) \) times, leading to an overall worst-case complexity of order \( O(N^{2(k+2)}) \). In other words: worst-case \( O(FCI+) \sim O(PC^2) \), but both with a running time that is polynomial in the number of variables \( N \) given maximum node degree \( k \).

Clearly, these bounds can be tightened, and many steps can be implemented more efficiently. For example the \( Augmentgraph \) procedure can be realized using rules on the available \( I \) (instead of additional independence tests), and include invariant tails as well. The number of \( BaseX/Y \) combinations to test can be reduced by eliminating adjacent nodes that cannot be ancestor of \( X \) or \( Y \), and making sure to always include necessary nodes. The hierarchy can be pre-computed for each pair of nodes, and only needs a (partial) update when a new \( D \)-sep link is found, etc. However, we are not (yet) looking for an optimal implementation, just to verify that a polynomial solution is possible.

6 Discussion

We have shown that it is possible to learn a sound and complete sparse causal model representation that is polynomial in the number of independence tests, even when latent variables and selection bias may be present. We presented an implementation in the form of the FCI+ algorithm, which derives from standard FCI but with a modified \( D \)-SEP search stage.

The exponential complexity can be avoided by exploiting the inherent structure in the problem that stems from the underlying causal network. The problem can be broken down into a series of smaller steps, in contrast to, e.g. finding a minimal Bayesian network or a travelling salesman problem, where the minimal solution only applies to the specific network as a whole. This ‘breaking down into subproblems’ follows naturally in the constraint-based paradigm; an intriguing question is whether it is also possible to find a polynomial score-based causal discovery method.

Effectively, FCI+ uses independence information from previous stages to guide the \( D \)-SEP search, leading to a theoretical worst-case running time \( O(N^{2(k+2)}) \) in the number of independence tests. This is significantly better than exponential, but still unfeasible for large \( N \). However, in practice the typical performance is vastly better: very few candidate \( D \)-sep links with even fewer repeats, and in particular much smaller sizes for the adjacent set \( An(\{x,y\}) \sim O(2k) \) for \( BaseX/Y \) (line 6/7 in Algorithm 2). This leads to a dramatic reduction in actual runtime, as the most expensive term reduces from \( O(N^{2k}) \) to \( O(2^k) \) base combinations for the \( D \)-sep set candidates.

A drawback for sample versions of FCI+ is that the conditioning sets may become larger than strictly necessary, leading to a loss of statistical power of the independence tests. Preliminary investigations in random graphs up to 200 variables suggest this effect is not very prominent (often the largest set remains smaller than for standard FCI), but it may become an issue in certain circumstances. An interesting solution is to limit the maximum node sets by taking the \emph{intersection} of the hierarchical \( D \)-SEP candidate and FCI’s \emph{Possible-D-SEP} sets. Furthermore, many tests in the AugmentGraph procedures (line 2,16) may be avoided by applying some of FCI’s orientation rules to the available structure. Finally we can try to restrict the number of possible \( D \)-sep-edges to check even
further, and/or optimize the sequence in which to process them. Ultimately our goal is to come as close to the PC runtime as possible, while still handling hidden variables correctly.
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Appendix A. Proofs

This section contains proof sketches for the results in this paper; for details and examples, see (Claassen et al., 2013).

Lemma 3. (D-separated nodes are non-ancestors)

Proof sketch. In the supplement we show that if $X$ is not independent of $Y$ for any subset $\text{Adj}(X)$, then $Y$ is not an ancestor of $X$ and has no selection bias. For a D-sep link $(X,Y)$ this applies to both; statement for minimal $Z$ follows immediately from Lemma 2-(2).

Lemma 4. (bi-directed D-sep patterns in $G^+$)

Proof sketch. In the supplement we show that the path configuration in Figure 7 is always present for a D-sep edge $X - Y$, resulting in identifiable independencies $X \perp Y \mid [Z']$, $Y \perp X \mid [Z'']$, and $U_1 \perp V_1 \mid [W]$ (for some sets $Z'$ etc.). Furthermore, the first necessarily becomes dependent when including either $U_1$ or $Y$ into the separating set. Idem for the second when including $V_1$ or $X$, as for the third when including $X$ or $Y$. In combination with Lemma 2-(1) this implies identifiable invariant arrowheads in $G^+$ on all three edges $U_1 \leftrightarrow X \leftrightarrow Y \leftrightarrow V_1$, with $U_1$ not adjacent to $V_1$.

Lemma 5. (D-sep link hierarchy)

Proof sketch. Follows from Lemma 3, otherwise it would introduce a cycle.

Lemma 6. (all required D-sep nodes appear in other minimal separating sets we already found)

Proof sketch. In the supplement we show that each D-sep node $Z$ blocks a path of the generic form depicted in Figure 8. From this we construct a necessary non-adjacency of neighboring node $Z_k$ with at least one of the other $\{Z_1,\ldots,Z_i\}$ or $X$ along the path, in which $Z$ is part of a minimal set that separates them.

Lemma 7. (for D-sep link $X \leftrightarrow Y$ in $G^+$ and independence set $I$, the set $\text{HIE}(\text{AA}(\{X,Y\}),I) \backslash \{X,Y\}$ is a D-separating set)

Proof sketch. In the supplement we show that for a D-sep link the set of nodes in the hierarchy $\text{HIE}(\{X,Y\},I)$ is independent of the specific (minimal) independence found for each pair of nodes that are not adjacent in $G^+$. We do this by showing that if a node $W$ is optional in a minimal separating set between two nodes $X$ and $Y$, so both $X \perp Y \mid [Z]$ and $X \perp Y \mid [W]$ exist, with $W \in (W \setminus Z)$, then there is also an optional node $Z \in (Z \setminus W)$, and $W$ is part of a minimal separating set between $Z$ and either $X$ or $Y$. This argument can be repeated until the node is necessary in some minimal separating set, and will be found in all independence sets $I$. So every node that is optional in one minimal separating set (and so may not be included in the corresponding.sepset from the PC adjacency search) is a necessary node in a sepset between some other pair when ‘zooming in’ on the graph. As these are all included, it follows that $\text{HIE}(\{X,Y\},I)$ is independent of the specific separating sets found in $I$. By Lemma 6, all D-sep nodes we need to separate $X$ and $Y$ as appear in some minimal set between two nodes from the union of $\{X,Y\}$ and the corresponding D-separating set, for which the same applies again, until ultimately an independence between two nodes in $\text{Adj}(\{X,Y\}) \cup \{X,Y\}$ is reached. But that means they are all part of $\text{HIE}(\text{AA}(\{X,Y\}),I) \backslash \{X,Y\}$, and so this is guaranteed to be a D-separating set for $X \leftrightarrow Y$.  

Figure 8: Canonical path blocked by D-sep node $Z$.

Figure 7: Path configuration for D-sep link $X \cdots Y$. 
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Abstract

We consider the problem of learning Bayesian networks (BNs) from complete discrete data. This problem of discrete optimisation is formulated as an integer program (IP). We describe the various steps we have taken to allow efficient solving of this IP. These are (i) efficient search for cutting planes, (ii) a fast greedy algorithm to find high-scoring (perhaps not optimal) BNs and (iii) tightening the linear relaxation of the IP. After relating this BN learning problem to set covering and the multidimensional 0-1 knapsack problem, we present our empirical results. These show improvements, sometimes dramatic, over earlier results.

1 Introduction

Bayesian networks (BNs) use a directed acyclic graph (DAG) to represent conditional independence relations between random variables. Each BN defines a joint probability distribution over joint instantiations of the random variables. BNs are a very popular and effective representation for probabilistic knowledge and there is thus considerable interest in ‘learning’ them from data (and perhaps also prior knowledge).

In this paper we present our approach to the ‘search-and-score’ method of BN learning. As a score for any candidate BN we choose the log marginal likelihood with Dirichlet priors over the parameters. We choose these Dirichlet priors so that our score is the well-known BDeu score. Throughout we set the effective sample size for the BDeu score to be 1. The learning problem is a discrete optimisation problem: find the BN structure (DAG) with the highest BDeu score.

In Section 2 we present our integer programming (IP) encoding of the problem. Section 3 shows how we use a ‘branch-and-cut’ approach to solve the IP problem. Section 4 describes how we find ‘cutting planes’. Section 5 describes our fast greedy algorithm for finding good but typically sub-optimal BNs. Section 6 presents our investigation into the convex hull of DAGs with 3 or 4 nodes, the facets of which turn out to be useful for learning DAGs with any number of nodes. Section 7 is more discursive in nature: pointing out interesting connections to the set covering and multidimensional knapsack problems. The central contribution of the paper—faster solving for exact BN learning—is established in Section 8 where we present our empirical results. We finish, as is the custom, with conclusions and pointers to future work.

This paper assumes familiarity with Bayesian networks and basic knowledge concerning BN learning. See [14] for a comprehensive treatment of both these topics and much more besides. The rest of the paper assumes the reader knows what an integer program is: it is a discrete optimisation problem where the objective function is a linear function of the (discrete) problem variables and where the set of feasible solutions is defined by a finite set of linear inequalities over these variables. The linear relaxation of the IP is obtained by removing the constraint that the problem variables take only integer values. For further reading on integer programming, consult e.g. [16]. We refer to the variables in the learned BN structure as ‘nodes’ rather than ‘variables’ to more clearly distinguish them from IP variables.

2 Integer program encoding

We encode our BN structure learning problems as an integer program (IP) so that the log marginal likelihood of any DAG is a linear function of the IP variables. This requires creating binary ‘family’ variables \( I(W \rightarrow v) \) for each node \( v \) and candidate parent set \( W \), where \( I(W \rightarrow v) = 1 \) iff \( W \) is the parent set for \( v \). This encoding has been used in previous work [5, 13, 6].
The objective function then becomes

$$\sum_{v, W} c(v, W) I(W \to v) \quad (1)$$

where $c(v, W)$ is the ‘local’ BDeu score for $W$ being the parents of $v$. This score is computed from the data prior to the search for an optimal BN. Evidently the number of such scores/variables increases exponentially with $p$, the number of nodes in the BN. However if $W \subset W'$ and $c(v, W) > c(v, W')$ then, in the absence of any user constraints on the DAG, it is obvious that $W$ cannot be the parent set for $v$ in any optimal BN and thus there is no need to create the unnecessary variable $I(W' \to v)$. Moreover, using a pruning technique devised by de Campos and Ji [9] it is possible to prune the search for necessary variables so that local scores for many unnecessary variables need never be computed. Nonetheless, unless $p$ is small (e.g. $\leq 12$), even with this pruning we typically have to make some restriction on the number of candidate parent sets for any node. See Section 8 for more on this.

The $I(W \to v)$ variables encode DAGs, but in many cases one is more interested in Markov equivalence classes of DAGs [14] which group together DAGs representing the same conditional independence relations. This has motivated the standard imset and later characteristic imset representation [12]. A characteristic imset $c$ is a zero-one vector indexed by subsets $C$ of BN nodes such that $c(C) = 1$ iff there is a node $v \in C$ such that all nodes in $C \setminus \{v\}$ are parents of $v$. Importantly two DAGs have the same characteristic imset representation iff they are Markov equivalent. This representation lends itself to an IP approach to BN structure learning. Existing [12] and ongoing work shows encouraging results. Connecting the characteristic imset representation to our ‘family’ representation we have for any DAG and any subset of nodes $C$:

$$c(C) = \sum_{v \in C} \sum_{W : C \subseteq W} I(W \to v) \quad (2)$$

Returning to our own encoding, to ensure that IP solutions correspond to DAGs two families of linear constraints are used. Let $V$ be the set of BN nodes. The convexity constraints

$$\forall v \in V : \sum_{W} I(W \to v) = 1 \quad (3)$$

simply ensure that any variable has exactly one parent set. The ‘cluster’ constraints

$$\forall C \subseteq V : \sum_{v \in C} \sum_{W : W \cap C = \emptyset} I(W \to v) \geq 1 \quad (4)$$

introduced by Jaakkola et al [13], ensure that the graph has no cycles. For each cluster $C$ the associated constraint declares that at least one $v \in C$ has no parents in $C$. Since there are exponentially many cluster constraints these are added as ‘cutting planes’ in the course of solving.

3 Branch-and-cut algorithm

Let $n$ be the number of $I(W \to v)$ variables so that any instantiation of these variables can be viewed as a point in $\{0, 1\}^n \subset [0, 1]^n \subset \mathbb{R}^n$. Let $P_{\text{cluster}}$ be the polytope of all points in $\mathbb{R}^n$ which satisfy the bounds on the variables, convexity constraints (3) and cluster constraints (4). If a point in $P_{\text{cluster}}$ is entirely integer-valued (i.e. is in $\{0, 1\}^n$) then it corresponds to a DAG, but $P_{\text{cluster}}$ also contains infinitely many non-DAG points. Due to the $p$ convexity equations (3) this polytope is of dimension $n - p$. Note that all points in $P_{\text{cluster}}$ have an objective value (1) not just those with integer values.

Jaakkola et al [13] consider the problem of finding a point in $P_{\text{cluster}}$ with maximal objective value. They consider the dual problem and iteratively add dual variables corresponding to cluster constraints. This process is continued until the problem is solved or there are too many dual variables. In the latter case branch-and-bound is used to continue the solving process. A ‘decoding’ approach is used to extract DAGs from values of the dual variables.

We instead take a fairly standard ‘branch-and-cut’ approach to the problem. The essentials of branch-and-cut are as follows, where LP solution is short for ‘solution of the current linear relaxation’:

1. Let $x^*$ be the LP solution.
2. If there are valid inequalities not satisfied by $x^*$
   add them and go to 1.
   Else if $x^*$ is integer-valued then
   the current problem is solved
   Else branch on a variable with
   non-integer value in $x^*$
   to create two new sub-IPs.

The added valid inequalities are called ‘cutting planes’ since they ‘cut off’ the LP solution $x^*$. This process of cutting and perhaps branching is performed on all nodes in the search tree. If the objective value of the LP solution of a sub-IP is worse than the current best integer solution then the tree is pruned at that point. Note that the term ‘branch-and-cut’ is a little misleading since there is typically much cutting in the root node before any branching is done.

Where Jaakkola et al added dual variables to the dual problem we add cluster constraints as cutting planes (cluster cuts) to the original ‘primal’ problem. We do
a complete search for cluster cuts so that if none can be found we have a guarantee that the LP solution $x^*$ satisfies all cluster constraints (4). Note that there is no need to find all cluster cuts to have this guarantee; in practice only a small fraction of the exponentially many cluster cuts need be found.

If no cluster cuts can be found (and the problem is not solved) we search for three other sorts of cutting planes: Gomory, strong Chvátal-Gomory (CG) and zero-half cuts. If none of these cuts can be found we branch on a fractional $I(W \to v)$ variable to create two new sub-IPs as described above. Solving the problem returns a guaranteed optimal BN. Since we are working with the primal representation there is no decoding required to extract the BN from the optimal values of the $I(W \to v)$ variables: we just return the $p$ variables which are set to 1.

The algorithm is implemented using the the SCIP [1] callable library (scip.zib.de). Implementing a basic branch-and-cut algorithm with SCIP amounts to little more than setting SCIP parameter flags appropriately. We used SCIP’s built-in functions to search for Gomory, strong CG and zero-half cuts. We also used SCIP’s default approach to branching. See [1] and the SCIP documentation for details. However the search for cluster cuts we implemented ourselves, plugging it into the branch-and-cut algorithm as a SCIP constraint handler. This search is described in Section 4. Our greedy algorithm for finding good BNs is implemented as a SCIP primal heuristic and is described in Section 5.

4 Finding cluster cuts

Our system GOBNILP 1.3 uses a sub-IP to search for cluster cuts. The approach is essentially the same as that presented by Cussens [6]. Nonetheless we describe it here for completeness and because our current implementation has a simple but very effective optimisation that was missing from the earlier one.

To understand the sub-IP first note that, due to the convexity constraints, the constraint (4) for cluster $C$ can be reformulated as a knapsack constraint (5):

$$\sum_{v \in C} \sum_{W : W \cap C \neq \emptyset} I(W \to v) \leq |C| - 1 \quad (5)$$

In the sub-IP the cluster is represented by $|V| = p$ binary variables $I(v \in C)$ each with objective coefficient of -1. Now let $x^*(W \to v)$ be the value of $I(W \to v)$ in the LP solution. For each $x^*(W \to v) > 0$ create a sub-IP binary variable $J(W \to v)$ with an objective coefficient of $x^*(W \to v)$. Abbreviating $\sum_{v \in V} I(v \in C)$ to $|C|$ the sub-IP is defined to be:

Maximise: $$-|C| + \sum x^*(W \to v) J(W \to v) \quad (6)$$

Subject to, for each $J(W \to v)$:

$$J(W \to v) \Rightarrow I(v \in C) \quad (7)$$

$$J(W \to v) \Rightarrow \bigvee_{w \in W} I(w \in C) \quad (8)$$

The constraints (7) and (8) are posted as SCIP logicor clausal constraints and the sub-IP search is set to depth-first, branching only on $I(v \in C)$ variables. Note that logicor constraints are a special type of linear constraint. It is a requirement that the objective value is greater than -1. For efficiency this is implemented directly as a limit on the objective value (using SCIP’s SCIPsetObjLimit function) rather than as a linear constraint. A final constraint dictates that $|C| \geq 2$.

In any feasible solution we have that

$$\neg |C| + \sum x^*(W \to v) J(W \to v) > -1 \quad (9)$$

Due to the constraints (7) and (8), for $J(W \to v)$ to be non-zero $v$ must be in the cluster $C$ and at least one element of $W$ must also be in $C$. So (9) can be rewritten as:

$$\neg |C| + \sum_{v \in C, W : W \cap C \neq \emptyset} x^*(W \to v) J(W \to v) > -1 \quad (10)$$

It follows that the cluster $C$ associated with a feasible solution of the sub-IP has a cluster constraint which is violated by the current LP solution $x^*$. Each feasible solution of the IP thus corresponds to a valid cutting plane. The sub-IP is always solved to optimality, (collecting any sub-optimal feasible solutions along the way) so it follows that if the current LP solution violates any cluster constraint then at least one will be found.

In [6] a sub-IP was also used to find cutting planes. However, there “a binary variable $J(W \to v)$ is created for each family variable $I(W \to v)$ in the main IP.” (our emphasis). In the current approach $J(W \to v)$ variables are created only for $I(W \to v)$ variables which are not zero in the LP solution. This greatly reduces the number of variables in the sub-IP (and thus speeds up sub-IP solving) since typically most main IP variables are set to zero in any LP solution.

5 Sink finding algorithm

Finding a good primal solution (i.e. a BN) early on in the search is worthwhile even if it turns out to be
suboptimal. High scoring solutions allow more effective branch-and-bound and may help in the root node due to root reduced cost strengthening \cite[§7.7]{1}. If a problem cannot be solved to optimality having a good, albeit probably suboptimal, solution is even more important.

We have a ‘sink-finding’ algorithm which proposes primal solutions using the current LP solution. The algorithm is based on two ideas: (i) that there might be good primal solutions ‘near’ the current LP solution and (ii) that an optimal BN is easily found if we can correctly guess an optimal total ordering of BN nodes. The first idea is common to all rounding heuristics. SCIP has 6 built-in rounding heuristics and we allow SCIP to run those that are fast and they do sometimes find high scoring BNs. The second idea has been exploited in dynamic programming approaches to exact BN learning \cite{15}.

To understand how the algorithm works consider Table 1. The table has a row for each node and there are \( p = |V| \) rows. The \( I(W \to v) \) variables for each node are ordered according to their objective coefficient \( c(v, W) \), so that, for example, \( W_{1,1} \) is the ‘best’ parent set for node 1 and \( W_{1,k_1} \) the worst. The objective coefficients \( c(v, W) \) play no role in the sink-finding algorithm other than to determine this ordering. Since the number of available parent sets may differ between nodes the rows will typically not be of the same length.

On the first iteration of the sink finding algorithm, for each child variable the ‘cost’ of selecting its best-scoring parent set is computed. This cost is \( 1 - x^*(W_{v,1} \to v) \), where \( x^*(W_{v,1} \to v) \) is the value of \( I(W_{v,1} \to v) \) in the LP solution.

Denote the child variable chosen as \( v_p \). In order to ensure that the algorithm generates an acyclic graph a total order is also generated. This is achieved by setting \( I(W \to v) \) to 0 if \( v_p \in W \). As a result \( v_p \) will be a sink node of the BN which the algorithm will eventually construct.

Suppose that it turned out that \( v_p = 2 \) and that node 2 was a member of parent sets \( W_{1,1}, W_{3,2}, W_{p,1} \) and \( W_{p,2} \). The state of the algorithm at this point is illustrated in Table 2. In the next iteration \( I(W_{3,1} \to 3) \) remains available as the ‘best’ parent set for node 3 but for node 1 the best parent set now is \( I(W_{1,2} \to 1) \). In the second and subsequent iterations the algorithm continues to choose the best available parent set for some node according to which choice of node has minimal cost. However in these non-initial iterations cost is computed as \( (\sum_{v \in \text{ok}(v)} x^*(W \to v)) - x^*(W_{v,\text{best}} \to v) \), where \( I(W_{v,\text{best}} \to v) \) is the best scoring remaining choice for \( v \) and \( \text{ok}(v) \) is the set of remaining parent set choices for \( v \). After each such selection, parent set choices for remaining nodes are updated just like for the first iteration. Note that the node selected at any iteration will be a sink node (in the final DAG) for the subset of nodes available at that point.

There is an added complication if some \( I(W \to v) \) are already fixed to 1 when the sink-finding algorithm is run. This can happen either due to user constraints or due to branching on \( I(W \to v) \). Trying to rule out such a variable leads the algorithm to abort.

Due to its greedy nature the sink finding algorithm is very fast and so we can afford to run it after solving every LP relaxation. For example, in one of our bigger examples, Diabetes\textsubscript{100}, the sink-finding algorithm was called 9425 times taking only 30s in total. Note that each new batch of cutting planes produces a new LP and thus a new LP solution. In this way we use the LP to help us move around to search for high-scoring BNs.

### 6 Tightening the LP relaxation

Given a collection of \( n I(W \to v) \) variables, each feasible DAG corresponds to a (binary) vector in \( \mathbb{R}^n \). Consider now \( \mathcal{P} \), the convex hull of these points and recall \( \mathcal{P}_{\text{cluster}} \), the polytope defined in Section 3 containing all points satisfying the variable bounds, the convexity constraints (3) and all cluster constraints (4). As Jaakkola et al \cite{13} note, \( \mathcal{P} \) is strictly contained within \( \mathcal{P}_{\text{cluster}} \), except in certain special cases. GOBNILP uses SCIP to add Gomory, strong CG and zero-half cutting planes in addition to cluster cuts. This produces a linear relaxation which is tighter than \( \mathcal{P}_{\text{cluster}} \) and, as the results presented in Section 8 show, typically im-

| \( I(W_{1,1} \to 1) \) | \( I(W_{1,2} \to 1) \) | \( \ldots \) | \( I(W_{1,k_1} \to 1) \) |
| \( I(W_{2,1} \to 2) \) | \( I(W_{2,2} \to 2) \) | \( \ldots \) | \( I(W_{2,k_2} \to 2) \) |
| \( I(W_{3,1} \to 3) \) | \( I(W_{3,2} \to 3) \) | \( \ldots \) | \( I(W_{3,k_3} \to 3) \) |
| \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) |
| \( I(W_{p,1} \to p) \) | \( I(W_{p,2} \to p) \) | \( \ldots \) | \( I(W_{p,k_p} \to p) \) |

Table 1: Example initial state of the sink-finding heuristic for \( |V| = p \). Rows need not be of the same length.

| \( I(W_{1,1} \to 1) \) | \( I(W_{1,2} \to 1) \) | \( \ldots \) | \( I(W_{1,k_1} \to 1) \) |
| \( I(W_{2,1} \to 2) \) | \( I(W_{2,2} \to 2) \) | \( \ldots \) | \( I(W_{2,k_2} \to 2) \) |
| \( I(W_{3,1} \to 3) \) | \( I(W_{3,2} \to 3) \) | \( \ldots \) | \( I(W_{3,k_3} \to 3) \) |
| \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) |
| \( I(W_{p,1} \to p) \) | \( I(W_{p,2} \to p) \) | \( \ldots \) | \( I(W_{p,k_p} \to p) \) |

Table 2: Example intermediate state of the sink-finding heuristic.
proves overall performance, although strong CG cuts are generally not helpful. Denote the polytope defined by adding these ‘extra’ cuts by $P_{\text{cluster}}'$. Since the searches for Gomory, strong CG and zero-half cuts are not complete $P_{\text{cluster}}'$ is specific to the problem instance and SCIP parameter settings.

In many cases it is not possible to separate a fractional LP solution $x^*$ even with these extra cuts, so we have $x^* \notin P$ but $x^* \in P_{\text{cluster}}'$. This raises the question of which inequalities are needed to define $P$. We have approached this issue by carrying out empirical investigations into $P$ when there are 3 or 4 nodes.

For 3 nodes $\{1, 2, 3\}$ there are only 25 DAGs. We eliminated the three $I(\emptyset \rightarrow v)$ variables using the equations (3) and encoded each DAG using the remaining nine $I(W \rightarrow v)$ variables (3 remaining choices of parent set for each node). The lrs algorithm [2] (http://cgm.cs.mcgill.ca/~avis/C/lrs.html) was used to find the facets of the convex hull of these 25 vertices in $R^9$.

Denoting this convex hull as $P_3$, we find that it has 17 facets. These: 9 lower bounds on the variables, 3 inequalities corresponding to the original convexity constraints, cluster constraints for the 4 clusters $\{1, 2\}$, $\{1, 3\}$, $\{2, 3\}$, and $\{1, 2, 3\}$ and one additional constraint:

$$I(\{2, 3\} \rightarrow 1) + I(\{1, 3\} \rightarrow 2) + I(\{1, 2\} \rightarrow 3) \leq 1 \quad (11)$$

Consider the point $y^*$ in $R^9$ specified by setting $I(\{2, 3\} \rightarrow 1) = \frac{1}{2}$, $I(\{1, 3\} \rightarrow 2) = \frac{1}{2}$, $I(\{1, 2\} \rightarrow 3) = \frac{1}{3}$ and all other variables to zero. It is not difficult to see that this point is on the surface of $P_{\text{cluster}}$ (lying on the hyperplanes defined by the cluster constraints for $\{1, 2\}$, $\{1, 3\}$ and $\{2, 3\}$). However, it does not satisfy (11) and so is outside of $P_3$. Note that there are nine 3-node DAGs where one node has two parents. All of these DAGs lie on the hyperplane defined by (11). It is easy to show that these 9 DAGs ( = points in $R^9$) are affinely independent which establishes that (11) is indeed a facet.

The point $y^*$ was also discussed by Jaakkola et al [13]. They considered the acyclic subgraph polytope $P_{\text{dag}}$ which is the convex hull of DAGs which results from using binary variables to represent edges rather than parent set choices. This polytope has been extensively studied in discrete mathematics [11] and many (but not all) classes of facets are known for it [10]. The parent set representation can be projected onto the edge representation (so that the former is an extended formulation of the latter in the language of mathematical programming). As Jaakkola et al observe the projection of $y^*$ is a member of $P_{\text{dag}}$.

The inequality (11) can be generalised to give a class of valid set packing inequalities:

$$\forall C \subseteq V : \sum_{v \in C \setminus \{v\} \subseteq W} I(W \rightarrow v) \leq 1 \quad (12)$$

We have found that adding all non-trivial inequalities of this sort for $|C| \leq 4$ speeds up solving considerably (see Section 8). This is because the LP relaxation is tighter. Since there are not too many such inequalities they are added directly to the IP rather than being added as cutting planes. Note that making the connection to characteristic imsets with (2) implies these set packing constraints.

We have not found all facets of $P_4$, which is a polytope in $R^{28}$ with 543 vertices (for the 543 4-node DAGs). We terminated lrs after a week’s computation, by which time it had found 64 facets. We detected 10 different types of facets which we have labelled 4A to 4J. We will provide a full description of these facet classes in a forthcoming technical report. Here we just give a brief overview.

Consider, as an example, 4B-type facets. They are specified as follows:

$$\sum_{v_2 \in W \setminus \{v_2, v_3\} \cap W \neq \emptyset} I(W \rightarrow v_1) + \sum_{v_3 \in W \setminus \{v_1, v_4\} \subseteq W} I(W \rightarrow v_2) + \sum_{v_2 \in W \setminus \{v_1, v_4\} \subseteq W} I(W \rightarrow v_3) + \sum_{v_1 \in W \setminus \{v_2, v_3\} \cap W \neq \emptyset} I(W \rightarrow v_4) \leq 2 \quad (13)$$

Consider the point $z^* \in R^{28}$ where all variables take zero value except: $I(\{3, 4\} \rightarrow 1) = \frac{1}{2}$, $I(\{1, 3\} \rightarrow 2) = \frac{1}{2}$, $I(\{1, 4\} \rightarrow 2) = \frac{1}{2}$, $I(\{2, 4\} \rightarrow 3) = \frac{1}{2}$, $I(\{1, 2\} \rightarrow 4) = \frac{1}{2}$. It is easy to check that $z^*$ satisfies all cluster constraints and any constraint of type (12). However, setting $v_i = i$ in (13) we have that the left-hand side is $2\frac{1}{2}$ and so (13) separates (i.e. cuts off) $z^*$. It follows that adding 4B-type linear inequalities results in a strictly tighter linear relaxation.

We have implemented 6 distinct cutting plane algorithms to search for inequalities of types 4B, 4C, 4E, 4F, 4G and 4H. We call cuts of this sort convex4 cuts. Type 4A cuts are cluster cuts, and cuts of type 4D, 4F and 4J have not appeared useful in preliminary experiments. We have also experimented with adding a limited number of convex4 cuts directly to the IP rather than finding them ‘on the fly’ as cutting planes.

In practice we have found LP solutions which violate these constraints but which none of our other
cutting planes can separate (the example $z^*$ was extracted from one such LP solution). Cuts of type 4B appear to be particularly useful. Preliminary experiments indicate that using convex4 cuts is typically but not always beneficial. We have yet to do a controlled evaluation, but using convex4 cuts with a different version of SCIP (SCIP 3.0) and a slightly different machine from that used to present our main results, we do have some partial preliminary results. Using convex4 cuts, problem instances alarm_3_10000, carpo_3_100, carpo_3_1000, carpo_3_10000 and Diabetes_2_100 took 54s, 612s, 92s, 660s and 1393s to solve, respectively. All of these times are better than using our properly evaluated system GOBNILP 1.3 (see Section 8). The improvement is particular dramatic for alarm_3_10000 which takes 298s using GOBNILP 1.3 and took 12872s using the system presented by Cussens [6]. On the other hand, problems hallfinder_3_1 and Pigs_2_1000 took 139s and 2809s respectively which is slower than GOBNILP 1.3.

7 Set covering and knapsack representations

If the convexity constraints (3) are all relaxed to set covering constraints: \( \forall v : \sum_W I(W \rightarrow v) \geq 1 \) then the BN learning problem becomes a pure set covering problem—albeit one with exponentially many constraints—since all the cluster constraints (4) are already set covering constraints. It is not difficult to show that any optimal solution to the set covering relaxation of our BN learning problem is also an optimal solution to the original problem. This opens up the possibility of applying known results concerning the set covering polytope to the BN learning problem. In particular, Balas and Ng [3] provide conditions for set covering inequalities to be facets and also show that for an inequality with integer coefficients and right-hand side of 1 to be a facet it must be one of the set covering inequalities defining the IP. This is a useful result for BN learning. It shows there is no point looking for ‘extra’ set covering inequalities in the hope they might be facets. Relaxed convexity constraints and cluster constraints are the only set covering inequalities that can be facets.

As Balas and Ng [3] note, Chvátal’s procedure [4] can be used to generate the convex hull of integer points satisfying an IP after a finite number of applications. They provide a specialised version of this procedure to find a class of valid inequalities of the form $\alpha S x \geq 2$ for the set covering polytope. These inequalities dominate all other valid inequalities of the form $\beta x \geq 2$. Each such inequality is defined by taking a set $S$ of set covering inequalities, and combining them to get a new inequality (details omitted for space, see [3]).

We can use the procedure to get new inequalities for the BN learning problem by combining cluster constraints. For example combining the constraints for $C = \{a, b\}$, $C = \{a, c\}$, $C = \{a, d\}$ produces:

\[
\sum_{W : W \cap \{b, c,d\} = \emptyset} 2I(W \rightarrow a) + \sum_{W : 0 < |W \cap \{b, c,d\}| < 3} I(W \rightarrow a) + \sum_{a \in W} I(W \rightarrow b) + \sum_{c \in W} I(W \rightarrow c) + \sum_{d \in W} I(W \rightarrow d) \geq 2.
\]

Our BN learning problem can also be reformulated as a multi-dimensional 0-1 knapsack problem. Due to the convexity constraints (4) we can eliminate each $I(\emptyset \rightarrow v)$ variable by replacing it with the linear expression $1 - \sum_{W \neq \emptyset} I(W \rightarrow v)$. Due to pre-pruning, the objective value of $I(\emptyset \rightarrow v)$ will be lower than that for all other $I(W \rightarrow v)$ variables and so once the $I(\emptyset \rightarrow v)$ variables have been eliminated the remaining variables will all have positive objective coefficient. Eliminating $I(\emptyset \rightarrow v)$ variables from the cluster constraints produces the knapsack constraints (5) previously mentioned.

8 Results

The system GOBNILP 1.3 described in the previous sections was implemented using C, with SCIP 2.1.1 used as the constraint solver. The underlying LP solver was CPLEX 12.5. Both SCIP and CPLEX are available for free under academic licences. All experiments were performed using a single core of a 64-bit Linux machine with a 2.80 GHz 4 core processor and 7.7 GB of RAM. A time out limit of 2 hours was imposed across all experiments after which runs were aborted. Our results can be reproduced by going to http://www.cs.york.ac.uk/aig/sw/gobnilp.

Experiments were performed on data taken from a variety of Bayesian networks, with different numbers of observations, $N$, and with different limits, $m$, on the maximum number of nodes considered as the parent set of each node. The problem sets used are shown in Table 3. Several of these problem sets were used in [6], with additional larger networks and parent set sizes being added to assess performance on harder problems. Local BDeu scores were computed for all experiments external to the systems tested and the times taken to compute and filter these are not included in the presented results. Score computation times ranged from 1 second to 5497 seconds in the longest case, diabetes with $N = 10000$.

The primary experiment in this paper is to assess how long GOBNILP 1.3 takes to find the BN with the highest score, and rule out the possibility of finding a BN with a higher score for each dataset. In particular, we compare how the system with all features introduced
in previous sections compared to the earlier IP-based BN learning system presented by [6] (henceforth referred to as Cussens 2011).

Additionally, we examine the behaviour of the systems in those situations in which they failed to find the highest scoring BN within the 2 hour time limit. Integer Programming can be used as an any-time learning algorithm, where a current best solution can be taken at any point during the search, though this may not turn out to be the eventual best solution. Specifically, our aim here is to examine the examples which reached the two hour solving time limit and determine how close to finding a provably best BN they are at that point. This gives an idea of how good that system would be for use as an any-time algorithm, and acts as an (imperfect) proxy for comparing how much longer the search process would take to reach completion.

The Cussens 2011 system is not publicly available. However, GOBNILP 1.0 is available and is closely based on Cussens 2011 with some inefficiencies taken out. Therefore, comparisons were performed against GOBNILP 1.0 using exactly the same machine and SCIP and CPLEX versions as those used to run GOBNILP 1.3. These results are shown in Table 3. As the results reported in [6] are performed on a broadly similar machine to that used for the current experiments, times taken directly from that paper are also shown in the table for illustrative purposes. Results are not shown in the table for some data sets, as [6] did not study and report them.

The results show that in the vast majority of cases, GOBNILP 1.3 outperforms GOBNILP 1.0, often being 2–3 times faster. GOBNILP 1.3 is also never slower than Cussens 2011 and for the larger examples is usually an order of magnitude quicker. For example, the alarm 3 10000 data set takes over 3.5 hours to solve using Cussens 2011, but less than 5 minutes using GOBNILP 1.3. Some of the difference in run times between GOBNILP 1.3 and Cussens 2011 may be due to different machines being used, however the vastly improved performance on the larger examples undoubtedly reflects an overwhelming improvement.

In order to discover which aspects of GOBNILP 1.3 were leading to this improvement in performance, a second set of experiments was conducted in which the performance of the full system was compared to that resulting from removing parts of the system one at a time. Three features were identified as being suitable to remove while still leaving a system that would still result in the best BN being found, albeit potentially not as efficiently. These three features were

**Set Packing Constraints (Section 6)** As these (12) are logically implied by the basic problem, without them the IP for finding the BN is still correct.

**Sink Primal Heuristic (Section 5)** The algorithm for finding feasible solutions through sink finding is not necessary, but may improve the search process through tightening the lower bound on the best BN.

**Value Propagator** Explicitly determining which values must be fixed at zero or one at each node of the search tree is not necessary as this information will eventually be discovered through search. However, by performing this propagation as early as possible, a significant amount of search may be saved.

In addition, three cutting plane algorithms which are built into SCIP are used within GOBNILP 1.3. These three were chosen from those available in SCIP based on preliminary experiments to determine which potential cuts would be added reasonably often and reasonably quickly. Each of these was also turned off in turn in order to assess whether it was positively contributing to the improved performance.

Six modified versions of the GOBNILP 1.3 resulted from this; three which each had one feature turned off and three which each had one type of cutting plane turned off. Each of the data sets was run on each of these systems and the time taken to find the optimal solution recorded. The results of these experiments are shown in Table 3.

The results show the biggest change in solution time occurs when the set packing constraints are removed. In nearly every case, this leads to an increase in solution time. In fact the situation can be even more extreme than the table suggests; for the pigs 1000 data set, the system without the set packing constraints was allowed to continue running beyond the time out limit and had still not finished after more than 30 hours, when the full system finished in about 30 minutes.

Furthermore, in cases in which the two hour time limit was reached, the gap between the upper and lower bounds at that point was much larger in the version without set packing constraints than that for the full system. Closer examination revealed that this was because the score of the best BN found so far was the same as in the full system, but significantly less progress had been made in reducing the upper (dual) bound.

It is not immediately clear from this table if using the sinks heuristic aids the system or not. There are a number of problems for which it decreases solution
<table>
<thead>
<tr>
<th>Network</th>
<th>m</th>
<th>p</th>
<th>N</th>
<th>Families</th>
<th>GOBNILP 1.3</th>
<th>GOBNILP 1.0</th>
<th>Cussens 2011</th>
<th>Without Solver Feature</th>
<th>No Cuts of Type</th>
<th>New VP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>p</td>
<td></td>
<td>G</td>
<td>SCG</td>
<td>ZH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hailfinder</td>
<td>3</td>
<td>56</td>
<td>100</td>
<td>244</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>761</td>
<td>5</td>
<td>14</td>
<td>11</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>3708</td>
<td>100</td>
<td>361</td>
<td>169</td>
<td>102</td>
<td>56</td>
<td>102</td>
<td>558</td>
<td>75</td>
</tr>
<tr>
<td>hailfinder</td>
<td>4</td>
<td>56</td>
<td>100</td>
<td>4106</td>
<td>18</td>
<td>270</td>
<td>34</td>
<td>18</td>
<td>18</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>767</td>
<td>4</td>
<td>14</td>
<td>10</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>4330</td>
<td>68</td>
<td>934</td>
<td>62</td>
<td>128</td>
<td>587</td>
<td>216</td>
<td>71</td>
<td>71</td>
</tr>
<tr>
<td>alarm</td>
<td>3</td>
<td>37</td>
<td>100</td>
<td>907</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1928</td>
<td>5</td>
<td>14</td>
<td>12</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>6473</td>
<td>289</td>
<td>792</td>
<td>479</td>
<td>394</td>
<td>397</td>
<td>739</td>
<td>1049</td>
<td>710</td>
</tr>
<tr>
<td>alarm</td>
<td>4</td>
<td>37</td>
<td>100</td>
<td>1293</td>
<td>2</td>
<td>7</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>2097</td>
<td>7</td>
<td>15</td>
<td>21</td>
<td>6</td>
<td>8</td>
<td>6</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>8445</td>
<td>398</td>
<td>839</td>
<td>1253</td>
<td>806</td>
<td>1421</td>
<td>633</td>
<td>1567</td>
<td>1052</td>
</tr>
<tr>
<td>carpo</td>
<td>3</td>
<td>60</td>
<td>100</td>
<td>5068</td>
<td>756</td>
<td>887</td>
<td>15176</td>
<td>742</td>
<td>628</td>
<td>716</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>3827</td>
<td>106</td>
<td>171</td>
<td>143</td>
<td>134</td>
<td>115</td>
<td>117</td>
<td>104</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>16391</td>
<td>1311</td>
<td>566</td>
<td>42275</td>
<td>2158</td>
<td>1574</td>
<td>1071</td>
<td>4350</td>
<td>1032</td>
</tr>
<tr>
<td>carpo</td>
<td>4</td>
<td>60</td>
<td>100</td>
<td>13185</td>
<td>[0%]</td>
<td>[1%]</td>
<td>[649%]</td>
<td>[0%]</td>
<td>[0%]</td>
<td>7014</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>4722</td>
<td>151</td>
<td>406</td>
<td>252</td>
<td>168</td>
<td>188</td>
<td>240</td>
<td>208</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>34540</td>
<td>[0%]</td>
<td>4065</td>
<td>[0%]</td>
<td>[0%]</td>
<td>[0%]</td>
<td>[0%]</td>
<td>[0%]</td>
<td>[0%]</td>
</tr>
<tr>
<td>diabetes</td>
<td>2</td>
<td>413</td>
<td>100</td>
<td>21493</td>
<td>[17%]</td>
<td>[23%]</td>
<td>[168%]</td>
<td>[199%]</td>
<td>[16%]</td>
<td>[17%]</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>262129</td>
<td>[44%]</td>
<td>[17%]</td>
<td>[378%]</td>
<td>[380%]</td>
<td>[44%]</td>
<td>[44%]</td>
<td>[44%]</td>
<td>[44%]</td>
</tr>
<tr>
<td>pigs</td>
<td>2</td>
<td>441</td>
<td>100</td>
<td>15847</td>
<td>1818</td>
<td>[7%]</td>
<td>[8%]</td>
<td>1788</td>
<td>1715</td>
<td>1714</td>
</tr>
</tbody>
</table>

Table 3: Comparison of GOBNILP 1.3 with older systems and impact of various features. p is the number of variables in the data set. m is the limit on the number of parents of each variable. N is the number of observations in the data set. Families is the number of family variables in the data set after pruning. All times are given in seconds (rounded). "[—]" indicates that the solution had not been found after 2 hours — the value given is the gap, rounded to the nearest percent, between the score of the best found BN and the upper bound on the score of the best potential BN, as a percentage of the score of the best found BN. Entries in italics are at least 10% worse than GOBNILP 1.3, while those in bold are at least 10% better. Key: SPC – Set Packing Constraints, SPH – Sink Primal Heuristic, VP – Value Propagator, G – Gomory cuts, SCG – Strong CG cuts, ZH – Zero-half cuts.
time and a number for which it increases it. For the most difficult problems, it appears to have little impact on solving time. As with the version without set packing constraints, the system without the primal heuristic also resulted in much larger gaps between the bounds in cases where it reached the time out limit. For the version without the primal heuristic, the difference is due to the best BN found so far being significantly worse after the time had elapsed, while the upper bound on the best possible BN that could be found was virtually identical to the full system. This latter point suggests that, while the sinks heuristic was of questionable value when solving problems to completion, on larger problems for which the algorithm may run out of time or resources before successfully finding the provably best BN, the heuristic plays an import role in ensuring that the best BN found so far is of high score.

The evidence for the effectiveness of the propagation is also mixed. In some cases, the system performs faster without the propagation, though study of the log files reveals this is almost exclusively down to the time spent directly carrying out propagation. Having noted this, a new faster propagator was created and used to replace the existing one. The result of running the full system with this faster propagator was to achieve a minor improvement over both the full system and the system without a propagator, as shown in the final column of Table 3.

The usefulness of each of the cutting plane algorithms is much clearer. Without Gomory cuts, the system is often slower and frequently by a large amount. On the other hand, removing Strong CG cuts usually improves the system’s performance with one notable exception. Though checking log files, it can be confirmed that little time is spent generating Strong CG cuts and hence the improvement without them is due to a better search strategy rather than just a saving on the time spent adding these cuts. Zero-half cuts appear to have less effect than the other two studied but reduce solving time noticeably on two fairly large problems.

9 Conclusions and future work

Our principal conclusion is that IP is an attractive framework for exact BN learning from complete discrete data. However, as our comparative experiments demonstrate, some care (and empirical investigation) is required to properly exploit its potential. We have shown considerable advances over the results presented by Cussens [6] who himself presented faster solving times on four problems than [13]. However, it would clearly be desirable to compare GOBNLP 1.3 against further exact BN learning systems, not necessarily IP-based. We intend to compare against the URLearning system [17] in the immediate future.

In this paper we have focused on efficiently finding BNs with maximal score subject to constraints on parent set size. This raises the question of whether it is worth the effort to do this if one’s ultimate goal is to return a DAG with high structural accuracy. In the context of ‘pedigree reconstruction’, work by Cussens et al [8] answers this question in the positive. In that paper an exact learning approach led to high structural accuracy. However, in a pedigree (a ‘family tree’) no node can have more than two parents. In other applications where the ‘true’ structure may have nodes with many parents our current restriction on parent set size may lead to poor structural accuracy. This is a clear limitation which we intend to address by the IP technique of delayed column generation where IP variables (i.e. parent sets) are created during solving [7].

In practical applications one often has prior knowledge concerning the (likely) structure of the ‘true’ BN. Because our GOBNLP 1.3 system is an example of declarative machine learning it is very easy to allow the user to declare constraints on BN structure when these can be encoded as linear constraints. Although we have not exploited it in the experiments reported here, GOBNLP 1.3 allows the user to declare the absence/presence of (i) particular directed edges, (ii) particular adjacencies and (iii) particular immoralities. In addition upper and lower bounds on the number of edges and founder nodes are possible. It is also possible to rule out specific BNs with a linear constraint. This allows GOBNLP 1.3 to not only find the optimal BN but also the top k BNs in decreasing order of score.
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Abstract

Possibilistic and qualitative POMDPs (π-POMDPs) are counterparts of POMDPs used to model situations where the agent’s initial belief or observation probabilities are imprecise due to lack of past experiences or insufficient data collection. However, like probabilistic POMDPs, optimally solving π-POMDPs is intractable: the finite belief state space exponentially grows with the number of system’s states. In this paper, a possibilistic version of Mixed-Observable MDPs is presented to get around this issue: the complexity of solving π-POMDPs, some state variables of which are fully observable, can be then dramatically reduced. A value iteration algorithm for this new formulation under infinite horizon is next proposed and the optimality of the returned policy (for a specified criterion) is shown assuming the existence of a “stay” action in some goal states. Experimental work finally shows that this possibilistic model outperforms probabilistic POMDPs commonly used in robotics, for a target recognition problem where the agent’s observations are imprecise.

1 INTRODUCTION

Markov Decision Processes (MDPs) define a useful formalism to express sequential decision problems under uncertainty [2]. Partially Observable MDPs (POMDPs) [15] are used to model situations in which an agent does not know directly the current state of the system: its decisions are based on a probability distribution over the state space. This distribution known as “belief” is updated at each stage $t \in \mathbb{N}$ of the process using the current observation. This update based on Bayes’ rule needs perfect knowledge of the agent’s initial belief and of the transition and observation probability distributions.

Consider situations where the agent totally ignores the system’s initial state, for instance a robot that is for the first time in a room with an unknown exit location (initial belief) and has to find the exit and reach it. In practice, no experience can be repeated in order to extract a frequency of the exit’s location. In this kind of situation, uncertainty is not due to a random fact, but to a lack of knowledge: no frequentist initial belief can be used to define the model. A uniform probability distribution is often chosen in order to assign the same mass to each state. This choice can be justified based on the subjective probability theory [5] (the probability distribution represents then an exchangeable bet) but subjective probabilities and observation frequencies are combined during the belief update.

In other cases, the agent may strongly believe that the exit is located in a wall as in the vast majority of rooms, but it still grants a very small probability $p_0$ to the fact that the exit may be a staircase in the middle of the room. Even if this is very unlikely to be the case, this second option must be taken into account in the belief, otherwise Bayes’ rule cannot correctly update it if the exit is actually in the middle of the room. Eliciting $p_0$ without past experience is not obvious at all and does not rely on any rational reasons, yet it dramatically impacts the agent’s policy. On the contrary, possibilistic uncertainty models allow the agent to elicit beliefs with imprecise unbiased knowledge.

The π-POMDP model is a possibilistic and qualitative counterpart of the probabilistic POMDP model [12]: it allows a formal modeling of total ignorance using a possibility distribution equal to 1 on all the states. This distribution means that all states are equally possible independently of how likely they are to happen (no necessary state). Moreover, consider robotic missions using visual perception: observations of the robot agent are outputs of image processing algorithms whose semantics (image correlation, object matching,
class inference, etc.) is so complex that probabilities of occurrence are hard to rigorously extract. Finding qualitative estimates of their recognition performance is easier: the $\pi$-POMDP model only require qualitative data, thus it allows to construct the model without using more information than really available.

However, just like the probabilistic POMDP model, this possibilistic model faces the difficulty of computing an optimal policy. Indeed, the size of its belief space exponentially grows with the size of the state space, which prevents the use of $\pi$-POMDPs in practice. In situations where most state variables are fully observable, an alternative structuring of the model still allows to solve the problem: the possibilistic Mixed-Observable MDP model ($\pi$-MOMDP), which is the first contribution of this paper, indeed allows us to reason with beliefs over the partially observed states only. In this model borrowed from probabilistic POMDPs [9, 1], states are factorized into two sets of fully and partially observable state variables. Whereas, in probabilistic POMDPs, this factorized model permits to reason about smaller continuous belief subspaces and speed up $\alpha$-vector operations, its impact is totally different in possibilistic POMDPs: it allows us to reduce the size of the discrete belief state space.

Our second contribution is a possibilistic value iteration algorithm for this extension, which exploits the hybrid structure of the belief space. This algorithm is derived from a $\pi$-MDP algorithm, Sabbadin’s work update, whose optimality of the returned policy is proved for an infinite horizon criterion which is made explicit. It relies on intermediate “stay” actions that are needed to guarantee convergence of the algorithm but that vanish in the optimized policy for non goal states; they are the possibilistic counterparts of the discount factor in probabilistic POMDPs.

Finally, we experimentally demonstrate that in some situations $\pi$-MOMDPs outperform their probabilistic counterparts for instance on information-gathering robotic problems where the observation function resulting from complex image processing algorithms is not precisely known, as it is often the case in realistic applications. This result is significant for us, because roboticians commonly think that probabilistic POMDPs, and more generally Bayesian approaches, are first-choice reasoning models to solve sequential information-gathering missions. We prove in this paper that sometimes possibilistic uncertainty models perform better in practice.

2 BACKGROUND

The Markov Decision Process framework models situations in which the system, for instance the physical part of an agent and its environment, has a Markovian dynamic over time. The different possible states of the system are represented by the elements $s$ of the finite state space $S$. The initial system state is denoted by $s_0 \in S$. At each stage of the process, modeled by non negative integers $t \in \mathbb{N}$, the decisional part of the agent can choose an action $a$ in the finite set $\mathcal{A}$. The chosen action $a_t$ determines the uncertainty over the future state $s_{t+1}$ knowing the current state $s_t$.

2.1 Qualitative possibilistic MDPs

The work of Sabbadin [12] proposes a possibilistic counterpart of Markov Decision Processes. In this framework, the transition uncertainty is modeled as qualitative possibility distributions over $S$. Let $\mathcal{L}$ be the possibility scale i.e. a finite and totally ordered set whose greatest element is denoted by $1_{\mathcal{L}}$ and the least element by $0_{\mathcal{L}}$ (classically $\mathcal{L} = \{0, \frac{1}{k}, \frac{2}{k}, \ldots, \frac{k-1}{k}, 1\}$ with $k \in \mathbb{N^*}$). A qualitative possibility distribution over $S$ is a function $\pi : S \to \mathcal{L}$ such that $\max_s \pi(s) = 1_{\mathcal{L}}$ (possibilistic normalization), implying that at least one entirely possible state exists. Inequality $\pi(s) < \pi(s')$ means that state $s$ is more plausible than state $s'$. This modeling needs less information than the probabilistic one since the plausibilities of events are “only” classified (in $\mathcal{L}$) but not quantified.

The transition function $T^\tau$ is defined as follows: for each pair of states $(s, s') \in S^2$ and action $a \in \mathcal{A}$, $T^\tau(s, a, s') = \pi(s' | s, a) \in \mathcal{L}$, the possibility of reaching the system state $s'$ conditioned on the current state $s$ and action $a$. Scale $\mathcal{L}$ serves as well to model the preference over states: function $\mu : S \to \mathcal{L}$ models the agent’s preferences. A $\pi$-MDP is then entirely defined by the tuple $(\mathcal{S}, \mathcal{A}, \mathcal{L}, T^\tau, \mu)$.

A policy is a sequence $(\delta_t)_{t\geq 0}$ of decision rules $\delta : S \to \mathcal{A}$ indexed by the stage of the process $t \in \mathbb{N}$: $\delta_t(s)$ is the action executed in state $s$ at decision epoch $t$. We denote by $\Delta_p$ the set of all $p$-sized policies $(\delta_0, \ldots, \delta_{p-1})$. Let $\tau = (s_1, \ldots, s_p) \in \mathcal{S}^p$ be a $p$-sized trajectory and $(\delta) = (\delta_t)_{t=0}^{p-1}$ a $p$-sized policy. The set of all the $p$-sized trajectories is denoted by $\mathcal{T}_p$.

The sequence $(s_t)_{t\geq 0}$ is a Markov process: the possibility of the trajectory $\tau = (s_1, \ldots, s_p)$ which starts from $s_0$ using $(\delta) \in \Delta_p$ is then

$$\Pi(\tau | s_0, (\delta)) = \min_{t=0}^{p-1} \pi( s_{t+1} | s_t, \delta_t(s_t)).$$

We define the preference of $\tau \in \mathcal{T}_p$, as the preference of the last state: $M(\tau) = \mu(s_p)$. As advised in [13] for problems in which there is no risk of being blocked in an unsatisfactory state, we use here the optimistic qualitative decision criterion [3] which is the Sugeno integral of the preference distribution over trajectories using possibility measure:

$$u_p(s_0, (\delta)) = \max_{\tau \in \mathcal{T}_p} \min \{ \Pi(\tau | s_0, (\delta)), M(\tau) \}. \quad (1)$$
A policy which maximizes criterion 1 ensures that there exists a possible and satisfactory \( p \)-sized trajectory. The finite horizon \( \pi \)-MDP is solved when such a policy is found. The optimal \( p \)-sized horizon criterion 
\[
u_p^*(s) = \max_{\delta \in \Delta_p} u_p(s, (\delta))
\]
is the solution of the following dynamic programming equation, as proved in [6]: \( \forall i \in \{1, \ldots, p\}, \forall s \in S \),
\[
u_i^*(s) = \max_{a \in A} \min_{s' \in S} \{\pi(s' | s, a), \nu_{i-1}^*(s')\}, \quad (2)
\]
\[
\delta_{p-i}(s) = \arg\max_{a \in A} \min_{s' \in S} \{\pi(s' | s, a), \nu_{i-1}^*(s')\}
\]
with the initialization \( \nu_0^*(s) = \mu(s) \).

2.2 The partially observable case

A possibilistic counterpart of POMDPs is also given in [12]. As in the probabilistic framework, the agent does not directly observe the system’s states. Here, uncertainty over observations is also modeled as possibility distributions. The observation function \( \Omega^n \) is defined as follows: \( \forall o' \in O, s \in S \) and \( a \in A \), \( \Omega^n(s', a, o') = \pi(o' | s, a) \) the possibility of the current observation \( o' \) conditioned on the current state \( s' \) and the previous action \( a \). Then a \( \pi \)-POMDP is defined by the tuple \((S, A, L, \mathcal{T}^n, \mathcal{O}, \Omega^n, \mu, \beta_0)\), where \( \beta_0 \) is the initial possibilistic belief. The belief of the agent is a possibility distribution over \( S \); total ignorance is defined by a belief equal to \( 1_L \) on all states, whereas a given state \( s \) is perfectly known if the belief is equal to \( 1_L \) on this state and to \( 0_L \) on all other states.

The translation into \( \pi \)-MDP can be done in a similar way as for POMDPs: we denote by \( B^n \subset L^S \) the possibilistic belief state space which contains all the possibility distributions defined on \( S \). We can now compute the possibilistic belief update. If at time \( t \) the current belief is \( \beta_t \in B^n \) and the agent executes action \( a_t \), the belief over the future states is given by:
\[
\beta^a_{t+1}(s') = \max_{s \in S} \{\pi(s' | s, a_t), \beta_t(s)\}.
\]
and the belief over the observations
\[
\beta^a_{t+1}(o') = \max_{s \in S} \{\pi(o' | s, a_t), \beta^a_{t+1}(s')\}.
\]

Next, if the agent observes \( o_{t+1} \in \mathcal{O} \), the possibilistic counterpart of Bayes’ rule ensures that
\[
\beta_{t+1}(s') = \begin{cases} 1_L & \text{if } \beta^a_{t+1}(o_{t+1}) = \pi(s', a_{t+1} | \beta_t, a_t) > 0_L \\ \pi(s', a_{t+1} | \beta_t, a_t) \text{ otherwise} \end{cases}
\]
\[
\beta_{t+1}(o') = \begin{cases} 1_L & \text{if } \beta^a_{t+1}(o') = \pi(o', a_{t+1} | \beta_t, a_t) > 0_L \\ \pi(o', a_{t+1} | \beta_t, a_t) \text{ otherwise} \end{cases}
\]
where \( \forall (s', o') \in S \times \mathcal{O}, \pi(s', o' | \beta, a) = \min \{\pi(o' | s, a), \beta^a(s')\} \) is the joint possibility of \((s', o')\).

Such an update of a belief \( \beta \) is denoted by \( \beta^a_{t+1} : \beta^a_{t+1} = \beta^a_{t+1} \). As the belief update is now made explicit, its dynamics can be computed: let \( \Gamma^a (\beta') = \{o' \in O | \beta^a(o') = \beta'\} \). Then \( \pi(\beta' | \beta, a) = \max_{o' \in \Gamma^a(\beta')} \beta^a(o') \) with the convention \( \max_\emptyset = 0_L \).

We now define the preference over belief states with a pessimistic form in order to prefer informative beliefs: a belief state has a good preference when it is unlikely that the system is in an unsatisfactory state: \( \mu(\beta) = \min_{s \in S} \max \{\mu(s), n(\mu(s))\} \), with \( n : L \rightarrow L \) the order reversing map i.e. the only decreasing function from \( L \) to \( L \). A \( \pi \)-MDP is then defined, and the new dynamic programming equation is \( \forall i \in \{1, \ldots, p\}, \forall \beta \in B^n \),
\[
u_p^*(\beta) = \max_{a \in A} \min_{\beta' \in B^n} \{\pi(\beta' | \beta, a), u_{p-1}^*(\beta')\} = \max_{a \in A} \min_{\beta' \in B^n} \{\beta^a(o'), u_{p-1}^*(\beta^a(o'))\}
\]
with the initialization \( u_0^*(\beta) = \mu(\beta) \).

Note that \( B^n \) is a finite set of cardinal \( \#B^n = \#L^S - (\#L - 1)^S \) (the total number of \#S-size vectors valued in \( L \), minus \((\#L - 1)^S \) non-normalized distributions). However, for concrete problems, the state space can be dramatically large: \#B^n explodes and computations become intractable like in standard probabilistic POMDPs. The next section presents the first contribution of this paper, which exploits a specific structure of the problem that is very common in practice.

3 Possibilistic and qualitative mixed observable MDPs (\( \pi \)-MOMDPs)

The complexity issue of \( \pi \)-POMDP solving is due to the fact that the size of the belief state space \( B^n \) exponentially grows with the size of the state space \( S \). However, in practice, states are rarely totally hidden. Using mixed observability can be a solution: inspired by a similar recent work in probabilistic POMDPs [9, 1], we present in this section a structured modeling that takes into account situations where the agent directly observes some part of the state. This model generalizes both \( \pi \)-MDPs and \( \pi \)-POMDPs.

Like in [1], we assume that the state space \( S \) can be written as a Cartesian product of a visible state space \( S_v \) and a hidden one \( S_h: S = S_v \times S_h \). Let \( s = (s_v, s_h) \) be a state of the system. The component \( s_v \) is directly observed by the agent and \( s_h \) is only partially observed through the observations of the set \( O_h \): we

![Graphical representation of a \( \pi \)-MOMDP](image-url)
denote by $\pi(o'_h | s', a)$ the possibility distribution over the future observation $o'_h \in Oh$ knowing the future state $s' \in S$ and the current action $a \in A$. Figure 1 illustrates this structured model.

The visible state space is integrated to the observation space: $O_v = S_v$ and $O = O_v \times O_h$. Then, knowing that the current visible component of the state is $s_v$, the agent necessarily observes $o_v = s_v$ (if $o'_v \neq s_v$), $\pi(o'_v | s_v) = 0$. Formally, seen as a $\pi$-POMDP, its observation possibility distribution can be written as:

$$\pi(o' | s', a) = \pi(o'_v, o'_h | s'_v, s'_h, a) = \min\{\pi(o'_v | s'_v, a), \pi(o'_h | s'_h)\}$$

$$= \begin{cases} \pi(o'_v | s', a) & \text{if } o'_v = s'_v \\ 0 & \text{otherwise} \end{cases}$$

since $\pi(o'_v | s'_v) = 1$ if $s'_v = o'_v$ and $0$ otherwise. The following theorem, based on this equality, enables the belief over hidden states to be defined.

**Theorem 1.** Each reachable belief state of a $\pi$-MOMDP can be written as an element of $S_v \times B_h^n$ where $B_h^n$ is the set of possibility distributions over $S_h$: any $\beta \in B_h^n$ can be written as $(s_v, \beta_h)$ with $\beta_h(s_h) = \max_{s_v \in S_v} \beta(s_v, s_h)$ and $s_v = \arg\max_{s_v \in S_v} \beta(s_v, s_h)$.

**Proof.** We proceed by induction on $t \in \mathbb{N}$: as the initial visible state $s_{v,0}$ is known by the agent, only states $s = (s_v, s_h)$ for which $s_v = s_{v,0}$ are such that $\beta_0(s) > 0$. A belief over hidden states can be thus defined as $\beta_{h,0}(s_h) = \max_{s_v \in S_v} \beta(s_v, s_h) = \beta(s_{v,0}, s_h)$.

At time $t$, if $\beta_t(s) = 0$ for each $s = (s_v, s_h) \in S$ such that $s_v \neq s_{v,t}$, the same notation can be adopted: $\beta_{h,t}(s_h) = \beta_t(s_v, s_h)$, $\beta_{h,t+1}(s_v, s_h) = \max_{s_v \in S_v} \min_{s_h \in S_h} \beta_{h,t}(s_v, s_h)$. Thus, if the agent reaches state $s_v, s_h, s_{h,t+1}$ and if $s' = (s'_v, s'_h)$ with $s'_v \neq s_{v,t+1}$, then $s'_v \neq s_{v,t+1}$ and:

$$\pi(o_{t+1}, s'| \beta_t, a_t) = \min\{\pi(o_{t+1} | s', a_t), \beta_{h,t+1}(s')\} = 0.$$  \hspace{1cm} \square

thanks to Equation (4). Finally, update Formula (3) ensures that $\beta_{t+1}(s') = 0$. Then, $\beta_{t+1}$ is entirely encoded by $(s_v, s_{h,t+1})$ with $s_v, s_{h,t+1} = o_v, o_{h,t+1}$ and

$$\beta_{h,t+1}(s_v, s_h) = \max_{s_v \in S_v} \min_{s_h \in S_h} \beta_{h,t}(s_v, s_h) \forall s_h \in S_h.$$  \hspace{1cm} \square

As all needed belief states are in $S_v \times B_h^n$, the next theorem redefines the dynamic programming equation restricted to this product space.

**Theorem 2.** Over $S_v \times B_h^n$, the dynamic programming equation becomes: $\forall t \in \{1, \ldots, p\}, \forall t \in \mathbb{N}$,

$$u^*_t(s_v, \beta_h) = \max_{a \in A} \max_{s'_v \in S_v} \max_{o'_h \in O_h} \left\{ \beta^a(s'_v, o'_h), u^*_{t-1}(s'_v, \beta^a_h(s'_v, o'_h)) \right\}$$

with the initialization $u^*_0(s_v, \beta_h) = \mu(s_v, \beta_h)$,

where $\mu(s_v, \beta_h) = \min_{s_h \in S_h} \max_{\beta_h(\beta_h)} \{\mu(s_v, s_h), \beta_h(s_h)\}$ is the preference over $S_v \times B_h^n$,

$$\beta^a(s'_v, o'_h) = \max_{s'_h \in S_h} \left\{ \beta^a(s'_v, o'_h), u^*_{t-1}(s'_v, \beta^a_h(s'_v, o'_h)) \right\},$$

and the belief update $\beta^a_h(s'_v, o'_h)$:

$$\beta^a_h(s'_v, o'_h) = \begin{cases} 1 & \text{if } \pi(o'_h | s'_v, s'_h, a), \beta^a(s'_v, s'_h) \} \\ \min\{\pi(o'_h | s'_v, s'_h, a), \beta^a(s'_v, s'_h)\} & \text{otherwise} \end{cases}$$

**Proof.** Using the classical dynamic programming equation, Theorem 1, and the fact that $S_v = O_v$,

$$u^*_t(s_v, \beta_h) = u^*_t(\beta) = \max_{a \in A} \max_{s'_v \in S_v} \max_{o'_h \in O_h} \left\{ \beta^a(s'_v, o'_h), u^*_{t-1}(\beta^a(s'_v, o'_h)) \right\}$$

where $\forall s_h \in S_h, \beta^a(s'_v, o'_h) = \max_{s'_v \in S_v} \beta^a(s'_v, o'_h)$.

Finally, using the standard update Equation (3) with $s'_v = s'_v$ and Equation (4), we get the new belief update. \hspace{1cm} \square

A standard algorithm would have computed $u^*_t(\beta)$ for each $\beta \in B^\mathcal{S}$ while this new dynamic programming equation leads to an algorithm which computes it only for all $(s_v, \beta_h) \in S_v \times B_h^n$. The size of the new belief space is $\#(S_v \times B_h^n) = \#S_v \times (\#\mathcal{L} \#S_h - (\#\mathcal{L} - 1)\#S_h)$, which is exponentially smaller than the size of standard $\pi$-POMDPs’ belief space: $\#\mathcal{L} \#S_v \times \#S_h - (\#\mathcal{L} - 1)\#S_v \times \#S_h$.

**4 Solving $\pi$-MOMDPs**

A finite policy for possibilistic MOMDPs can now be computed for larger problems using the dynamic programming equation of Theorem 2 and selecting maximizing actions for each state $(s_v, \beta_h) \in S_v \times B^\mathcal{S}$, as
done in Equation (2) for each \( s \in S \). However, for many problems in practice, it is difficult to determine a horizon size. The goal of this section is to present an algorithm to solve \( \pi \)\-MOMDPs with infinite horizon, which is the first proved algorithm to solve \( \pi \)\-MOMDPs.

4.1 The \( \pi \)-MDP case

Previous work, [12, 14], on solving \( \pi \)\-MDPs proposed a Value Iteration algorithm that was proved to compute optimal value functions, but not necessarily optimal policies for some problems with cycles. There is a similar issue in undiscounted probabilistic MDPs where the greedy policy at convergence of Value Iteration does not need to be optimal [11]. It is not surprising that we are facing the same issue in \( \pi \)\-MDPs since the possibilistic dynamic programming operator does not rely on algebraic products so that it cannot be contracted by some discount factor \( 0 < \gamma < 1 \).

Algorithm 1: \( \pi \)\-MDP Value Iteration Algorithm

```plaintext
for \( s \in S \) do
    \( u^*(s) \leftarrow 0_L \);
    \( u^c(s) \leftarrow \mu(s) \);
    \( \delta(s) \leftarrow \pi \);
while \( u^* \neq u^c \) do
    \( u^c(s) \leftarrow \max \max \min \{ \pi(s' | s, a), u^*(s') \} \);
    if \( u^c(s) > u^*(s) \) then
        \( \delta(s) \leftarrow \max \min \pi(s' | s, a) \); 
    return \( u^*, \delta \);
```

To the best of our knowledge, we propose here the first Value Iteration algorithm for \( \pi \)\-MDPs, that provably returns an optimal policy, and that is different from the one of [14]. Indeed, in the deterministic example of Figure 2, action \( \pi \), which is clearly suboptimal, was found to be optimal in state \( s_1 \) with this algorithm: however it is clear that since \( \pi(s_2 | s_1, b) = 1_L \) and \( \mu(s_2) = 1_L \), \( u^1_1(s_1) = 1_L \). Obviously, \( u^1_1(s_2) = 1_L \) and since \( \pi(s_1 | s_1, \pi) = 1_L \), \( \max_{a,s' \in S} \min \{ \pi(s' | s_1, a), u^1_1(s') \} = 1_L \) \( \forall a \in \{ \pi, b \} \). This condition and the initialization, which were not present in previous algorithms of the literature, are needed to prove the optimality of the policy. The proof, which is quite lengthy and intricate, is presented in Appendix A. This sound algorithm for \( \pi \)\-MDPs will then be extended to \( \pi \)\-MOMDPs in the next section.

As mentioned in [12], we assume the existence of an action “stay”, denoted by \( \pi \), which lets the system in the same state with necessity 1\(_L\). This action is the possibilistic counterpart of the discount parameter \( \gamma \) in the probabilistic model, in order to guarantee convergence of the Value Iteration algorithm. However, we will see action \( \pi \) is finally used only on some particular satisfactory states. We denote by \( \delta \) the decision rule such that \( \forall s \in S, \delta(s) = \pi \). The set of all the finite policies is \( \Delta = \cup_{i \geq 1} \Delta_i \), and \# \( \delta \) is the size of a policy \( \delta \) in terms of decision epochs. We can now define the optimistic criterion for an infinite horizon: if \( (\delta, s) \in \Delta \),

\[
  u(s, (\delta)) = \max_{\tau \in \tau_1} \{ \Pi(\tau | s, (\delta)), M(\tau) \}.
\]

Theorem 3. If there exists an action \( \pi \) such that, for each \( s \in S \), \( \pi(s' | s, \pi) = 1_L \) if \( s' = s \) and \( 0_L \) otherwise, then Algorithm 1 computes the maximum optimistic criterion and an optimal policy which is stationary i.e. which does not depend on the stage of the process \( t \).

Proof. See Appendix A.

Let \( s \) be a state such that \( \delta(s) = \pi \), where \( \delta \) is the returned policy. By looking at Algorithm 1, it can be noted that \( u^*(s) \) always remains equal to \( 0_L \) during the algorithm: \( \forall s' \in S \), either \( \forall a \in A, \mu(s') \geq \pi(s' | s, a) \), or \( \mu(s) \geq u^*(s') \). If the problem is non trivial, it means that \( s \) is a goal (\( \mu(s) > 0_L \)) and that degrees of possibility of transitions to better goals are less than the degree of preference for \( s \).

4.2 Value Iteration for \( \pi \)\-MOMDPs

We are now ready to propose the Value Iteration algorithm for \( \pi \)\-MOMDPs. In order to clarify this algorithm, we set

\[
  U(a, s_v, o^1_v, \beta_h) = \min \{ \beta^a(s_v, o^1_v), u^*(s'_v, \beta^a_{s', o^1} o^1_v) \}.
\]

Note that Algorithm 2 has the same structure as Algorithm 1. Note that a \( \pi \)\-MOMDP is a \( \pi \)\-MDP over \( \mathcal{S}_v \times B^*_h \). Let \( s_v \in \mathcal{S}_v \), \( \beta_h \in B^*_h \) and now \( \Gamma_{\pi, s_v} (\beta_h) = \{ o^1_h \in \mathcal{O}_h | \beta^\pi_{s_v, o^1_h} = \beta^\pi_{o^1_h} \} \). To satisfy the assumption of Theorem 3, it suffices to ensure that \( \max_{o^1_h \in \Gamma_{\pi, s_v} (\beta_h)} \beta^\pi_{s_v, o^1_h} = 1_L \) if \( s'_v = s_v \), \( \beta^\pi_{s_v, o^1_h} = \beta^\pi_{o^1_h} \) and \( 0_L \) otherwise. This property is verified when \( \pi(s' | s, \pi) = 1_L \) if \( s' = s \) and \( 0_L \) otherwise and there exists an observation “nothing” \( \pi \) that is required for each state when \( \pi \) is chosen: \( \pi(s' | s, \pi) = 1_L \) if \( o' = \pi \) and \( 0_L \) otherwise.
Algorithm 2: π-MOMDP Value Iteration Algorithm

for $sv \in S_v$ and $\beta_h \in B_h^n$ do
\[
\begin{align*}
\bar{u}(sv, \beta_h) &\leftarrow 0_L; \\
\bar{u}(sv, \beta_h) &\leftarrow \mu(sv, \beta_h); \\
\delta(sv, \beta_h) &\leftarrow \pi;
\end{align*}
\]
\[\text{while } \bar{u} \neq u^c \text{ do} \]
\[
\begin{align*}
\bar{u}(s) &\leftarrow \max_{a \in A} \max_{s', o, o'} \max_{o, o' \in O} U(a, s', o, o', \beta_h); \\
\text{if } u^c(sv, \beta_h) > u^c(sv, \beta_h) \text{ then} \\
\bar{u}(s) &\leftarrow \max_{a \in A} \max_{s', o, o' \in O} U(a, s', o, o', \beta_h); \\
\delta(sv, \beta_h) &\leftarrow \pi;
\end{align*}
\]
\[\text{return } u^*, \delta;\]

5 Experimental results

Consider a robot over a grid of size $g \times g$, with $g > 1$. It always perfectly knows its location on the grid $(x, y) \in \{1, \ldots, g\}^2$, which forms the visible state space $S_v$. It starts at location $s_{v,0} = (1,1)$. Two targets are located at $(x_1, y_1) = (1, g)$ (“target 1”) and $(x_2, y_2) = (g, 1)$ (“target 2”) on the grid, and the robot perfectly knows their positions. One of the targets is $A$, the other $B$ and the robot’s mission is to identify and reach target $A$ as soon as possible. The robot does not know which target is $A$: the two situations, “target 1 is $A$” (A1) and “target 2 is $A$” (A2), constitute the hidden state space $S_h$. The moves of the robot are deterministic and its actions $A$ consist in moving in the four directions plus the action “stay”.

At each stage of the process, the robot analyzes pictures of each target and gets then an observation of the targets’ natures: the two targets (oAA) can be observed as $A$, or target 1 (oAB), or target 2 (oBA) or no target (oBB).

In the probabilistic framework, the probability of having a good observation of target $i \in \{1, 2\}$, is not really known but approximated by $Pr(\text{good}_i | x, y) = \frac{1}{2} \left[1 + \exp \left(\frac{-\sqrt{(x-x_i)^2 + (y-y_i)^2}}{D} \right)\right]$ where $(x, y) \in \{1, \ldots, g\}^2$ is the location of the robot, $(x_i, y_i)$ the position of target $i$, and $D$ a normalization constant. Then, for instance, $Pr(\text{oAB} | (x, y), A1)$ is equal to $Pr(\text{good}_1 | (x, y)) Pr(\text{good}_2 | (x, y))$, $Pr(\text{oAA} | (x, y), A1)$ to $Pr(\text{good}_1 | (x, y)) \times [1 - Pr(\text{good}_2 | (x, y))]$, and so on. Each step of the process before reaching a target costs 1, reaching target $A$ is rewarded by 100, and -100 for $B$. The probabilistic policy was computed in mixed-observability settings with APPL [9], using a precision of 0.046 (the memory limit is reached for higher precisions) and $\gamma = 0.99$. This problem can not be solved with the exact algorithm for MOMDPs [1] because it consumes the entire RAM after 15 iterations.

Using qualitative possibility theory, it is always possible to observe the good target: $\pi(\text{good} | x, y) = 1$. Here $\mathcal{L}$ will be a finite subset of $[0, 1]$, that is why $1_L$ can be denoted by 1. Secondly, the more the robot is far away from target $i$, the more likely it can badly observe it (e.g. observe $A$ instead of $B$), which is a reasonable assumption concerning the imprecisely known observation model: $\pi(\text{bad}_i | x, y) = \frac{\sqrt{(x-x_i)^2 + (y-y_i)^2}}{\sqrt{2(g-1)^2}}$. Then for instance, $\pi(\text{oAB} | (x, y), A1) = 1$, $\pi(\text{oAA} | (x, y), A1) = \pi(\text{bad}_2 | x, y)$, $\pi(\text{oBA} | (x, y), A1) = \min \{\pi(\text{bad}_1 | x, y), \pi(\text{bad}_2 | x, y)\}$, etc. Note that the situation is fully known when the robot is at a target’s location: thus there is no risk of being blocked in an unsatisfactory state, that is why using the optimistic π-MOMDP works. $\mathcal{L}$ thus consists in 0, 1, and all the other intermediate possible values of $\pi(\text{bad} | x, y)$. Note that the construction of this model with a probability-possibility transformation [4] would have been equivalent. The preference distribution $\mu$ is equal to 0 for all the system’s states and to 1 for states $\{(x_1, y_1), A1 \}$ and $\{(x_2, y_2), A2 \}$ where $(x_i, y_i)$ is the position of target $i$.

As mentioned in [12], the computed policy guarantees a shortest path to a goal state. The policy then aims at reducing the mission’s time.

Standard π-POMDPs, which do not exploit mixed observability contrary to our π-MOMDP model, could not solve even very small $3 \times 3$ grids. Indeed, for this problem, $\#\mathcal{L} = 5$, $\#S_v = 9$, and $\#S_h = 2$. Thus, $\#S = \#S_v \times \#S_h = 18$ and the number of belief states is then $\#B^n = \mathcal{L}^{nS} - (\mathcal{L}^{nS} - 1)^{\#S} = 5^{18} - 4^{18} \geq 3.7 \times 10^{12}$ instead of 81 states with a π-MOMDP. Therefore, the following experimental results could not be conducted with standard π-POMDPs, which indeed justifies our present work on π-MOMDPs.

In order to compare performances of the probabilistic and possibilistic models, we compare their total rewards at execution: since the situation is fully known when the robot is at a target’s location, it can not end up choosing target $B$. If $k$ is the number of time steps to identify and reach the correct target, then the total reward is $100 - k$.

We consider now that, in reality (thus here for the simulations), used image processing algorithms badly perform when the robot is far away from targets, i.e., if $\forall i \in \{1, 2\}$, $\sqrt{(x-x_i)^2 + (y-y_i)^2} > C$, with $C$ a positive constant, $Pr(\text{good} | x, y) = 1 - Pr(\text{bad}) < 1 \frac{1}{2}$. In all other cases, we assume that the probabilistic model is the good one. We used $10^4$ simulations to compute the statistical mean of the total reward at execution.
The grid was $10 \times 10$, $D = 10$ and $C = 4$.

Figure 3.a shows that the probabilistic is more affected by the introduced error than the possibilistic one: it shows the total reward at execution of each model as a function of $P_{bad}$, the probability of badly observing targets when the robot’s location is such that $\sqrt{(x - x_i)^2 + (y - y_i)^2} > C$. This is due to the fact that the possibilistic update of the belief does not take into account new observations when the robot has already obtained a more reliable one, whereas the probabilistic model modifies the current belief at each step. Indeed, as there are only two hidden states (that we now denote by $s^1_h$ and $s^2_h$), if $\beta_h(s^1_h) < 1$, then $\beta_h(s^1_h) = 1$ (possibilistic normalization). The definition of the joint possibility of a state and an observation (minimum of the belief in state and observation possibilities) imply that the joint possibility of $s^1_h$ and the obtained observation, is smaller than $\beta_h(s^1_h)$.

The possibilistic counterpart of the belief update equation (3) then ensures that the next belief is either more skeptic about $s^1_h$ if the observation is more reliable and confirms the prior belief ($\pi(o_h | s_v, s^1_h, a)$ is smaller than $\beta_h(s^1_h)$); or changes to the opposite belief if the observation is more reliable and contradicts the prior belief ($\pi(o_h | s_v, s^1_h, a)$ is smaller than both $\beta_h(s^1_h)$ and $\pi(o_h | s_v, s^1_h, a)$); or yet simply remains unchanged if the observation is not more informative than the current belief. The probabilistic belief update does not have these capabilities to directly change to the opposite belief and to disregard less reliable observations: the robot then proceed towards the wrong target because it is initially far away and thus badly observes targets. When it is close to this target, it gets good observations and gradually modifies its belief which becomes true enough to convince it to go towards the right target. However it has to cross a remote area away from targets: this yet gradually modifies its belief, which becomes wrong, and the robot finds itself in the same initial situation: it loses thus a lot of time to get out of this loop. We can observe that the total reward increases for high probabilities of misperceiving $P_{bad}$: this is because this high error leads the robot to reach the wrong target faster, thus to entirely know that the true target is the other one.

Now if we set $P_{bad} = 0.8$ and evaluate the total reward at execution for different wrong initial beliefs, we get Figure 3.b with the same parameters: we compare here the possibilistic model and the probabilistic one when the initial belief is strongly oriented towards the wrong hidden states (i.e. the agent strongly believes that target 1 is B whereas it is A in reality). Note that the possibilistic belief of the good target decreases when the necessity of the bad one increases. This figure shows that the possibilistic model yields higher rewards at execution if the initial belief is wrong and the observation function is imprecise.

6 Conclusion and perspectives

We have proposed a Value Iteration algorithm for possibilistic MDPs, which can produce optimal stationary policies in infinite horizon contrary to previous methods. We have provided a complete proof of convergence that relies on the existence of intermediate “stay” actions that vanish for non goal states in the final optimal policy. Finally, we have extended this algorithm to a new Mixed-Observable possibilistic MDP model, whose complexity is exponentially smaller than possibilistic POMDPs, so that we could compare $\pi$-MOMDPs with their probabilistic counterparts on realistic robotic problems. Our experimental results show that possibilistic policies can outperform probabilistic ones when the observation function yields imprecise results.

Qualitative possibilistic frameworks can however be inappropriate when some probabilistic information is actually available: POMDPs with Imprecise Parameters (POMDPIP) [7] and Bounded-parameter POMDPs (BPOMDP) [8] integrate the lack of knowledge by considering spaces of possible probability distributions. When such spaces can not be extracted or when a qualitative modeling suffices, $\pi$-POMDPs can be a good alternative, especially as POMDPIP and BPOMDP are extremely difficult to solve in practice. Yet, we plan to compare our $\pi$-MOMDP model with these imprecise possibilistic POMDPs in a near future.

The pessimistic version of $\pi$-MDPs can be easily constructed, but the optimality of the policy returned by the associated value iteration algorithm seems hard to prove, essentially because it is not enough to construct a maximizing trajectory, as the proof of section A does. The works [16, 10] could help us to get results about pessimistic $\pi$-MDP in order to solve unsafe problems.

A Proof of Theorem 3

This appendix demonstrates that Algorithm 1 returns the maximum value of Equation (5) and an optimal policy. Note that the policy is optimal regardless of
the initial state. We recall that \( \exists \pi \in \mathcal{A} \) such that 
\( \forall s \in \mathcal{S}, \pi(s'|s,a) = 1_{\mathcal{L}} \) if \( s' = s \), and \( 0_{\mathcal{L}} \) otherwise.
The existence of this action \( \pi \) makes the maximum value of the criterion non-decreasing with respect to 
the horizon size:

**Lemma 1.** \( \forall s \in \mathcal{S}, \forall p \geq 0, u_p^*(s) \leq u_{p+1}^*(s) \).

**Proof.** Let \( s_0 \in \mathcal{S}, u_p^*(s_0) \)
\begin{equation}
= \max_{\Delta_{p+1}} \min \left\{ \min_{i=0}^{p} \pi(s_{i+1} | s_i, \delta_i(s_i)), \mu(s_{p+1}) \right\}.
\end{equation}
Consider the particular trajectories \( \tau' \in \mathcal{T}_{p+1} \subset \mathcal{T}_{p+1} \) such 
that \( \tau' = (s_1, \ldots, s_p, s_p) \), and particular policies 
(\( \delta' \) in \( \Delta_{p+1} \subset \Delta_{p+1} \) such that 
\( \delta'(0) = (\delta_0, \ldots, \delta_{p-1}, \delta) \)).
It is obvious that \( u_{p+1}^*(s_0) \geq 
\max_{\delta' \in \Delta_{p+1}} \min_{\tau' \in \mathcal{T}_p} \left\{ \min_{i=0}^{p} \pi(s_{i+1} | s_i, \delta_i(s_i)), \mu(s_{p+1}) \right\} \).
But note that the right part of this inequality can be rewritten as 
\( \max_{\delta \in \Delta_p} \min_{\tau \in \mathcal{T}_p} \left\{ \min_{i=0}^{p} \pi(s_{i+1} | s_i, \delta_i(s_i)), \pi(s_p | s_p, \pi), \mu(s_p) \right\} \) 
= \( u_{p}^*(s_0) \) since \( \pi(s_p | s_p, \pi) = 1_{\mathcal{L}} \). \( \square \)

The meaning of this lemma is: it is always more possible 
to reach a state \( s \) from \( s_0 \) in at most \( p+1 \) steps than in at most \( p \) steps. 
As for each \( s \in \mathcal{S} \), \( (u_p^*(s))_{p \in \mathbb{N}} \leq 1_{\mathcal{L}} \), 
Lemma 1 insures that the sequence \( (u_p^*(s))_{p \in \mathbb{N}} \) converges. The next lemma shows that the convergence of 
this sequence occurs in finite time.

**Lemma 2.** For all \( s \in \mathcal{S} \), the number of iterations of 
the sequence \( (u_p^*(s))_{p \in \mathbb{N}} \) up to convergence is bounded 
by \( \#\mathcal{S} \times \#\mathcal{L} \).

**Proof.** Recall first that values of the possibility and preference distributions are in \( \mathcal{L} \) which is finite and 
totally ordered: we can write \( \mathcal{L} = \{0_{\mathcal{L}}, l_1, l_2, \ldots, l_L\} \) with 
\( 0_{\mathcal{L}} < l_1 < l_2 < \ldots < l_L \). If two successive functions \( u_k^* \) and \( u_{k+1}^* \) are equal, then 
\( \forall s \in \mathcal{S} \) sequences \( (u^*(s))_{p \geq k} \) are constant. 
Indeed this sequence can be defined by the recursive formula:
\begin{equation}
\begin{aligned}
\quad u_p^*(s) &= \max_{a \in \mathcal{A}} \min \left\{ \pi(s'|s,a), u_{p-1}^*(s') \right\}.
\end{aligned}
\end{equation}
Thus if \( \forall s \in \mathcal{S}, u_p^*(s) = u_{p-1}^*(s) \) then the next iteration 
(\( p + 1 \)) faces the same situation \( (u_{p+1}^*(s) = u_p^*(s) \) \( \forall s \in \mathcal{S} \)). 
The slowest convergence can then be defined as follows: 
for each \( p \in \mathbb{N} \) only one \( s \in \mathcal{S} \) is such 
that \( u_{p+1}^*(s) > u_p^*(s) \). Moreover, for this \( s \), if \( u_p^*(s) = l_i \), 
then \( u_{p+1}^*(s) = l_{i+1} \). We can conclude that for \( p > \#\mathcal{L} \times \#\mathcal{S} \), 
the sequence is constant. \( \square \)

First note that the variable \( u^*(s) \) of Algorithm 1 is 
equal to \( u_p^*(s) \) after the \( p \)th iteration. We conclude that \( u^* \) converges to the maximal value of the criterion 
for an \( (\#\mathcal{L} \times \#\mathcal{S}) \)-size horizon and can not be greater:

In the following, we prove the optimality of the policy 
(\( \delta^* \)) returned by Algorithm 1. For this purpose, we will 
construct a trajectory of size smaller than \( \#\mathcal{S} \) which 
maximizes \( \min \{ \Pi(\tau | s_0, \delta), M(\tau) \} \) with policy 
(\( \delta^* \)). The next two lemmas are needed for this 
construction and require some notations.

Let \( s_0 \in \mathcal{S} \) and \( p \) be the smallest integer such 
that \( \forall s \geq p, u_p^*(s_0) = u^*(s_0) \), where \( u^* \) is here the optimal 
value of the infinite horizon criterion of Equation (5) 
(variable \( u^*(s) \) of Algorithm 1 does not increase after \( p \) iterations). 
Equation (2) can be used to return an optimal 
policy (not stationary) denoted by \( (\delta(s_0)) \in \mathcal{D}_p \). 
With this notation: \( \forall s \in \mathcal{S}, \delta^*(s) = \delta(s_0)(s) \). Consider 
now a trajectory \( \tau^* = (s_1, s_2, \ldots, s_p) \) which maximizes 
\( \min_{i=0}^{p-1} \pi(s_{i+1} | s_i, \delta(s_0)(s_i)), \mu(s_p) \} \). This 
trajectory is called optimal trajectory of minimal size from \( s_0 \).

**Lemma 3.** Let \( \tau = (s_1, \ldots, s_p) \) be an optimal trajectory 
of minimal size from \( s_0 \). 
Then, \( \forall k \in \{1, \ldots, p - 1\}, u^*(s_k) \leq u^*(s_k) \).

**Proof.** Let \( k \in \{1, \ldots, p - 1\} \).
\begin{equation}
\begin{aligned}
\quad u^*(s_0) &= \min \left\{ \min_{i=0}^{p-1} \pi(s_{i+1} | s_i, \delta(s_0)(s_i)), \mu(s_p) \right\} \\
&\leq \min \left\{ \min_{i=k}^{p-1} \pi(s_{i+1} | s_i, \delta(s_0)(s_i)), \mu(s_p) \right\} \\
&\leq u^*(s_k) \quad \text{since } (u_p^*(s))_{p \in \mathbb{N}} \text{ is non-decreasing (Lemma 1)}.
\end{aligned}
\end{equation}

**Lemma 4.** Let \( \tau = (s_1, \ldots, s_p) \) be an optimal trajectory 
of minimal size from \( s_0 \) and \( k \in \{1, \ldots, p - 1\} \). 
If \( u^*(s_0) = u^*(s_k) \), then \( \delta^*(s_k) = \delta(s_k) \).

**Proof.** Suppose that \( u^*(s_0) = u^*(s_k) \). Since \( u^*(s_0) \leq u^*(s_k) \) (Lemma 3), 
we obtain that \( u^*(s_k) = u^*(s_k) \). The criterion in \( s_k \) is thus 
optimized within a \( (p - k) \)-horizon. Moreover a 
shorter horizon is not optimal: \( \forall m \in \{1, \ldots, p - k\}, \) 
\( u^*(s) < u^*(s_k) \) \( \text{i.e. with a } (p - k - m) \)-size 
horizon the criterion in \( s_k \) is not maximized. 
Indeed if the contrary was true, the criterion in \( s_0 \) 
would be maximized within a \( (p - m) \)-size horizon: the policy 
\( \delta^*(s_0), \delta^*(s_0), \ldots, \delta^*(s_{k-1}), \delta^*(s_k), \ldots, \delta^*(s_{p-m-1}) \) 
would be optimal. Indeed, 
\begin{equation}
\begin{aligned}
\quad u^*(s_0) &= \min \left\{ \min_{i=0}^{k-1} \pi(s_{i+1} | s_i, \delta(s_0)(s_i)), u^*(s_k) \right\} \\
&= \min \left\{ \min_{i=0}^{k-1} \pi(s_{i+1} | s_i, \delta(s_0)(s_i)), u^*(s_k) \right\}
\end{aligned}
\end{equation}
Then let $\tau = (s_1,\ldots,s_{p-k-m}) \in T_{p-k-m}$ be an optimal trajectory of minimal size from $s_k$. Setting $s_0 = s_k$, $\tau$ thus maximizes $u^*(s_k) = \min_{i=0}^{p-k-m-1} \pi \left( s_{i+1} | s_i, \delta(s_i) \right), (\mu(s_{p-k-m}))$. If $(s_1',\ldots,s_{p-m}') = (s_1,\ldots,s_{k-1},s_0,\ldots,s_{p-k-m})$, $u^*(s_0) = \min_{i=0}^{p-m-1} \pi \left( s_{i+1} | s_i, \delta(s_i) \right), (\mu(s_{p-m}'))$ i.e. $\exists p' < p$ such that $u^*(s_0) = u^*(s_0)$; it contradicts the assumption that $(s_1,\ldots,s_p)$ is an optimal trajectory of minimum size. Thus $p-k$ is the smallest integer such that $u^*_{p-k}(s_k) = u^*(s_k)$: we finally conclude that $\delta^*(s_k) := \delta_{0}^{(s_k)}(s_k) = \delta_{k}^{(s_k)}(s_k)$. \hfill $\square$

**Theorem 4.** Let $(\delta^*)$ be the policy returned by Algorithm 1; $\forall s_0 \in S$, there exists $p^* \leq \#S$ and a trajectory $(s_1,\ldots,s_{p^*})$ such that

$$u^*(s_0) = \min_{i=0}^{p^*-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), (\mu(s_{p^*}')), \quad \text{i.e.} \; \delta^* \text{ is an optimal policy.}$$

**Proof.** Let $s_0$ be in $S$ and $\tau$ be an optimal trajectory of minimal size $p$ from $s_0$. If $\forall k \in \{1,\ldots,p-1\}$, $\delta^*(s_k) := \delta_{0}^{(s_k)}(s_k) = \delta_{k}^{(s_k)}(s_k)$ then the criterion in $s_0$ is maximized with $(\delta^*)$ since it is maximized with $(\delta(s_0))$ and the optimality is shown. If not, let $k$ be the smallest integer in $\{1,\ldots,p-1\}$ such that $\delta_{0}^{(s_k)}(s_k) \neq \delta_{k}^{(s_k)}(s_k)$. Lemmas 3 and 4 ensure that $u^*(s_k) > u^*(s_0)$. Definition of $k$ ensures that $u^*(s_k) > u^*(s_i) \forall i \in \{0,\ldots,k-1\}$.

Reiterate beginning with $s_0^{(1)} = s_k$: let $p^{(1)}$ be the number of iterations until variable $u^*(s_0^{(1)})$ of the algorithm converges (the smallest integer such that $u^*(s_0^{(1)}) = u^*(s_0^{(1)}))$. Let $\tau^{(1)} \in T_{p^{(1)}}$, which maximizes $\min_{i=0}^{p^{(1)}-1} \pi \left( s_{i+1} | s_i, \delta_{i}^{(s_0^{(1)})}(s_i) \right), (\mu(s^{(1)})^{(1)})$ $(\tau^{(1)})$ is an optimal trajectory of minimal size from $s_k = s_0^{(1)}$. We select $k^{(1)}$ in the same way as previously and reiterate beginning with $s_0^{(2)} = s_{k^{(1)}}$ which is such that $u^*(s_0^{(2)}) > u^*(s_0^{(1)})$, and $u^*(s_0^{(2)}) > u^*(s_i) \forall i \in \{0,\ldots,k^{(1)}-1\}$ etc... Lemma 5 below shows that all selected states $(s_0^{(1)},\ldots,s_{k-1}^{(1)},s_0^{(2)},\ldots,s_{k^{(2)}-1}^{(2)},s_0^{(3)},\ldots)$ are different. Thus this selection process ends since $\#S$ is a finite set. The total number of selected states is denoted by $p^* = k + \sum_{i=1}^{q} k^{(i)} + p^{(q)}$ with $q \geq 0$ the number of new selected trajectories. Then the policy $(\delta^{'}) = (\delta_0,\ldots,\delta_{k-1}^{(1)},\ldots,\delta_{k^{(1)}-1}^{(2)},\ldots,\delta_{p^{(q)}}^{(q)})$ corresponds to $(\delta^*)$ over $\tau^* = (s_1,\ldots,s_{p^*})$

$$u^*(s_0) = \min_{i=0}^{k-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), u^*_{p-k}(s_k) \leq \min_{i=0}^{k-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), u^*(s_k) \leq \min_{i=0}^{k-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), \mu(s_{p^*}) \leq \min_{i=0,\ldots,p^*-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), \mu(s_{p^*})$$

The “$<$” signs are in fact “$=$” since otherwise we would find a policy such that $u(s_0, (\delta^{'}) > u^*(s_0)$. Thus $(\delta^{'})$ is optimal: $u^*(s_0) = \min_{i=0}^{p^*-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), (\mu(s_{p^*}))$ \hfill $\square$

**Lemma 5.** The process described in the previous proof in order to construct a trajectory maximizing the criterion with $(\delta^*)$ always selects different system states.

**Proof.** First, two equal states in the same selected trajectory $(\tau^m)$ would contradict the hypothesis that $p^m$ is the smallest integer such that $u^{p^m}_{s_0}(s_0^{(m)}) = u^*(s_0^{(m)})$. Indeed let $k$ and $l$ be such that $0 \leq k < l \leq p^m$ and suppose that $s_k^{(m)} = s_l^{(m)}$. For clarity in the next calculations, we omit “$m$”$: p = p^m$ and $\forall i \in \{0,\ldots,l\}$, $s_i = s_i^{(m)}$. $u^*_{p-k}(s_k) = \min_{i=0}^{l-k-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), u^*_{p-l}(s_k) \leq u^*_{p-l}(s_k)$. However $u^*_{p-k}(s_k) \geq u^*_{p-l}(s_k)$ (non-decreasing sequence). We finally get $u^*_{p-k}(s_k) = u^*_{p-l}(s_k)$, thus

$$u^*(s_0) = \min_{i=0}^{k-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), u^*_{p-k}(s_k)$$

$$= \min_{i=0}^{k-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), u^*_{p-l}(s_k)$$

$$= \min_{i=0,\ldots,k-1} \pi \left( s_{i+1} | s_i, \delta^*(s_i) \right), (\mu(s_{p}))$$

Consequently, a $(p^m - l + k)$-sized horizon is good enough to reach the optimal value: it is a contradiction. Finally, if we suppose that a state $s_0$ appears two times in the sequence of selected states, then this state belongs to two different selected trajectories $\tau^m$ and $\tau^{m'}$ (with $m' < m$). Lemma 3 and the definition of $k^m$ which implies that $u^*(s_0^{m'+1})$ is strictly greater than the criterion’s optimal values in each of the states $s_0^{(m')},\ldots,s_{k^m-1}^{(m')}$ requires that $u^*_{s_0^{(m')}}(s_0^{(m'+1)}) \leq u^*(s_0^{(m')}) < u^*(s_0^{(m'+1)})$. It is a contradiction because $u^*_{s_0^{(m'+1)}}(s_0^{(m'+1)}) \leq u^*(s_0^{(m')})$ since $m' < m$. \hfill $\square$
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Abstract

Many probabilistic inference tasks involve summations over exponentially large sets. Recently, it has been shown that these problems can be reduced to solving a polynomial number of MAP inference queries for a model augmented with randomly generated parity constraints. By exploiting a connection with max-likelihood decoding of binary codes, we show that these optimizations are computationally hard. Inspired by iterative message passing decoding algorithms, we propose an Integer Linear Programming (ILP) formulation for the problem, enhanced with new sparsification techniques to improve decoding performance. By solving the ILP through a sequence of LP relaxations, we get both lower and upper bounds on the partition function, which hold with high probability and are much tighter than those obtained with variational methods.

1 INTRODUCTION

Discrete probabilistic graphical models [18, 31] are often defined up to a normalization factor involving a summation over an exponentially large combinatorial space. Computing these factors is an important problem, as they are needed, for instance, to evaluate the probability of evidence, rank two alternative models, and learn parameters from data. Unfortunately, computing these discrete integrals exactly in very high dimensional spaces quickly becomes intractable, and approximation techniques are often needed. Among them, sampling and variational methods are the most popular approaches. Variational inference problems are typically solved using message passing techniques, which are often guaranteed to converge to some local minimum [30, 31], but without guarantees on the quality of the solution found. Markov Chain Monte Carlo [17, 21, 32] and Importance Sampling techniques [10, 11, 13] are asymptotically correct, but the number of samples required to obtain a statistically reliable estimate can grow exponentially in the worst case.

Recently, Ermon et al. [6] introduced a new technique called WISH which comes with provable (probabilistic) guarantees on the approximation error. Their method combines combinatorial optimization techniques with the use of universal hash functions to uniformly partition a large combinatorial space, originally introduced by Valiant and Vazirani to study the Unique Satisfiability problem and later exploited by Gomes et al. [13, 14] for solution counting. Specifically, they show that one can obtain the intractable normalization constant (partition function) of a graphical model within any desired degree of accuracy, by solving a polynomial number of MAP queries for the original graphical model augmented with randomly generated parity constraints as evidence. Although MAP inference is NP-hard and thus also intractable, this is a significant step forward as counting problems such as estimating the partition function are #P hard, a complexity class believed to be significantly harder than NP.

In this work, we investigate the class of MAP inference queries with random parity constraints arising from the WISH scheme. These optimization problems turn out to be intimately connected with the fundamental problem of maximum likelihood decoding of a binary code [3, 29]. We leverage this connection to show that the inference queries generated by WISH are NP-hard to solve and to approximate, even for very simple graphical models. Although generally hard in the worst case, message passing and related linear programming techniques [7] are known to be very successful in practice in decoding certain types of codes such as low density parity check (LDPC) codes [8].

∗ This work was supported by NSF Grant 0832782.
Inspired by the success of these methods, we formulate the MAP inference queries generated by WISH as Integer Linear Programs (ILP). Unfortunately, such queries are typically harder than traditional decoding problems because they involve more complex probabilistic models, and because universal hash functions naturally give rise to very “dense” parity constraints. To address this issue, we propose a technique to construct equivalent but sparser (and empirically easier to solve) parity constraints. Further, we introduce a more general version of WISH that relies directly on arbitrarily sparse parity constraints, thus giving rise to easier to solve MAP queries but providing weaker, one-sided guarantees on the approximation error for the partition function.

Our ILP formulation with sparsification techniques provides very good lower bounds on the partition function, while at the same time providing also upper bounds based on solving a sequence of LP relaxations. These upper bounds are much tighter than those obtained by tree decomposition and convexity [30]. This is a significant advance, because other state-of-the-art sampling based algorithms [10, 11, 13, 32] can usually provide probabilistic guarantees on lower bounds, but are not able to reason at all about upper bounds.

3 BACKGROUND

This paper extends previous work by Ermon et al. [6] who introduced an algorithm called WISH to estimate the partition function (2). WISH is a randomized approximation algorithm that gives a constant factor approximation of $Z$ with high probability. It involves solving a polynomial number of MAP inference queries for the graphical model conditioned on randomly generated evidence based on universal hashing.

3.1 FAMILIES OF HASH FUNCTIONS

A key ingredient of the WISH algorithm is the concept of pairwise independent hashing, originally introduced by Carter and Wegman [5] and later recognized as a tool that “should belong to the bag of tricks of every computer scientist” [33]. There are several in-depth expositions of the topic [cf. 12, 27, 28]. Here we will also make use of a weaker notion of hashing, called uniform hashing and defined as follows:

**Definition 1.** A family of functions $H = \{h : \{0,1\}^n \to \{0,1\}^m\}$ is called uniform if for $H \in_R H$ it holds that $\forall x \in \{0,1\}^n$, the random variable $H(x)$ is uniformly distributed in $\{0,1\}^m$.

Here we use the notation $H \in_R H$ to denote $H$ being chosen uniformly at random from $H$.

**Definition 2.** A family of functions $H = \{h : \{0,1\}^n \to \{0,1\}^m\}$ is called pairwise independent if it is uniform and for $H \in_R H$ it holds that $\forall x_1, x_2 \in \{0,1\}^n$ with $x_1 \neq x_2$, the random variables $H(x_1)$ and $H(x_2)$ are independent.

Many constructions of pairwise independent hash functions are known. A simple and well-known one was used by Ermon et al.:

**Proposition 1** ([6]). Let $A \in \{0,1\}^{m \times n}$, $b \in \{0,1\}^m$. The family $H^{n,m} = \{h_{A,b}(x) : \{0,1\}^n \to \{0,1\}^m\}$ where $h_{A,b}(x) = Ax + b$ mod 2 is a family of pairwise independent hash functions.
Algorithm 1 WISH \((w, n = \log_2 |X|, \delta, \alpha, \{H^{n,i}\})\)

\[
T \leftarrow \left\lceil \frac{\ln(1/\delta)}{\alpha \ln n} \right\rceil \\
\text{for } i = 0, \ldots, n \text{ do} \\
\quad \text{for } t = 1, \ldots, T \text{ do} \\
\quad \quad \text{Sample hash function } h_{A,b}^i \text{ uniformly from } H^{n,i} \\
\quad \quad w_i^t \leftarrow \max_\sigma w(\sigma) \text{ subject to } h_{A,b}^i(\sigma) = 0 \\
\quad \text{end for} \\
\text{end for} \\
\text{Return } M_0 + \sum_{i=0}^{n-1} M_{i+1}2^i
\]

3.2 THE WISH ALGORITHM FOR DISCRETE INTEGRATION

The basic idea behind WISH is to (implicitly) randomly partition the space of all possible configurations by universally hashing configurations into \(2^n\) buckets. This step is achieved using randomly generated parity constraints of the form \(Ax = b \mod 2\) which may also be viewed as logical XOR operations acting on the binary variables of the problem: \(A_{ij}x_1 \oplus A_{i2}x_2 \oplus \cdots \oplus A_{in}x_n = b_i\). A combinatorial optimization solver is then used to find a configuration with the largest weight within a single bucket. This corresponds to solving a MAP query, i.e., solving an optimization problem subject to (randomly generated) parity constraints. By varying the number of buckets and repeating the process a small number of times, this strategy provably yields an estimate of the intractable normalization factor (2) within any desired degree of accuracy, with high probability and using only a polynomial number of MAP queries. For completeness, we provide the pseudocode for WISH as Algorithm 1, modified to have the hash families \(H^{n,i}, i \in \{0, 1, \ldots, n\}\), as parameters whose variations we will consider later\(^1\). We will write WISH\((\{H^{n,i}\})\) when the values of the other parameters are implicit.

Although MAP inference itself is an NP-hard problem, this strategy is still desirable considering that computing \(Z\) is a \#P-hard problem, a complexity class believed to be even harder than NP. In practice, Ermon et al.\(^6\) showed that the resulting MAP inference can be solved reasonably well using a state-of-the-art MAP inference engine called Toulbar\(^1\), which was extended with custom propagators for parity constraints.

Theorem 1 (\([6]\)). For any \(\delta > 0\), positive constant \(\alpha \leq 0.0042\), and the hash families \(H^{n,i}\) given by Proposition 1, WISH\((\{H^{n,i}\})\) makes \(\Theta(n \ln n \ln 1/\delta)\) MAP queries and, with probability at least \((1 - \delta)\), outputs a 16-approximation of \(Z = \sum_{\sigma \in X} w(\sigma)\).

Further, even if the MAP instances in the inner loop of Algorithm 1 are not solved to optimality, the output of the algorithm using suboptimal MAP solutions is an approximate lower bound for \(Z\) (specifically, no more than \(16Z\)) with probability at least \(1 - \delta\). If suboptimal solutions are within a constant factor \(L\) of the optimal, then the output is a 16\(L\)-approximation of \(Z\) with probability at least \((1 - \delta)\)\(^6\). Similarly, if one has access to upper bounds to the values of the MAP instances, the output of the algorithm using these upper bounds is an approximate upper bound (specifically, at least \(1/16Z\)) for \(Z\) with probability at least \((1 - \delta)\).

3.3 IMPROVING WISH: HASHING USING TOEPLITZ MATRIX

The performance of Algorithm 1 can be improved by constructing pairwise independent hash functions not by choosing \(A \in_R \{0, 1\}^{i \times n}\) but rather letting \(A\) be a random \(i \times n\) Toeplitz matrix\(^{24}\). Specifically, the first column and row of \(A\) are filled with uniform i.i.d. Bernoulli variables in \(\{0, 1\}\). The value of each entry is then copied into the corresponding descending top-left to bottom-right diagonal. This process requires \(n + i - 1\) random bits rather than \(ni = O(n^2)\). Let \(T(m, n) \subseteq \{0, 1\}^{m \times n}\) be the set of \(m \times n\) Toeplitz matrices with 0,1 entries. Then:

Proposition 2 (\([12, 27]\)). Let \(A \in T(m, n), b \in \{0, 1\}^{m}\). The family \(H^{n,m}_T = \{h_{A,b}^{n,m}(x) : \{0,1\}^n \rightarrow \{0,1\}^m\} \) where \(h_{A,b}^{n,m}(x) = Ax + b \mod 2\) is a family of pairwise independent hash functions.

WISH\((\{H^{n,m}_T\})\) still provides the same theoretical guarantees as Theorem 1 but has a more deterministic and stable behavior as it requires only \(\Theta(n^2 \log n)\) random bits rather than \(\Theta(n^3 \log n)\).

4 CONNECTIONS WITH CODING THEORY

For a problem with \(n\) binary variables, WISH requires solving \(\Theta(n \log n)\) optimization instances. If these optimizations could be approximated (within a constant factor of the true optimal value) in polynomial time, this would give rise to a polynomial time algorithm that yields, with high probability, a constant factor approximation for the original counting problem. Note that this is a reasonable assumption, because perhaps the most interesting \#P complete counting problems are those whose corresponding decision problem are easy, e.g., counting weighted matchings in a graph (computing the permanent). A natural question arises: are there interesting counting problems for which we can approximate \(\max_{\sigma \in X} w(\sigma)\) subject to \(A\sigma = b \mod 2\) in polynomial time?
To shed some light on this question, we show a connection with a decision problem arising in coding theory:

**Definition 3 (MAXIMUM-LIKELIHOOD DECODING).** Given a binary \( m \times n \) matrix \( A \), a vector \( b \in \{0, 1\}^m \), and an integer \( w > 0 \), is there a vector \( z \in \{0, 1\}^n \) of Hamming weight \( \leq w \), such that \( Az = b \mod 2 \)?

As noted by Vardy [29], Berlekamp et al. [3] showed that this problem is NP-complete with a reduction from 3-DIMENSIONAL MATCHING. Further, Stern [26] and Arora et al. [2] proved that even approximating within any constant factor the solution to this problem is NP-hard.

These hardness results restrict the kind of problems we can hope to solve in our setting, which is more general. In fact, we can define a graphical model with single variable factors \( \psi_i(x_i) = \exp(-x_i) \) for \( x_i \in \{0, 1\} \). Let \( S = \{ x \in \{0, 1\}^n : Ax = b \mod 2 \} \). Then

\[
\max_{x \in S} w(x) = \max_{x \in S} \prod_{i=1}^{n} \psi_i(x_i) = \exp \left( \max_{x \in S} \sum_{i=1}^{n} \log \psi_i(x_i) \right)
\]

\[= \exp \left( \max_{x \in S} -H(x) \right) = \exp \left( -\min_{x \in S} H(x) \right)\]

where \( H(x) \) is the Hamming weight of \( x \). Thus, MAXIMUM-LIKELIHOOD DECODING of a binary code is a special case of MAP inference subject to parity constraints, but on a simple (disconnected) factor graph with factors acting only on single variable nodes. Intuitively, in the context of coding theory, there is a variable for each transmitted bit, and factors capture the probability of a transmission error on each bit. Thus there are no interactions between the variables, except for the ones introduced by the parity constraints \( Ax = b \mod 2 \), while in our context we allow for more complex probabilistic dependencies between variables specified as in Eq. (1). We therefore have the following theorem:

**Theorem 2.** Given a binary \( m \times n \) matrix \( A \), a vector \( b \in \{0, 1\}^m \), and \( w(x) \) as in Equation (3), the following optimization problem

\[
\max_{x \in \{0, 1\}^n} \log w(x) \text{ subject to } Ax = b \mod 2
\]

is NP-hard to solve and to approximate within any constant factor.

Connections with coding theory is even deeper, and is not just an artifact of the particular hash function construction used. In fact, there is an intimate connection and a correspondence between universal hash functions and (binary) codes, where one can construct hash functions from binary codes and vice versa [27].

### 4.1 MESSAGE PASSING DECODING

Iterative Message Passing (MP) methods are among the most widely used decoding techniques. Although the decoding problem is computationally intractable, they usually have very good performance in practice [7, 19]. Since we can represent parity constraints as additional factors in our original factor graph model, MP techniques can also be heuristically applied to solve the more general MAP inference queries with parity constraints generated by WISH. Specifically, although a parity constraint over \( k \) variables would require a conditional probability table (CPT) of size \( 2^k \) to be specified, efficient Dynamic-Programming-based updates for parity constraints are known, see e.g. [19]. These updates have complexity which is linear in \( k \), and thus, by representing parity constraints implicitly, we can directly use these techniques.

### 5 INTEGER PROGRAMMING FORMULATION

The NP-hard combinatorial optimization problem \( \max_w w(\sigma) \) subject to \( Ax = b \mod 2 \) can be formulated as an Integer Program [4]. This is a promising approach because Integer Linear Programs and related Linear programming (LP) relaxations have been shown to be a very effective at decoding binary codes by Feldman et al. [7]. Further, the empirically successful iterative message-passing decoding algorithms are closely related to LP relaxations of certain Integer Programs, either because they are directly trying to solve an LP or its dual like the MPLP and TRWBP [9, 25, 30], or attempting to approximately solve a variational problem over the same polytope like Loopy Belief Propagation [31].

#### 5.1 MAP INFEERENCE AS AN ILP

For simplicity, we consider the case of binary factors (pairwise interactions between variables), where equation (3) simplifies to

\[
w(x) = \prod_{i \in V} \psi_i(x_i) \prod_{(i,j) \in E} \psi_{ij}(x_i, x_j)
\]

for some edge set \( E \). Rewriting in terms of the logarithms, the unconstrained MAP inference problem can be stated as \( \max_{x \in \{0, 1\}^n} \sum_{i \in V} \theta_i(x_i) + \sum_{(i,j) \in E} \theta_{ij}(x_i, x_j) \) which can be written as an Integer Linear Program using binary indicator variables \( \{ \mu_i, i \in V \} \) and \( \{ \mu_{ij}(x_i, x_j), (i, j) \in E, x_i \in \{0, 1\}, x_j \in \{0, 1\} \} \) as follows [31]:

\[
\max_{\mu_i, \mu_{ij}(x_i, x_j)} \sum_{i \in V} \theta_i(1)\mu_i + \theta_i(0)(1-\mu_i) + \sum_{(i,j) \in E} \sum_{x_i, x_j} \theta_{ij}(x_i, x_j)\mu_{ij}(x_i, x_j)
\]
subject to
\[
\forall i \in V, (i, j) \in E, \quad \sum_{x_j \in \{0, 1\}} \mu_{i,j}(0, x_j) = 1 - \mu_i
\]
\[
\forall i \in V, (i, j) \in E, \quad \sum_{x_j \in \{0, 1\}} \mu_{i,j}(1, x_j) = \mu_i
\]
\[
\forall i \in V, (i, j) \in E, \quad \sum_{x_i \in \{0, 1\}} \mu_{i,j}(x_i, 0) = 1 - \mu_j
\]
\[
\forall i \in V, (i, j) \in E, \quad \sum_{x_i \in \{0, 1\}} \mu_{i,j}(x_i, 1) = \mu_j
\]

5.2 PARITY CONSTRAINTS
There are several possible encodings for the parity constraints $A \sigma = b \mod 2$, defining the so-called parity polytope over $\sigma \in \mathbb{R}^n$. We summarize them next. Let $J$ be the set of parity constraints (one entry per row of $A$). Let $\mathcal{N}(j)$ be the set of variables the $j$-th parity constraint depends on, namely the indexes of the non-zero columns of the $j$-th row of $A^2$. We’ll refer to $|\mathcal{N}(j)|$ as the length of the $j$-th XOR.

5.2.1 Exponential polytope representation
The simplest encoding is due to Jeroslow [16]. It requires that for all $j \in J$, $S \subseteq \mathcal{N}(j)$, and $|S|$ odd, the following should hold
\[
\sum_{i \in S} \mu_i + \sum_{i \in (\mathcal{N}(j) \setminus S)} (1 - \mu_i) \leq |\mathcal{N}(j)| - 1
\]
Clearly, this requires a number of constraints that is exponential in the length of the XOR.

Another representation exponential in the length of the parity constraint is due to Feldman et al. [7]. For each $S$ in the set $E_j = \{S \subseteq \mathcal{N}(j) : |S| \text{ even}\}$ there is an extra binary variable $w_{j,S} \in \{0, 1\}$. It requires
\[
\forall j \in J, \forall S, w_{j,S} = 1 \quad \text{and} \quad \forall j \in J, \forall i \in \mathcal{N}(j), \mu_i = \sum_{S \in E_j : i \in S} w_{j,S}.
\]

5.2.2 Compact polytope representation
Yannakakis [34] introduced the following compact representation which requires only $O(n^3)$ variables and constraints, where $n$ is the number of variables. For each constraint $j$, define $T_j = \{0, 2, \cdots, 2 \lfloor |\mathcal{N}(j)|/2 \rfloor\}$ as the set of even numbers between 0 and $|\mathcal{N}(j)|$.

- for all $j \in J$ and for all $k \in T_j$ we have a binary variable $\alpha_{j,k} \in \{0, 1\}$
- for all $j \in J$ and for all $k \in T_j$ and for all $i \in \mathcal{N}(j)$ we have a binary variable $z_{i,j,k} \in \{0, 1\}$, $0 \leq z_{i,j,k} \leq \alpha_{j,k}$

\(2\)To represent the desired parity of the $j$-th constraint imposed by $b_j$ we use a dummy variable $d = 1$, and include $d$ in $\mathcal{N}(j)$ whenever $b_j = 1$.

Then the following constraints are enforced:
\[
\forall i \in V, j \in \mathcal{N}(i), \quad \mu_i = \sum_{k \in T_j} z_{i,j,k}
\]
\[
\forall j \in J, \quad \sum_{k \in T_j} \alpha_{j,k} = 1
\]
\[
\forall j \in J, \forall k \in T_j, \quad \sum_{i \in \mathcal{N}(j)} z_{i,j,k} = k \alpha_{j,k}
\]

For any set of parity constraints, these 3 encodings are equivalent, in the sense that the subset of $\{\mu_i\}$ satisfying the constraints is the same [7]. Thus, the corresponding MAP inference problems are also equivalent, as the objective function, by expressing each $\mu_{i,j}$ in terms of the $\{\mu_i\}$ variables, can be re-written as a (possibly non-linear) function of only $\{\mu_i\}$.

5.3 SOLVING INTEGER PROGRAMS
Solving ILPs typically relies on solving a sequence of Linear Programming (LP) relaxations obtained by relaxing the integrality constraints. The solution to the relaxation provides an upper bound to the original integer maximization problem. Since LP can be solved in polynomial time, using Theorem 1 and following remarks we have a polynomial time method to obtain approximate upper bounds on the partition function which hold with high probability, although without tightness guarantees. Notice that upper bounds of this form could also be obtained using message passing techniques such as MPLP or TRWB [9, 25, 30], which can also provide upper bounds to the values of the MAP inference queries in the inner loop of WISH.

IP solvers such as IBM ILOG CPLEX Optimization Studio [15] solve a sequence of LP relaxations based on branching on the problem’s variables, iteratively improving the upper bound and keeping track of the best integer solution found, until lower and upper bounds match. Thus, one advantage of using an IP solver over standard Message Passing techniques is that the upper and lower bounds improve over time, and it is guaranteed to eventually provide an optimal solution for the original integer problem. In Figure 1 we plot the upper bound reported by CPLEX as a function of runtime for a random $10 \times 10$ Ising model with mixed interactions. It’s clear that there is quickly a dramatic improvement over the value of the basic LP relaxation, which is the value reported by CPLEX around time zero, and that the upper bound keeps improving although at a slower rate. We note that other techniques such as by Sonntag et al. [25] could also be used to iteratively tighten the LP relaxation, and might lead to better scaling behavior on certain classes of very large problems [35].
5.4 INDUCING SPARSITY

As we have shown, solving MAP inference queries subject to parity constraints is hard in general. However, adding parity constraints can sometimes make the optimization easier. For example, when $A$ is the identity matrix, enforcing $Ax = b \mod 2$ corresponds to fixing the values of all variables and leads to a trivial optimization problem. Empirically, sparse constraints, such as the ones used in low density parity check (LDPC) codes from Gallager [8], tend to be much easier to solve. Unfortunately, constructions in both Propositions 1 and 2 to create pairwise independent hash functions require parity constraints that are of average length $n/2$, i.e., the corresponding matrix $A$ is not sparse.

A set of parity constraints specified through matrices $A, b$ defines a set of solutions $S = \{ x \in \{0,1\}^n : Ax = b \}$, which is the translated nullspace of the matrix $A$. The nullspace is a vector space, defined with operations over the finite field $\mathbb{F}(2)$, i.e., modular arithmetic. Exploiting basic linear algebraic properties, it can be shown that applying elementary row operations to $[A | b]$ does not change the solution set $S$ and thus the optimization problem. On the other hand, the parity polytope we described earlier is not a function of the solution set $S$ but depends explicitly on the form of the matrices $A$ and $b$. This fact was also noted by Feldman et al. [7], who showed that a new matrix $[A' | b']$ constructed from $[A | b]$ by adding new rows that are linear combinations of the rows of $[A | b]$ can lead to a tighter LP relaxation, although $Ax = b$ and $A'x = b'$ define the same solution set $S$ (because the constraints added are all implied).

In this paper we propose to exploit these facts and rewrite the constraints in a form that is equivalent, i.e., defines the same set of solutions, but is easier to solve. Specifically, given a set of parity constraints specified through matrices $A, b$ we look for matrices $A', b'$ that define the same set of solutions, namely $\{ x \in \{0,1\}^n : Ax = b \} = \{ x \in \{0,1\}^n : A'x = b' \}$ but are much sparser, namely $||[A' | b']||_1 \ll ||[A | b]||_1$. Unfortunately, even finding a sparse linear combination of the rows is computationally intractable, as it can be seen as an instance of MAXIMUM-LIKELIHOOD DECODING, where the code is given in terms of the generators (the rows of $A$) rather than the check matrix. We therefore propose to use two approaches:

- Perform Gauss-Jordan elimination on $[A | b]$ to convert $[A | b]$ to reduced row echelon form;
- Try all combinations of up to $k$ rows $r_1, \ldots, r_k$ of $[A | b]$, and if their sum $r_1 \oplus \cdots \oplus r_k$ is sparser than any of the $r_i$, substitute $r_i$ with $r_1 \oplus \cdots \oplus r_k$.

Both techniques are based on elementary row operations and therefore are guaranteed to maintain the solution set $S$ and to improve sparsity.

In Figure 2 we show the median upper and lower bounds found by CPLEX for several randomly generated constraints on a random $10 \times 10$ Ising grid model with mixed interactions. Starting with a matrix $A$ generated using the Toeplitz matrix construction in Proposition 2, we run CPLEX for 10 minutes with and without sparsification, reporting the best upper and lower bounds found. We see that without any preprocessing (NoPre) CPLEX fails at finding any integer solution when there are more than 15 parity constraints. Performing Gauss-Jordan elimination (Diag) significantly improves both the upper bound and the lower bound. The effect is particularly significant for a large number of constraints, when the reduced row echelon form of $A$ is close to the identity matrix. Adding the additional greedy substitution step (DiagGreedy, looking at all combinations of up to $k = 4$ rows) slightly improves the quality of the upper bound, but the lower bound significantly degrades. Therefore, for the rest of the paper we will use only Gauss-Jordan elimination preprocessing.

6 LOWER BOUNDS: SHORT XORS

As mentioned in Section 3.2, one practical way to obtain lower bounds from the WISH algorithm is to use suboptimal solutions of the underlying MAP inference problems. Here we explore a different way, namely, using sparse or short parity constraints (XORs), which are often easier for constraint solvers to reason about. This results in a family of hash functions that is uniform but not pairwise independent, leading to a weaker but practically valuable version of Theorem 1.
6.1 WISH WITH UNIFORM HASHING

Fix any subset $A^{m \times n} \subseteq \{0, 1\}^{m \times n}$ of $m \times n$ matrices. We will later create short XORs by choosing $A^{m \times n}$ such that every row of every matrix in this set has only $k \ll n/2$ non-zero entries.

**Proposition 3.** Let $A \in A^{m \times n}$ and $b \in \{0, 1\}^m$. The family $H^{n,m} = \{h_{A,b}(x) : \{0, 1\}^n \rightarrow \{0, 1\}^m\}$ where $h_{A,b}(x) = Ax + b \mod 2$ is a family of uniform hash functions.

**Proof.** Let $x \in \{0, 1\}^n$, $A \in_R A^{m \times n}$, $b \in_R \{0, 1\}^m$, and $a_i$ denote the $i$-th row of $A$. Then, for all $i$:

$$
\Pr[a_i \oplus b_i = 0] = \sum_{v \in \{0, 1\}^n} \Pr[a_i = v] \Pr[v \oplus b_i = 0] = \sum_{v \in \{0, 1\}^n} \Pr[a_i = v] \Pr[b_i = v \mod 2] = \sum_{v \in \{0, 1\}^n} \Pr[a_i = v] \frac{1}{2} = \frac{1}{2}
$$

Hence, $\Pr[Ax+b \equiv 0 \mod 2] = \prod_i \Pr[a_i \oplus b_i = 0 \mod 2] = \frac{1}{2^n}$ for any $x$, proving uniformity. \hfill $\square$

With such a family of hash functions, Theorem 1 as such does not hold, but the following weaker, one-directional version still does:

**Theorem 3.** For any $\delta > 0$, positive constant $\alpha \leq 0.0042$, and families $H^{n,i}$ of uniform (but not necessarily pairwise independent) hash functions, with probability at least $(1 - \delta)$, WISH($H^{n,i}$) outputs an estimate no larger than $16Z = 16 \sum_{\sigma \in \mathcal{X}} w(\sigma)$.

In other words, even without pairwise independence, the output divided by 16 is a lower bound with high probability. To prove this result, we employ a proof strategy similar to the one used by Ermon et al. [6].

For completeness, we start by stating some definitions we borrow from that work:

**Definition 4 ([6]).** Fix an ordering $\sigma_i, 1 \leq i \leq 2^n$, of the configurations in $\mathcal{X}$ such that for $1 \leq j < 2^n$, $w(\sigma_j) \geq w(\sigma_{j+1})$. For $i \in \{0, 1, \cdots, n\}$, define $b_i \triangleq w(\sigma_i)$. Define a special bin $B \triangleq \{\sigma_1\}$ and, for $i \in \{0, 1, \cdots, n-1\}$, define bin $B_i \triangleq \{\sigma_{2i+1}, \sigma_{2i+2}, \cdots, \sigma_{2i+1+i}\}$.

Next we prove a new bound on $M_i$ that holds regardless of pairwise independence:

**Lemma 1.** Suppose $h_{A,b}^i$ is chosen from a family $H^{n,i}$ of universal (but not necessarily pairwise independent) hash functions. Let $M_i = \text{Median}(w_1, \cdots, w_T)$ be defined as in Algorithm 1 and $b_i$ as in Definition 4. Then, for all $c \geq 2$, there exists an $\alpha^*(c) > 0$ such that for $0 < \alpha \leq \alpha^*(c)$,

$$
\Pr[M_i \leq b_{\max(i-c,0)}] \geq 1 - \exp(-\alpha T)
$$

**Proof.** The statement trivially holds when $i - c \leq 0$. Otherwise, let us define the set of the $2^i$ heaviest configurations as in Definition 4, $X_i = \{\sigma_1, \sigma_2, \cdots, \sigma_{2^i}\}$. Define the following random variable $S_j(h_{A,b}^i) = \sum_{\sigma \in X_j} \mathbb{1}_{\{\sigma \mid A\sigma \equiv b \mod 2\}}$ which gives the number of elements of $X_j$ satisfying the random parity constraints $A\sigma \equiv b \mod 2$. The randomness is over the choice of $A$ and $b$ when $h_{A,b}^i$ is sampled from $H^{n,i}$. Since $H^{n,i}$ is a family of uniform hash functions, by definition for any $\sigma$ the random variable $\mathbb{1}_{\{A\sigma \equiv b \mod 2\}}$ is Bernoulli distributed with probability $1/2^i$. Then it follows that $E[S_j(h_{A,b}^i)] = \sum_{\sigma \in X_j} \mathbb{1}_{\{\sigma \mid A\sigma \equiv b \mod 2\}} = \frac{|X_j|}{2^i} = 2^{i-c}$.

The random variable $w_i$ is defined as $w_i = \max_{\sigma} w(\sigma)$ subject to $A\sigma \equiv b \mod 2$. Then we have:

$$
\Pr[w_i \leq b_j] = \Pr[w_i \leq w(\sigma_{2^i})] \geq \Pr[S_j(h_{A,b}^i) < 1]
$$

which is the probability that no configuration from $X_j$ satisfies $i$ randomly chosen parity constraints. Notice that $S_j(h_{A,b}^i)$ is non-negative, hence from Markov’s Inequality, $\Pr[S_j(h_{A,b}^i) \geq 1] \leq E[S_j(h_{A,b}^i)] = 2^{i-c}$. Thus for $j = i - c$ and $c \geq 2$, we have:

$$
\Pr[w_i \leq b_{i-c}] \geq \Pr[S_{i-c}(h_{A,b}^i) < 1] \geq 1 - 2^{-c} \geq 3/4
$$

Finally, since $w_1^i, \cdots, w_T^i$ are i.i.d. realizations of $w_i$, we can apply Chernoff’s Inequality to the corresponding indicator variables $I_t = \mathbb{1}(w_i^t \leq b_{i-c})$ each with mean $\geq 3/4$ and obtain:

$$
\Pr[M_i \leq b_{i-c}] = \Pr\left[\sum_{t} I_t \geq T/2\right] \geq 1 - \exp(-\alpha^*(c)T)
$$

where $\alpha^*(2) = (2/3 - 1/2)^2 = 1/8$. \hfill $\square$

With this new lemma, we have all we need to prove Theorem 3. The proof is similar to the one of Theorem 1 and is not included for space reasons.
As briefly alluded to earlier, we will use short XORs in order to make MAP inference more efficient in practice. Specifically, we will choose $A$ uniformly from $A_{0}^{m \times n} \subseteq \{0, 1\}^{m \times n}$, which is the set of matrices such that every row has only $k$ non-zero entries, where $k$ will typically be much smaller than $n/2$. In general, smaller values of $k$ lead to faster execution of WISH but at the cost of weaker lower bounds.

Figure 3 compares several approaches to solve the MAP inference problems constrained by random parity constraints for a $10 \times 10$ Ising grid model with attractive and mixed interactions (external field $f = 1.0$ and weight $w = 3.0$; see below for a formal description of the probabilistic model used). We compare three message passing approaches, namely Belief Propagation (BP), Max-Product (MP), and MPLP [9], and two combinatorial optimization solvers, namely Toulbar [1] and CPLEX 12.3 [15], both with a 1 minute time limit. We show the median value of the solution found over 50 realizations, for each number of parity constraints added. We run the Message Passing methods until they find a feasible solution satisfying the parity constraints or up to 10000 iterations. If no feasible solution is found, we round the final beliefs to an integer solution and project it on the feasible set by solving the linear equations with Gaussian Elimination, thus changing the value of some of the variables. For this problem, using “long” parity constraints of length 50, Message Passing methods can only find feasible solutions for up to 10 constraints (consistent with CPLEX performance in Figure 2). In contrast, as shown in Figure 3, using short XORs of length 4 (typical values encountered e.g. for low density parity check codes), Message Passing methods can find feasible solutions for up to about 40–50 constraints, at which point there is a significant performance drop caused by the need for a projection step. We see that for the attractive case, Message Passing methods are competitive with combinatorial optimization approaches but only for a moderate number of constraints. In the more challenging mixed interactions case, CPLEX and Toulbar appear to be clearly superior. We think the the unsatisfactory performance of message passing techniques (compared e.g. to when used for LDPC decoding) is caused by the more complicated probabilistic dependencies imposed by the Ising model, which is much more intricate than a typical transmission error model.

7 EXPERIMENTS

We evaluate the performance of WISH augmented with Toeplitz-matrix based hash functions (from Proposition 2) and CPLEX 12.3 [15] to solve the ILP formulation of the MAP queries. All the optimization instances are solved in parallel on a compute cluster, with a timeout of 10 minutes on Intel Xeon 5670 3GHz machines. We use Gauss-Jordan elimination preprocessing to improve the quality of the LP relaxations. We use a Jaroslow encoding for parity constraints $j \in J$ such that $|N(j)| \leq 10$, and the Yannakakis encoding otherwise. We evaluate the lower bound and upper bounds for the partition functions of $M \times M$ grid Ising models for $M \in \{10, 15\}$, with random interactions (positive and negative) and external field $f \in \{0,1,0\}$. Specifically, there are $M^2$ binary variables, with single node potentials $\psi_i(x_i) = \exp(f_i x_i)$ and pairwise interactions $\psi_{ij}(x_i,x_j) = \exp(w_{ij} x_i x_j)$, where $w_{ij} \in [−w,w]$ and $f_i \in [−f,f]$.

We compare with Loopy BP [23] which estimates $Z$, Tree Reweighted BP [30] which gives a provable upper bound, and the Mean Field approach [31] which gives a provable lower bound. We use the implementations in the LibDAI library [22] and compare with ground truth obtained using the Junction Tree method [20].

Figure 4 shows the error in the resulting estimates, together with the upper and lower bounds obtained with WISH augmented with Toeplitz-matrix hashing and CPLEX. We immediately see that our lower bounds
are highly accurate (error close to 0), which means that the lower bounds provided by CPLEX for the ILPs must be close to optimality. Similarly good lower bounds can also be obtained using the original WISH algorithm [6], and also using SampleSearch [11]. However, neither SampleSearch nor the original WISH (without LP relaxations) provide upper bound guarantees, only the TRWBP approach does. Specifically, the original WISH algorithm with Toulbar [1] provides an upper bound only upon proving optimality for all optimization instances in the inner loop. In contrast, the ILP formulation provides us with anytime and gradually improving upper bounds based on LP relaxations (cf. Figure 1), often well before it can actually solve the problems to optimality (which might not be possible on larger instances) or, in principle, even before it can find a feasible solution. Figure 4 shows that our upper bounds are significantly tighter than the ones obtained using TRWBP in the hard weights region. Further, our ILP approach is guaranteed to eventually give an accurate answer, within a constant factor, given enough time. In contrast, message passing techniques are usually quite fast (if they converge) but do not provide better results with more runtime.

8 CONCLUSIONS

We explored several extensions of the recent WISH [6] algorithm for computing discrete integrals. First, we used a better, more deterministic and thus more stable construction for pairwise independent hash functions. Using a connection with max-likelihood decoding of binary codes, we showed that the MAP inference queries generated by WISH are in general not polynomial time solvable or even approximable. On the positive side, this led to the use of an ILP formulation for the problem, inspired by iterative message passing decoding. To increase the practicality of the ILP approach, we sparsified parity constraints while preserving their desirable properties. Further, we extended WISH to directly utilize uniform but not necessarily pairwise independent hash functions, leading to computationally easier optimization problems while still providing probabilistic lower bound guarantees. Finally, we showed that by solving a sequence of LP relaxations we can obtain not only very accurate lower bounds but also upper bounds that are much tighter than the ones provided by TRWBP, which is based on tree decomposition and convexity.
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Abstract

Popular Monte-Carlo tree search (MCTS) algorithms for online planning, such as \( \varepsilon \)-greedy tree search and UCT, aim at rapidly identifying a reasonably good action, but provide rather poor worst-case guarantees on performance improvement over time. In contrast, a recently introduced MCTS algorithm \textbf{BRUE} guarantees exponential-rate improvement over time, yet it is not geared towards identifying reasonably good choices right at the go. We take a stand on the individual strengths of these two classes of algorithms, and show how they can be effectively connected. We then rationalize a principle of “selective tree expansion”, and suggest a concrete implementation of this principle within MCTS. The resulting algorithms favorably compete with other MCTS algorithms under short planning times, while preserving the attractive convergence properties of \textbf{BRUE}.

1 INTRODUCTION

Markov decision processes (MDPs) are a standard model for planning under uncertainty [19]. An MDP \((S, A, Tr, R)\) is defined by a set of possible agent states \(S\), a set of agent actions \(A\), a stochastic transition function \(Tr : S \times A \times S \rightarrow [0, 1]\), and a reward function \(R : S \times A \times S \rightarrow \mathbb{R}\). The current state of the agent is fully observable, and the objective of the agent is to act so to maximize its accumulated reward. In the finite horizon setting considered here, the reward is accumulated over some predefined number of steps \(H\).

The description of the MDP is assumed to be concise, and, depending on the problem domain and the representation language, it can be either declarative or generative (or mixed). While declarative models provide the agents with greater algorithmic flexibility, generative models are more expressive, and both types of models allow for simulated execution of all feasible action sequences, from any state of the MDP.

In online planning for MDPs, the agent focuses on its current state only, deliberates about the set of possible policies from that state onwards and, when interrupted, uses the outcome of that exploratory deliberation to choose what action to perform next. The quality of the action \(a\), chosen for state \(s\) with \(H\) steps-to-go, is assessed in terms of the probability that \(a\) is sub-optimal, or in terms of the (closely related) measure of simple regret. The latter captures the performance loss that results from taking \(a\) and then following an optimal policy \(\pi^*\) for the remaining \(H - 1\) steps, instead of following \(\pi^*\) from the beginning [5].

With a few recent exceptions developed for declarative MDPs [4, 16, 7], most algorithms for online MDP planning constitute variants of what is called Monte-Carlo tree search (MCTS) [23, 18, 15, 9, 8, 21, 25]. Most MCTS algorithms for online planning, such as \(\varepsilon\)-greedy tree search and UCT, aim at rapidly identifying a reasonably good action, but offer only polynomial-rate reduction of simple regret over the deliberation time. In contrast, a recently introduced MCTS algorithm \textbf{BRUE} guarantees exponential-rate reduction of simple regret over time, yet it does not make special efforts to home in on a reasonable alternative fast [11]. Of course, “good” is often the best one can hope for in large MDPs of interest under practically reasonable deliberation-time allowances. Therefore, as we reconfirm by an evaluation on benchmarks from the recent probabilistic planning competition, \textbf{BRUE} is often empirically inferior to its (guarantees-wise inferior) competitors.

Reflecting on the differences between the two types of algorithms, here we show that \textbf{BRUE} can be redesigned to perform extremely well also under early interruptions of planning, and this without compromising much neither the long-term empirical performance nor theoretical guarantees. We do that in two
In MDPs, there is no reason to distinguish between nodes associated with the same state at the same depth. Hence, the graph $T$ constructed by MCTS instances typically forms a DAG. Nevertheless, for consistency with prior literature, we stay with the term “tree”.

---

2 BACKGROUND

Henceforth, $\Pi$ denotes the set of all valid policies for the MDP in question, $A(s) \subseteq A$ denotes the actions applicable in state $s$, the operation of drawing a sample from a distribution $\mathcal{D}$ over set $\mathcal{N}$ is denoted by $\sim \mathcal{D}[\mathcal{N}]$, $\mathcal{U}$ denotes uniform distribution, and $[n]$ for $n \in \mathbb{N}$ denotes the set $\{1, \ldots, n\}$.

2.1 CANONICAL MCTS SCHEME

MCTS, a canonical scheme underlying various MCTS algorithms for online MDP planning, is depicted in Figure 1a. Starting with the current state $s_0$, MCTS performs an iterative construction of a tree $T$ rooted at $s_0$. At each iteration, MCTS rolls out a state-space sample $\rho$ from $s_0$, which is then used to update $T$. First, each state/action pair $(s, a)$ is associated with a counter $n(s, a)$ and a value accumulator $\hat{Q}(s, a)$, both initialized to 0. When a sample $\rho$ is rolled out, for all states $s_t \in \rho \cap T$, $n(s_t, a_{t+1})$ and $\hat{Q}(s_t, a_{t+1})$ are updated on the basis of $\rho$ by the UPDATE-NODE procedure. Second, $T$ can also be expanded with any part of $\rho$: The standard choice is to expand $T$ with only the first state along $\rho$ that is new to $T$. In any case, once the sampling is interrupted, MCTS uses the information stored at the tree’s root to recommend an action to perform in $s_0$.

Figure 1: (a) Monte-Carlo tree search template, and (b) the UCT specifics.

Numerous concrete instances of MCTS have been proposed, with $\varepsilon$-greedy [23] probably being the most widely known, and UCT [15] and its modifications [9, 24] being the most popular such instances these days [12, 22, 3, 2, 10, 14]. Concrete instances of MCTS vary mostly along the implementation of the ROLLOUT-POLICY sub-routine, that is, in their policies for directing the rollout within $T$. For instance, the specific ROLLOUT-POLICY of UCT is shown in Figure 1b. This policy is based on the deterministic decision rule UCB1 [1], originally proposed for optimal balance between exploration and exploitation for cumulative regret minimization in stochastic multi-armed bandit (MAB) problems [20]. In general, different instances of MCTS vary in their balance between exploration and exploitation. However, it has already been noticed that exploitation may considerably slow down the reduction of simple regret over time [6].
MCTS2e: [input: ⟨S, A, Tr, R⟩; s0 ∈ S]
search tree T ← root node s0; σ ← 0
for n ← 1 ... time permits do
  σ ← SWITCH-FUNCTION(n, σ)
  PROBE(s0, 0, σ)
return arg max_sQ(s, a)

PROBE (s : state, d : depth, σ ∈ [H])
if END-OF-PROBE(s, d) then return EVALUATE(s, d)
if d ≤ σ then
  a ← EXPLORATION-POLICY(s)
else
  a ← ESTIMATION-POLICY(s)
  s′ ← R(s, a, s′) + PROBE(s′, d + 1, σ)
if d = σ then UPDATE-NODE(s, a, r)
return r (a)

END-OF-PROBE (s : state, d : depth)
if d = H then return true else return false (b)

EVALUATE (s : state, d : depth)
return 0 (c)

UPDATE-NODE (s : state, a : action, r : reward)
if s /∈ T then add s to T
n(s, a) ← n(s, a) + 1
Q(s, a) ← Q(s, a) + r − Q(s, a) (a)

SWITCH-FUNCTION (n : iteration, σ ∈ [H])
return H − ((n − 1) mod H) // round robin on [H]

EXPLORATION-POLICY (s : state)
return a ∼ U [A(s)] (d)

ESTIMATION-POLICY (s : state)
return a ∼ U [a | arg max_a∈A(s) Q(s, a)] (d)

Figure 2: Monte-Carlo tree search with “separation of concerns” (a), and the BRUE specifics (b).

Indeed, UCB1 (and thus UCT) achieves only polynomial-rate reduction of simple regret over time [6], and the number of samples after which the bounds of UCT on simple regret become meaningful might be as high as hyper-exponential in H [9]. In fact, no instance of the MCTS scheme (Figure 1a) suggested so far breaks the barrier of the worst-case polynomial-rate reduction of simple regret over time.

2.2 SEPARATION OF CONCERNS

If fast convergence to optimal choice is of interest, then Monte-Carlo planning should be as exploratory as possible [6]. However, what it means to be “as exploratory as possible” with MDPs is less straightforward than it is in MABs. In particular, recently it was observed that “forecasters” s ∈ T should be devoted to two, somewhat competing, exploratory objectives, namely identifying an optimal action π∗(s), and estimating the value of that action, because this information is needed by the predecessor(s) of s in T [11].

Following this observation, Feldman and Domshlak [11] introduced MCTS2e, a refinement of MCTS scheme that implements the principle of “separation of concerns,” whereby different parts of each sample are devoted to different exploration objectives. In MCTS2e (Figure 2a), rollouts are generated by a two-phase process in which the actions are selected according to an exploratory policy until an (iteration-specific) switching point, and from that point on, the actions are selected according to an estimation policy. The sub-routines END-OF-PROBE and UPDATE in MCTS2e are trivial, the UPDATE-NODE sub-routine extends this of MCTS with tree expansion, and, instead of ROLLOUT-POLICY of MCTS, specific instances of MCTS2e are achieved by instantiating three new sub-routines that determine the switching point for a rollout, and the action selection protocols for the two phases of the rollouts.

Feldman and Domshlak [11] show that a specific instance of MCTS2e, dubbed BRUE, achieves an exponential-rate reduction of simple regret over time, with the bounds on simple regret becoming meaningful after only exponential in H^2 number of samples. The specific MCTS2e sub-routines that define the BRUE algorithm are shown in Figure 2b. Similarly to UCT, each node/action pair (s, a) is associated with variables n(s, a) and Q(s, a), but with the latter being initialized to −∞. BRUE instantiates MCTS2e by choosing actions uniformly at the exploration phase of the sample, choosing the best empirical actions at the estimation phase, and changing the switching point in a round-robin fashion over the entire horizon. Importantly, if the switching point of a rollout ρ = ⟨s0, a1, s1, . . . , aH, sH⟩ is σ, then only the state/action pair (sσ−1, aσ) is updated by the information collected by ρ. That is, the information obtained by the estimation phase of ρ is used only for improving the estimate at state sσ−1, and is not pushed further up the sample. While that may appear wasteful and counterintuitive, this locality of update is required to satisfy the formal guarantees of BRUE on exponential-rate reduction of simple regret over time [11].

3 FAST OPTIMAL VS. FAST GOOD

A comparative evaluation on Sailing [18] and PGame [15] domains showed that BRUE is continually improving towards an optimal solution, rather quickly obtaining results better than UCT [11]. However, that evaluation also showed that UCT sometimes
Manages to identify reasonably good actions rather quickly, while BRUE is still “warming up”. Focusing on tight deliberation deadlines, we conducted a wider empirical evaluation on MDP benchmarks from the last International Probabilistic Planning Competition (IPPC-2011). These benchmarks appear ideal for our purpose of evaluating algorithms under tight time constraints: Most IPPC-2011 domains induce very large branching factors, and thus allow only a very shallow sampling of the underlying search tree in reasonable time.

We used five IPPC-2011 domains, Game-of-Life, SysAdmin, Traffic, Crossing, and Navigation, with five randomly picked problem instances from each domain. Instances of Game-of-Life, SysAdmin, and Traffic were ran with planning horizon of 20 steps, whereas instances of (goal-driven) Crossing, and Navigation were ran with horizon of 40 steps. Each algorithm was allowed a (rather arbitrary chosen) deliberation time that started with 10 seconds for the first step, and decreased linearly to 1 second at the last step. In addition to UCT and BRUE, the comparison includes a trivial baseline of random action selection (Random), as well as MAB-Uniform, a simple algorithm that chooses actions everywhere uniformly at random, estimating \( Q(s_0, a) \) for each \( a \in A(s_0) \) by the value of taking \( a \) and then choosing actions uniformly at random for the remaining \( H - 1 \) steps. Obviously, the estimates of MAB-Uniform are typically erroneous, and so a priori, its only positive property appears to be its computational efficiency.

The results are presented in Figure 3; the names of the problem instances on the x-axis are these from the IPPC-2011 repository, and y-axis captures the IPPC-2011 scoring scheme: The algorithms are scored relatively to each other on each problem instance, with the relative scores being then averaged over 300 runs on that specific problem instance. The relative score of a particular algorithm in a specific run is the difference between the total reward achieved by that algorithm and the worst total reward among all the algorithms, divided by the difference between such best and worst total rewards.

According to Figure 3, all the examined MCTS algorithms, including the seemingly naive MAB-Uniform, performed much better than Random, with SysAdmin and Traffic being the most prominent examples for that. In other words, even under severely limited deliberation time allowance, the value of deliberation in the benchmarks in use was substantial. Likewise, the experiment reconfirmed that UCT is typically more effective than BRUE under short deliberation times. This suggests that the “fast optimal” scheme of BRUE lacks some ingredients that make its MCTS competitors “fast good”. Having said that, note that different problems favored different approaches, with MAB-Uniform being surprisingly superior on many of the examined benchmarks. Hence, the quest for a clear recipe for “fast good” remains open, especially if we do not want to neglect striving for optimality, and even more so, if we want that recipe to be robust on a wide palette of MDPs. This is precisely the quest we consider in what comes next.
4 TWO TYPES OF FORECASTERS

Consider the state/steps-to-go pairs \((s, h)\) as a hierarchy of forecasters, all acting on behalf of the root forecaster \((s_0, H)\) that aims at minimizing its own simple regret in a stochastic MAB induced by the applicable actions \(A(s_0)\). In the setup of online planning, there is a conceptual difference between the exploration objective of the root forecaster and this of all other forecasters in the hierarchy. To see that, suppose there is an oracle that can provide each forecaster \((s, h)\) either with the identity of the optimal action \(\pi^*(s, h)\) but without revealing its value \(Q_h(s, \pi^*(s, h))\), or with the value \(Q_h(s, \pi^*(s, h))\) but without revealing the identity of \(\pi^*(s, h)\). For the root forecaster \((s_0, H)\), the first type of information is all he needs, while the second type of information buys him very little, if anything. In contrast, even if the oracle provides all the forecasters \((s, h)\) but \((s_0, H)\) with (only) the identities of the respective optimal actions \(\pi^*(s, h)\), then the root forecaster \((s_0, H)\) in some sense remains as clueless as it was before, and needs to explore the state space in order to obtain at least some ordinal information about the expected value of the alternative choices \(A(s_0)\). However, if the oracle provides a non-root forecaster \((s, h)\) (only) with the best \(Q\)-value among its alternative choices \(A(s)\), then \((s, h)\) can stop working since no further exploration of the sub-hierarchy rooted in \((s, h)\) is needed.

In sum, what matters to the root forecaster is only what to execute, while all other forecaster care only about the value they can provide to their ancestors in the hierarchy, and not about how this value can actually be acquired. Of course, the reader may question this classification by arguing that these two objectives are just two sides of the same coin: estimating the value of optimal action assumes aiming at identifying an optimal action and vice versa. To some extent, that is true, but only to some extent. For instance, the very realization that this coin has two sides, and that these two sides are somewhat competing, is precisely what motivates the “separation of concerns” principle behind the MCTS2e scheme. Turns out that this classification of objectives suggests further insights into the dynamics of MCTS algorithms.

In all MCTS algorithms for online MDP planning, each iteration corresponds to examining a chain of forecasters within the overall hierarchy under \((s_0, H)\), with the difference between the algorithm boiling down to two decisions:

(I) which chain of forecasters to examine, and

(II) how to estimate \(Q_h(s, \pi^*(s, h))\) for each forecaster \((s, h)\) in the hierarchy.

At first view, choosing the right strategy for (I) seems to be the key to rapid homing in on “good” decisions. The details of various MCTS algorithms suggest that their design was indeed primarily guided by choices for (I), with choices for (II) being implied by the former.

Here, however, we suggest that decoupling these two decisions is important, and that the key to the quest of our interest actually lies in decision (II).

A closer look at different Monte-Carlo planning algorithms for MDPs reveals an interesting generalizing perspective on the way they all approach decision (II). Let \(V_h^*(s)\) be the value of \((s, h)\) under policy \(\pi \in \Pi\), \(V_h^*(s) \equiv Q_h(s, \pi^*(s, h))\) be the value of \((s, h)\) under the optimal policy, and let \(\hat{V}_h^*(s), \hat{V}_h^*(s)\) denote empirical estimates of these two quantities, respectively.

In all MCTS algorithms, at each point of time, the entire hierarchy of forecasters can be seen as consisting of two types of forecasters.

The TOUT forecaster \((s, h)\) (possibly schematically) estimate \(V_h^*(s)\) by an estimate of \(E_{\pi \sim A(s)}(V_h^*(s))\), that is, of the expected total reward of a policy sampled from \(\Pi\) uniformly at random.

The TIN forecaster \((s, h)\) distinguishes between its choices \(A(s)\), and estimates \(V_h^*(s)\) by an estimate of \(\max_{\pi \in A(s)} \sum_{s' \in A(s)} P(s' | s, a) (R(s, a, s') + V_{h-1}^*(s'))\), where the estimate of \(V_{h-1}^*(s')\) is based on the information provided by \(s'\) to \(s\).

Consider the way in which the specific MCTS algorithms approach decision (II) in terms of this TOUT/TIN partition of the forecasters. In both UCT and BRUE, TOUT-forecasters correspond to the nodes of \(T\) while all other state/steps-to-go pairs correspond to TOUT-forecasters. Note that these TOUT-forecasters are very much not virtual. For instance, in UCT they are queried by the EVALUATE sub-routine, and in BRUE they are queried, possibly in interleaving with TIN-forecasters, by both EXPLORATION-POLICY and ESTIMATION-POLICY sub-routines.

At first view, TOUT-forecasters appear to be strangely lazy and potentially very misleading, while TIN-forecasters seem to be doing the right thing. However, it is not all that simple. First, while each TOUT-forecaster samples a single random variable, each TIN-forecaster \((s, h)\) has to sample \(|A(s)|\) random variables. Thus, TOUT-forecasters converge to quality estimates of quantities of their interest much faster than their TIN counterparts. Second, while TIN-forecasters try to estimate the right thing, their success totally depends on the quality of estimates of \(V_{h-1}^*(s')\) they receive from their successors. Hence, it is not clear that forecasters of type TIN are always more effective.
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We return to this issue in more detail later on. For now, note only that both UCT and BRUE can be seen as continuously reconsidering the typing of the forecasters. Specifically, in both UCT and BRUE, (at most) a single forecaster is “converted” from T_OUT to T_IN at every iteration: in UCT it is the shallowest T_OUT-forecaster found along the rollout, and in BRUE, it is the T_OUT-forecaster that happens to lie at the rollout’s switching point \( \sigma \). This way, the set of T_IN-forecasters in UCT grows incrementally as a single community connected to the root forecaster \((s_0, H)\). In contrast, T_IN-forecasters in BRUE evolve in \( H \) independent sets, each distributed over the respective depth level of the forecast hierarchy according to the transition distribution induced by the uniform action selection at the preceding levels.

This specific difference between UCT and BRUE is directly related to their relative efficiency under different orders of deliberation time allowance. Populating T_IN-forecasters at all levels of the hierarchy is generally necessary to guarantee fast convergence to optimal choice at the root. However, the marginal value of T_IN-forecasters at different levels vary with the deliberation time allowance: Information gathered by T_IN-forecasters at deep levels takes time to be propagated to the root, making their near-term influence on the choices at \((s_0, H)\) smaller than this of the T_IN-forecasters closer to the root.

In that respect, a modification of BRUE that suggests itself almost immediately is as simple as it gets: Instead of converting the T_OUT-forecaster at the switching point \( \sigma \), we can resort to converting the shallowest T_OUT-forecaster on the exploratory part of the rollout, that is, up to the level \( \sigma \). By offering both exponential-rate reduction of the simple regret at the root, as well as incremental conversion of T_OUT-forecasters as a connected set around \((s_0, H)\), the resulting algorithm, BRUE_T, substantially improves over BRUE in short-term effectiveness. (The specific empirical results for BRUE_T are shown later in the paper.) However, this simple modification of BRUE is not our final destination, and next we show that this simple bridge between MCTS and MCTS2e opens a much wider window of opportunity.

5 SELECTIVE TREE EXPANSION

Similarly to UCT and BRUE, each iteration of BRUE_T either finds no candidate for type conversion, or unconditionally converts a concrete single T_OUT-forecaster \((s, h)\) to type T_IN. However, suppose we know that \( \mathbb{E}_{(s,h) \sim (H)} [V^*_h(s)] \) equals \( \max_{a, h} \sum_a P(s' | s, a) [R(s, a, s') + V^*_{h-1}(s')] \).

Since direct Monte-Carlo estimation of the quantity on the left-hand side is substantially easier than this of the right-hand side, converting \((s, h)\) to type T_IN is clearly not a good idea. In fact, both \((s, h)\) and all of its exclusive descendants in the hierarchy would better remain T_OUT-forecasters for the entire deliberation process, no matter how long it is. Of course, this equality rarely holds, and, more importantly, we have no prior knowledge about the size of the gap between the quality of the best policy under \((s, h)\) and the expected quality of the randomly picked policy. However, this extreme example still hints on the promise of selective type conversion, and below we examine the prospects of this direction.

The variance of a Monte-Carlo estimator \( \hat{Q}_h(s, a) \) of the value of action \( a \) at state \( s \) stems from two sources. The first source of variance comes from following different policies (aka action selections) along different rollouts. The other source of variance comes from the stochastic nature of the action outcomes. That is, if \( r \) is the reward obtained by following policy \( \pi \) for \( h \) steps starting from state \( s \), then

\[
\text{Var}[r] = \mathbb{E} [\text{Var}[r | \pi]] + \text{Var}[\mathbb{E}[r | \pi]].
\]

At one extreme, we have all policies yielding the same expected reward, and thus all the variance comes from the action outcomes. In that case, distinguishing between the policies under \((s, h)\) is not only useless, but also computationally harmful. Thus both \((s, h)\) and its descendants should be left as type T_OUT, that is, not added to \( T \). At the other extreme, we have all actions being deterministic, but different policies yield very different reward. In that case, it may be valuable to convert \((s, h)\) to T_IN, increasing the resolution at which the policies under \((s, h)\) are examined. Unsurprisingly, in between these two extremes, the “value of conversion” is less straightforward. In the absence of any information about the stopping time, online planning algorithms should strive to do well under the assumption that termination point is near, while ensuring continuous improvement as more time is allowed. And as long as the precise mixture of these two desiderata remains vague, so remains the precise formulation of the value of conversion.

Having said that, as we do understand the high-level factors that affect the value of conversion, we can try estimating and combining these factors so to reflect the purported value of conversion. Here we propose and evaluate a simple and intuitive rule: The candidate T_OUT-forecaster \((s, h)\) should be converted if the variance of the expected reward over different policies under \((s, h)\) exceeds the average variance of the policies, that is, iff

\[
\text{Var} \left[ \mathbb{E}[\hat{V}^*_h(s) | \pi] \right] > \mathbb{E} \left[ \text{Var}[\hat{V}^*_h(s) | \pi] \right].
\]
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which is equivalent to
\[ \text{Var} [E[r | \pi]] > E \left[ \frac{\text{Var}[r | \pi]}{n(s, \pi)} \right], \tag{3} \]
where \( r \) is the reward obtained by following policy \( \pi \) for \( h \) steps starting from state \( s \), and \( n(s, \pi) \) is the number of samples that induce the estimate \( V^\pi_h(s) \).

The quantity on the left indicates the distance between the average quality of the policies and the quality of the optimal one, that is
\[ \mathbb{E}_{\pi \sim \mathcal{U}(\Pi)}[V^\pi_h(s)] - V^*_h(s). \tag{4} \]

The quantity on the right indicates the distance between the estimator and the mean of the policies value, where the division by \( n(s, \pi) \) captures the effect of averaging on the variance. As the number of samples from each policy grows, estimators \( V^\pi_h(s) \) approaches their means \( V^*_h(s) \), and thus the gap captured by Eq. 4 becomes the dominant factor, in which case converting \((s, h)\) to \( T_{\text{IN}} \) is estimated as valuable.

Based on this decision rule, we suggest a new instance of MCTS2e, \( \text{BRUE}_{\mathcal{I}C} \) (standing for \( \text{BRUE} \) with increment-\( \text{al} \) and select-\( \text{ive} \) type conversion). The respective MCTS2e sub-routines of \( \text{BRUE}_{\mathcal{I}C} \) are depicted in Figure 4.

- Similarly to \( \text{BRUE} \), the actions are selected uniformly at random at the exploration phase of the rollout, and the empirically best actions are selected at the estimation phase.
- Similarly to UCT and \( \text{BRUE}_\mathcal{I} \), the tree is expanded in an incremental fashion, maintaining the set of \( T_{\text{IN}} \) forecasters connected to the root.
- Unlike UCT and \( \text{BRUE}_\mathcal{I} \), after a forecaster \((s, h)\) is added to the tree, it goes through an “evaluation period”, and remains of type \( T_{\text{OUT}} \) until it passes that evaluation. Hence, the leaves of \( \mathcal{T} \) consist of some \( T_{\text{IN}} \)-forecasters, but also of all \( T_{\text{OUT}} \) candidates for \( T_{\text{IN}} \).

The evaluation of the “conditional candidates” \((s, h)\) is captured by the \textsc{convert} procedure depicted in Figure 5. This procedure estimates the two sources of variance at \((s, h)\) (lines 1-4, explained below), and only when the variance of the policies’ values exceeds the average variance of the policies value in the sense of Eq. 2 (the condition in line 5 fails), \((s, h)\) is converted to a \( T_{\text{IN}} \)-forecaster. At the actual conversion (lines 6-9), the information gathered at the evaluation period is used to initialize the standard node variables \( Q(s, a) \) and \( n(s, a) \).

END-OF-PROBE (s : state, d : depth)
if \( s \not\in \mathcal{T} \) then add \( s \) to \( \mathcal{T} \)
if \( n(s) > 0 \) or \textsc{convert}(s) then return false
if \( d \leq \sigma \) then
\( \sigma \leftarrow -1 \) // dummy value, to prevent node update
\textbf{return} true

\textsc{evaluate} (s : state, d : depth)
if \( |\Pi^A_s| < \phi \) then
\( \pi \leftarrow \text{generate-policy}(s, H - d) \)
add \( \pi \) to \( \Pi^A_s \) // and thus to \( \Pi_s \)
else
\( \pi \sim U[\Pi^A_s] \)
for \( t \leftarrow d \ldots H \) do
\( a \sim \pi(s, t) \)
\( s' \sim P(S | s, a) \)
\( r \leftarrow r + R(s, a, s') \)
\( s \leftarrow s' \)
\textsc{update-node}(s, \pi, r)
if \( \varpi_{n(s,a)} < \psi \) then remove \( \pi \) from \( \Pi^A_s \)
\textbf{return} \( r \)

\textsc{update-node} (s : state, x : action or policy, r : reward)
\( n(s, x) \leftarrow n(s, x) + 1 \)
\( \delta \leftarrow r - \widehat{Q}(s, x) \)
\( Q(s, x) \leftarrow \widehat{Q}(s, x) + \frac{\delta}{n(s, x) - 1} \)
\( \widehat{\text{Var}}(s, x) \leftarrow \frac{\text{Var}(s, x) - 2}{n(s, x) - 1} + \delta (r - Q(s, x)) \)

\textsc{switch-function} (n : iteration, \( \sigma \in [H] \))
\textbf{if} retract or \( \sigma = H \) \textbf{then} \( \sigma \leftarrow 0 \)
\textbf{else} \( \sigma \leftarrow \sigma + 1 \)
\textbf{return} \( \sigma \)

\textsc{explore Scientology-policy} (s : state)
\textbf{return} \( a \sim U[\mathcal{A}(s)] \)

\textsc{estimate Scientology-policy} (s : state)
\textbf{return} \( a \sim U\left[\{a | \text{arg max}_{a \in \mathcal{A}(s)} \widehat{Q}(s, a)\}\right] \)

Figure 4: MCTS2e sub-routines for \( \text{BRUE}_{\mathcal{I}C} \). For the \textsc{convert} procedure called by \textsc{end-of-probe}, see Figure 5.

Technically, candidate evaluation is performed as follows. For each \( T_{\text{IN}} \) candidate \((s, h)\), the algorithm maintains a set of policies \( \Pi_s \), as well as a subset of “active” policies \( \Pi^A_s \subseteq \Pi_s \), size of which is bounded by a fixed parameter \( \phi \). The set \( \Pi^A_s \) is used by the subroutine \textsc{evaluate} that selects a policy from \( \Pi^A_s \) for evaluation uniformly at random. In case \( \phi \) allows expanding the active subset \( \Pi^A_s \), \textsc{evaluate} uses a newly generated policy (e.g., by selecting actions uniformly at all states that can be reached by following the actions at preceding states). The new policy is then added to \( \Pi^A_s \) (and thus to \( \Pi_s \)).

After a policy \( \pi \) is selected by \textsc{evaluate}, it is exe-
**CONVERT** \( (s : \text{state}) \)

1. \( m \leftarrow \sum_{\pi \in \Pi_s} n(s, \pi) \)
2. \( EE \leftarrow \sum_{\pi \in \Pi_s} \frac{n(s, \pi)}{m} \hat{Q}(s, \pi) \)
3. \( EV \leftarrow \sum_{\pi \in \Pi_s} \frac{n(s, \pi)}{m} \hat{\text{Var}}(s, \pi) \)
4. \( VE \leftarrow \sum_{\pi \in \Pi_s} \frac{n(s, \pi)}{m} (\hat{Q}(s, \pi) - EE)^2 \)
5. \( \text{if } \frac{EV}{VE} > 1 \) then
   - \( \text{return false} \)
   - \( \text{else} \)
   - \( \text{for } a \in A(s) \) do
   - \( \pi_a \leftarrow \arg\max_{s:a(s)=a} \hat{Q}(s, \pi) \)
   - \( \hat{Q}(s, a) \leftarrow \hat{Q}(s, \pi_a) \)
   - \( n(s, a) \leftarrow n(s, \pi_a) \)
   - \( \text{return true} \)

---

Figure 5: Implementation of the decision rule of \text{BRUE\_TC} for type conversion.

The sub-routine \text{END-OF-PROBE} bares similarity to this of \text{UCT}, but it is extended with enforcing \text{T\_IN} candidates to remain leaves as long as the respective \text{CONVERT} attempts come out unsuccessful. In \text{CONVERT}, the statistics about policies are used to estimate the mean of the policies’ variance \text{EV}, the variance in the policies value \text{VE}, the overall mean value of the policies \text{EE}, and \( m \), the total number of samples from all the policies in \( \Pi_s \). If the evaluated \text{T\_IN}-candidate \( (s, h) \) meets the conversion condition, \text{CONVERT} returns true, and the newborn \text{T\_IN}-forecaster \( (s, h) \) is no longer forced to remain a leaf. Just before that, the standard node variables \( \hat{Q}(s, a) \) and \( n(s, a) \) are initialized with the information gathered around the empirically best policy \( \pi_a \) that starts with the respective action \( a \). Importantly, since the candidate evaluation criterion is not blocking, all candidates eventually convert to \text{T\_IN} and act as in \text{BRUE}. This provides \text{BRUE\_TC} with \text{BRUE}’s quality convergence rate in long term.

At last, \text{BRUE\_TC} borrows its incremental tree expansion mechanism from \text{BRUE\_Z}. When a leaf is encountered before the switching point \( \sigma \), no node is updated, and a global flag \text{retract} is set to true, signaling \text{SWITCH-FUNCTION} to set the switching point to 0 in the subsequent iteration. This way, the switching point is selected systematically as in \text{BRUE}, but now ranging between the root and a leaf rather than on the entire horizon.

This finalizes the description of \text{BRUE\_TC}. To examine its relative effectiveness, we conducted a comparative evaluation under the same experimental setup as described in Section 3. We evaluated five algorithms: \text{MAB-Uniform}, \text{UCT}, \text{BRUE}, \text{BRUE\_Z}, and \text{BRUE\_TC}.

The results are presented in Figure 3 and summarized in Table 1; all scores in Table 1 are within confidence bounds of \( \pm 0.01 \). For the sake of readability, here we excluded \text{Random} from the presentation. Overall, \text{BRUE\_TC} exhibited a robustly good performance across the domains, finishing top performer on most problem instances. \text{BRUE\_TC} is also consistently better than \text{BRUE\_Z}, indicating that selective type conversion plays an important role in its performance. We also notice that, in most cases, \text{MAB-Uniform} was not very far off from the leader, falling short only in few instances of \text{Navigation}. Since \text{MAB-Uniform} can be seen as \text{BRUE\_TC} with an ultra-conservative, unsatisfiable condition for type conversion, this suggests that further introspection into the specific decision rule of \text{BRUE\_TC}, as well as into the impact of the parameters in its implementation, should be valuable.

Finally, we examine the simple regret reduction of \text{BRUE\_TC} under varying time budgets, using the experimental settings for \text{Sailing} domain from [11]. In the bottom part of Figure 6, we plot the simple regret of the actions recommended by \text{MAB-Uniform}, \text{UCT}, \text{BRUE}, and \text{BRUE\_TC} under different planning time windows, averaged over 300 instances of 10x10 and 20x20 grid sizes. The results reveal that not only does \text{BRUE\_TC} significantly outperforms \text{UCT} uniformly over time, right from the beginning of deliberation when \text{BRUE} is still lagging behind, but also that its simple regret reduction rate is rather comparable to \text{BRUE}’s in the longer term.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Traffic</th>
<th>UCT</th>
<th>BRUE</th>
<th>BRUE_Z</th>
<th>BRUE_TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{Traffic}</td>
<td>0.97</td>
<td>0.96</td>
<td>0.77</td>
<td>0.92</td>
<td>0.96</td>
</tr>
<tr>
<td>\text{Crossing}</td>
<td>0.83</td>
<td>0.84</td>
<td>0.85</td>
<td>0.83</td>
<td>0.87</td>
</tr>
<tr>
<td>\text{Navigation}</td>
<td>0.61</td>
<td>0.69</td>
<td>0.46</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>\text{Game-of-Life}</td>
<td>0.78</td>
<td>0.79</td>
<td>0.68</td>
<td>0.79</td>
<td>0.82</td>
</tr>
<tr>
<td>\text{SysAdmin}</td>
<td>0.86</td>
<td>0.81</td>
<td>0.73</td>
<td>0.86</td>
<td>0.87</td>
</tr>
<tr>
<td><strong>total</strong></td>
<td>0.81</td>
<td>0.82</td>
<td>0.70</td>
<td>0.81</td>
<td>0.85</td>
</tr>
</tbody>
</table>
This work was partially supported by the EOARD grant FA8655-12-1-2096, and the ISF grant 1045/12.

6 SUMMARY

Considering online planning for generative MDPs, we have investigated and combined the high-level principles that underly different computational schemes for this problem, and showed that their individual strengths can be put together at work. We then rationalized a principle of selective tree expansion that aims at automatically adapting Monte-Carlo exploration to the specifics of the MDP in hand, and suggested a concrete implementation of this principle within Monte-Carlo tree search methods. The resulting algorithm, BRUEIC, favorably competes with other MCTS algorithms under short planning times, while preserving the attractive convergence properties of the (not so effective under short planning windows) algorithm BRUE [11], as well as the empirical strength of the latter under permissive planning windows.

In previous works, some forms of selective tree expansion have been shown extremely effective in forward-search planning for declarative MDPs [7, 4]. In that context, our work can be seen as the first selective tree expansion framework for Monte-Carlo planning, which is applicable in generative MDPs as well. Likewise, our work joins some other recent techniques for enhancing Monte-Carlo planning with adaptivity to the given problem, such as hindsight optimization for declarative MDPs [17, 26], and metalevel decision procedures for sample routing for both declarative and generative MDPs [13]. At the high level, these techniques appear complementary to selective tree expansion, and thus studying their interplay and cumulative value is a promising venue for future research.
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Abstract

We consider the problem of maximum a posteriori (MAP) inference in discrete graphical models. We present a parallel MAP inference algorithm called Bethe-ADMM based on two ideas: tree-decomposition of the graph and the alternating direction method of multipliers (ADMM). However, unlike the standard ADMM, we use an inexact ADMM augmented with a Bethe-divergence based proximal function, which makes each subproblem in ADMM easy to solve in parallel using the sum-product algorithm. We rigorously prove global convergence of Bethe-ADMM. The proposed algorithm is extensively evaluated on both synthetic and real datasets to illustrate its effectiveness. Further, the parallel Bethe-ADMM is shown to scale almost linearly with increasing number of cores.

1 Introduction

Given a discrete graphical model with known structure and parameters, the problem of finding the most likely configuration of the states is known as the maximum a posteriori (MAP) inference problem [23]. Existing approaches to solving MAP inference problems on graphs with cycles often consider a graph-based linear programming (LP) relaxation of the integer program [4, 18, 22].

To solve the graph-based LP relaxation problem, two main classes of algorithms have been proposed. The first class of algorithms are dual LP algorithms [7, 9, 11, 19, 20, 21], which uses the dual decomposition and solves the dual problem. The two main approaches to solving the dual problems are block coordinate descent [7] and sub-gradient algorithms [11]. The coordinate descent algorithms are empirically faster, however, they may not reach the dual optimum since the dual problem is not strictly convex. Recent advances in coordinate descent algorithms perform tree-block updates [20, 21]. The sub-gradient methods, which are guaranteed to converge to the global optimum, can be slow in practice. For a detailed discussion on dual MAP algorithms, we refer the readers to [19]. The second class of algorithms are primal LP algorithms like the proximal algorithm [18]. The advantage of such algorithms is that it can choose different Bregman divergences as proximal functions which can take the graph structure into account. However, the proximal algorithms do not have a closed form update at each iteration in general and thus lead to double-loop algorithms.

As solving MAP inference in large scale graphical models is becoming increasingly important, in recent work, parallel MAP inference algorithms [14, 15] based on the alternating direction method of multipliers (ADMM) [1] have been proposed. As a primal-dual algorithm, ADMM combines the advantage of dual decomposition and the method of multipliers, which is guaranteed to converge globally and at a rate of $O(1/T)$ even for non-smooth problems [24]. ADMM has also been successfully used to solve large scale problem in a distributed manner [1].

Design of efficient parallel algorithms based on ADMM by problem decomposition has to consider a key tradeoff between the number of subproblems and the size of each subproblem. Having several simple subproblems makes solving each problem easy, but one has to maintain numerous dual variables to achieve consensus. On the other hand, having a few subproblems makes the number of constraints small, but each subproblem needs an elaborate often iterative algorithm, yielding a double-loop. Existing ADMM based algorithms for MAP inference [14, 15] decompose the problem into several simple subproblems, often based on single edges or local factors, so that the subproblems are easy to solve. However, to enforce consensus among the shared variables, such methods have to use dual variables proportional to the number of edges or local factors, which can make convergence slow on large graphs.

To overcome the limitations of existing ADMM methods for MAP inference, we propose a novel parallel algorithm based on tree decomposition. The individual trees need not be spanning and thus includes both edge decompo-
sition and spanning tree decomposition as special cases. Compared to edge decomposition, tree decomposition has the flexibility of increasing the size of subproblems and reducing the number of subproblems by considering the graph structure. Compared to the tree block coordinate descent [20], which works with one tree at a time, our algorithm updates all trees in parallel. Note that the tree block coordinate descent algorithm in [21] updates disjoint trees within a forest in parallel, whereas our updates consider overlapping trees in parallel.

However, tree decomposition raises a new problem: the subproblems cannot be solved efficiently in the ADMM framework and requires an iterative algorithm, yielding a double-loop algorithm [14, 18]. To efficiently solve the subproblem on a tree, we propose a novel inexact ADMM algorithm called Bethe-ADMM, which uses a Bregman divergence induced by Bethe entropy on a tree, instead of the standard quadratic divergence, as the proximal function. The resulting subproblems on each tree can be solved exactly in linear time using the sum-product algorithm [12]. However, the proof of convergence for the standard ADMM does not apply to Bethe-ADMM. We prove global convergence of Bethe-ADMM and establish a $O(1/T)$ convergence rate, which is the same as the standard ADMM [8, 24]. Overall, Bethe-ADMM overcomes the limitations of existing ADMM based MAP inference algorithms [14, 15] and provides the flexibility required in designing efficient parallel algorithm through: (i) Tree decomposition, which can take the graph structure into account and greatly reduce the number of variables participating in the consensus and (ii) the Bethe-ADMM algorithm, which yields efficient updates for each subproblem.

We compare the performance of Bethe-ADMM with existing methods on both synthetic and real datasets and illustrate four aspects. First, Bethe-ADMM is faster than existing primal LP methods in terms of convergence. Second, Bethe-ADMM is competitive with existing dual methods in terms of quality of solutions obtained. Third, in certain graphs, tree decomposition leads to faster convergence than edge decomposition for Bethe-ADMM. Forth, parallel Bethe-ADMM, based on Open MPI, gets substantial speed-ups over sequential Bethe-ADMM. In particular, we show almost linear speed-ups with increasing number of cores on a graph with several million nodes.

The rest of the paper is organized as follows: We review the MAP inference problem in Section 2. In Section 3, we introduce the Bethe-ADMM algorithm and prove its global convergence. We discuss empirical evaluation in Section 4, and conclude in Section 5.

## 2 Background and Related Work

We first introduce some basic background on Markov Random Fields (MRFs). Then we briefly review existing ADMM based MAP inference algorithms in the literature. We mainly focus on pairwise MRFs and the discussions can be easily carried over to MRFs with general factors.

### 2.1 Problem Definition

A pairwise MRF is defined on an undirected graph $G = (V, E)$, where $V$ is the vertex set and $E$ is the edge set. Each node $u \in V$ has a random variable $X_u$ associated with it, which can take value $x_u$ in some discrete space $\mathcal{X} = \{1, \ldots, k\}$. Concatenating all the random variables $X_u$, $\forall u \in V$, we obtain an $n$ dimensional random vector $X = \{X_u | u \in V \} \in \mathcal{X}^n$. We assume that the distribution $P$ of $X$ is a Markov Random Field [23], meaning that it factors according to the structure of the undirected graph $G$ as follows: With $f_u: \mathcal{X} \mapsto \mathbb{R}$, $\forall u \in V$ and $f_{uv}: \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}$, $\forall (u, v) \in E$ denoting nodewise and edgewise potential functions respectively, the distribution takes the form

$$P(x) \propto \exp \left\{ \sum_{u \in V} f_u(x_u) + \sum_{(u, v) \in E} f_{uv}(x_u, x_v) \right\}. \tag{1}$$

An important problem in the context of MRF is that of *maximum a posteriori* (MAP) inference, which is the following integer programming (IP) problem:

$$\mathbf{x}^* \in \arg \max_{\mathbf{x} \in \mathcal{X}^n} \left\{ \sum_{u \in V} f_u(x_u) + \sum_{(u, v) \in E} f_{uv}(x_u, x_v) \right\}. \tag{2}$$

The complexity of (1) depends critically on the structure of the underlying graph. When $G$ is a tree structured graph, the MAP inference problem can be solved efficiently via the max-product algorithm [12]. However, for an arbitrary graph $G$, the MAP inference algorithm is usually computationally intractable. The intractability motivates the development of algorithms to solve the MAP inference problem approximately. In this paper, we focus on the linear programming (LP) relaxation method [4, 22]. The LP relaxation of MAP inference problem is defined on a set of pseudomarginals $\mu_u$ and $\mu_{uv}$, which are non-negative, normalized and locally consistent [4, 22]:

$$\mu_u(x_u) \geq 0, \quad \forall u \in V, \quad \sum_{x_u \in \mathcal{X}_u} \mu_u(x_u) = 1, \quad \forall u \in V, \tag{2}$$

$$\mu_{uv}(x_u, x_v) \geq 0, \quad \forall (u, v) \in E, \quad \sum_{x_u \in \mathcal{X}_u} \mu_{uv}(x_u, x_v) = \mu_v(x_v), \quad \forall (u, v) \in E.$$

We denote the polytope defined by (2) as $L(G)$. The LP relaxation of MAP inference problem (1) becomes solving the following LP:

$$\max_{\mu \in L(G)} \langle \mu, f \rangle. \tag{3}$$

If the solution $\mu$ to (3) is an integer solution, it is guaranteed to be the optimal solution of (1). Otherwise, one can
apply rounding schemes [17, 18] to round the fractional solution to an integer solution.

2.2 ADMM based MAP Inference Algorithms

In recent years, ADMM [14, 15] has been used to solve large scale MAP inference problems. To solve (3) using ADMM, we need to split nodes or/and edges and introduce equality constraints to enforce consensus among the shared variables. The algorithm in [14] adopts edge decomposition and introduces equality constraints for shared nodes. Let $d_i$ be the degree of node $i$. The number of equality constraints in [14] is $O(\sum_{i=1}^{|V|} d_i k)$, which is approximately equal to $O(|E| k)$. For binary pairwise MRFs, the subproblems for the ADMM in [14] have closed-form solutions. For multi-valued MRFs, however, one has to first binarize the MRFs which introduces additional $|V|k$ variables for nodes and $2|E|k^2$ variables for edges. The binarization process increases the number of factors to $O(|V| + 2|E|k)$ and the complexity of solving each subproblem increases to $O(|E|k^2 \log k)$. We note that in a recent work [13], the active set method is employed to solve the quadratic problem for arbitrary factors. A generalized variant of [14] which does not require binarization is presented in [15]. We refer to this algorithm as Primal ADMM and use it as a baseline in Section 4. Although each subproblem in primal ADMM can be efficiently solved, the number of equality constraints and dual variables is $O(2|E|k + |E|k^2)$. In [15], ADMM is also used to solve the dual of (1). We refer to this algorithm as the Dual ADMM algorithm and use it as a baseline in Section 4. The dual ADMM works for multi-valued MRFs and has a linear time algorithm for each subproblem, but the number of equality constraint is $O(|T|)$ and has a linear time algorithm for each subproblem, but Section 4. The dual ADMM works for multi-valued MRFs as the Dual ADMM algorithm and use it as a baseline in also used to solve the dual of (1). We refer to this algorithm and dual variables is $\sum_{\tau=1}^{|T|} \rho_\tau(m_\tau, \theta_\tau)$ (4) subject to $m_\tau - \mu_\tau = 0$, $\tau = 1, \ldots, |T|$ (5) $m_\tau \in L(\tau)$, $\tau = 1, \ldots, |T|$ (6) where $\rho_\tau$ is a positive constant associated with each subgraph. We use the consensus constraints (5) to make sure that the pseudomarginals agree with each other in the shared components across all the tree-structured subgraphs. Besides the consensus constraints, we also impose feasibility constraints (6), which guarantee that, for each subgraph, the local variable $m_\tau$ lies in $L(\tau)$. When the constraints (5) and (6) are satisfied, the global variable $\mu$ is guaranteed to lie in $L(G)$.

To make sure that problem (3) and (4)-(6) are equivalent, we also need to guarantee that

$$\min_{m_\tau} \sum_{\tau=1}^{|T|} \rho_\tau(m_\tau, \theta_\tau) = \max_{\mu} \langle \mu, f \rangle,$$ (7)

assuming the constraints (5) and (6) are satisfied. It is easy to verify that, as long as (7) is satisfied, the specific choice of $\rho_\tau$ and $\theta_\tau$ do not change the problem. Let $1[.]$ be a binary indicator function and $l = -f$. For any positive $\rho_\tau, \forall \tau \in T$, e.g., $\rho_\tau = 1$, a simple approach to obtaining the potential $\theta_\tau$ can be:

$$\theta_{\tau,u}(x_u) = \frac{l_u(x_u) \rho_\tau 1[u \in V_\tau]}{\sum_{\tau'} \rho_{\tau'} 1[u \in V_{\tau'}], u \in V_\tau},$$

$$\theta_{\tau,v}(x_u, x_v) = \frac{l_{uv}(x_u, x_v) \rho_\tau 1[(u, v) \in E(\tau)]}{\sum_{\tau'} \rho_{\tau'} 1[(u, v) \in E_{\tau'}], (u, v) \in E(\tau)}.$$ (8)

Let $\lambda_\tau$ be the dual variable and $\beta > 0$ be the penalty parameter. The following updates constitute a single iteration of the ADMM [11]:

$$m_\tau^{t+1} = \arg\min_{m_\tau \in L(\tau)} \langle \mu_\tau, \theta_\tau + \lambda_\tau^t \rangle + \frac{\beta}{2} \|m_\tau - \mu_\tau^{t+1}\|^2_2,$$ (9)

$$\mu^{t+1} = \arg\min_{\mu} \sum_{\tau=1}^{|T|} \langle \mu_\tau, \lambda_\tau^t \rangle + \frac{\beta}{2} \|m_\tau^{t+1} - \mu_\tau\|^2_2,$$ (10)

$$\lambda_\tau^{t+1} = \lambda_\tau^t + \beta(m_\tau^{t+1} - \mu_\tau^{t+1}).$$ (11)

3 Algorithm and Analysis

We first show how to solve (3) using ADMM based on tree decomposition. The resulting algorithm can be a double-loop algorithm since some updates do not have closed form solutions. We then introduce the Bethe-ADMM algorithm where every subproblem can be solved exactly and efficiently, and analyze its convergence properties.

3.1 ADMM for MAP Inference

We first show how to decompose (3) into a series of subproblems. We can decompose the graph $G$ into overlapping subgraphs and rewrite the optimization problem with consensus constraints to enforce the pseudomarginals on subgraphs (local variables) to agree with $\mu$ (global variable). Throughout the paper, we focus on tree-structured decompositions. To be more specific, let $T = \{ (V_1, E_1), \ldots, (V_{|T|}, E_{|T|}) \}$ be a collection of subgraphs of $G$ which satisfies two criteria: (i) Each subgraph $\tau = (V_\tau, E_\tau)$ is a tree-structured graph and (ii) Each node $u \in V$ and each edge $(u, v) \in E$ is included in at least one subgraph $\tau \in T$. We also introduce local variable $m_\tau \in L(\tau)$ which is the pseudomarginal [4, 22] defined on each subgraph $\tau$. We use $\theta_\tau$ to denote the potentials on subgraph $\tau$. We denote $\mu_\tau$ as the components of global variable $\mu$ that belong to subgraph $\tau$. Note that since $\mu \in L(G)$ and $\tau$ is a tree-structured subgraph of $G$, $\mu_\tau$ always lies in $L(\tau)$. In the newly formulated optimization problem, we will impose consensus constraints for shared nodes and edges. For the ease of exposition, we simply use the equality constraint $\mu_\tau = m_\tau$ to enforce the consensus.

The new optimization problem we formulate based on graph decomposition is then as follows:

$$\min_{m_\tau, \mu} \sum_{\tau=1}^{|T|} \rho_\tau(m_\tau, \theta_\tau)$$ subject to $m_\tau - \mu_\tau = 0$, $\tau = 1, \ldots, |T|$ $m_\tau \in L(\tau)$, $\tau = 1, \ldots, |T|$ where $\rho_\tau$ is a positive constant associated with each subgraph. We use the consensus constraints (5) to make sure that the pseudomarginals agree with each other in the shared components across all the tree-structured subgraphs. Besides the consensus constraints, we also impose feasibility constraints (6), which guarantee that, for each subgraph, the local variable $m_\tau$ lies in $L(\tau)$. When the constraints (5) and (6) are satisfied, the global variable $\mu$ is guaranteed to lie in $L(G)$.

To make sure that problem (3) and (4)-(6) are equivalent, we also need to guarantee that

$$\min_{m_\tau} \sum_{\tau=1}^{|T|} \rho_\tau(m_\tau, \theta_\tau) = \max_{\mu} \langle \mu, f \rangle,$$ (7) assuming the constraints (5) and (6) are satisfied. It is easy to verify that, as long as (7) is satisfied, the specific choice of $\rho_\tau$ and $\theta_\tau$ do not change the problem. Let $1[.]$ be a binary indicator function and $l = -f$. For any positive $\rho_\tau, \forall \tau \in T$, e.g., $\rho_\tau = 1$, a simple approach to obtaining the potential $\theta_\tau$ can be:

$$\theta_{\tau,u}(x_u) = \frac{l_u(x_u) \rho_\tau 1[u \in V_\tau]}{\sum_{\tau'} \rho_{\tau'} 1[u \in V_{\tau'}], u \in V_\tau},$$

$$\theta_{\tau,v}(x_u, x_v) = \frac{l_{uv}(x_u, x_v) \rho_\tau 1[(u, v) \in E(\tau)]}{\sum_{\tau'} \rho_{\tau'} 1[(u, v) \in E_{\tau'}], (u, v) \in E(\tau)}.$$ (8)

Let $\lambda_\tau$ be the dual variable and $\beta > 0$ be the penalty parameter. The following updates constitute a single iteration of the ADMM [11]:

$$m_\tau^{t+1} = \arg\min_{m_\tau \in L(\tau)} \langle \mu_\tau, \theta_\tau + \lambda_\tau^t \rangle + \frac{\beta}{2} \|m_\tau - \mu_\tau^{t+1}\|^2_2,$$ (9)

$$\mu^{t+1} = \arg\min_{\mu} \sum_{\tau=1}^{|T|} \langle \mu_\tau, \lambda_\tau^t \rangle + \frac{\beta}{2} \|m_\tau^{t+1} - \mu_\tau\|^2_2,$$ (10)

$$\lambda_\tau^{t+1} = \lambda_\tau^t + \beta(m_\tau^{t+1} - \mu_\tau^{t+1}).$$ (11)
In the tree based ADMM (8)-(10), the equality constraints are only required for shared nodes and edges. Assume there are \( m \) shared nodes and the shared node \( v_i \) has \( C_i^y \) copies and there are \( n \) shared edges and the shared edge \( e_{ji} \) has \( C_{ji}^e \) copies. The total number of equality constraints is \( O(\sum_{i=1}^{m} C_i^y k + \sum_{j=1}^{n} C_{ji}^e k^2) \). A special case of tree decomposition is edge decomposition, where only nodes are shared. In edge decomposition, \( n = 0 \) and the number of equality constraints is \( O(\sum_{i=1}^{m} C_i^y k) \), which is approximately equal to \( O(|E|k) \) and similar to [14]. In general, the number of shared nodes and edges in tree decomposition is much smaller than that in edge decomposition. The smaller number of equality constraints usually lead to faster convergence in achieving consensus. Now, the problem turns to whether the updates (8) and (9) can be solved efficiently, which we analyze below:

**Updating \( \mu \):** Since we have an unconstrained optimization problem (9) and the objective function decomposes component-wisely, taking the derivatives and setting them to zero yield the solution. In particular, let \( S_u \) be the set of subgraphs which contain node \( u \), for the node components, we have:

\[
\mu^{t+1}_u(x_u) = \frac{1}{|S_u|} \sum_{\tau \in S_u} (\beta m^{t+1}_\tau(x_u) + \lambda^{t}_\tau(x_u)) .
\]  
(11)

(11) can be further simplified by observing that

\[
\sum_{\tau \in S_u} \lambda^{t}_\tau(x_u) = 0 \quad [1]:
\]

\[
\mu^{t+1}_u(x_u) = \frac{1}{|S_u|} \sum_{\tau = 1}^{T} m^{t+1}_{\tau,u}(x_u) .
\]  
(12)

Let \( S_{uv} \) be the subgraphs which contain edge \((u, v)\). The update for the edge components can be similarly derived as:

\[
\mu^{t+1}_{u,v}(x_u, x_v) = \frac{1}{|S_{uv}|} \sum_{\tau \in S_{uv}} m^{t+1}_{\tau,u,v}(x_u, x_v) .
\]  
(13)

**Updating \( m \):** For (8), we need to solve a quadratic optimization problem for each tree-structured subgraph. Unfortunately, we do not have a close-form solution for (8) in general. One possible approach, similar to the proximal algorithm, is to first obtain the solution \( \tilde{m}_\tau \) to the unconstrained problem of (8) and then project \( \tilde{m}_\tau \) to \( L(\tau) \):

\[
m_{\tau} = \arg \min_{m \in L(\tau)} ||m - \tilde{m}_\tau||^2 .
\]  
(14)

If we adopt the cyclic Bregman projection algorithm [2] to solve (14), the algorithm becomes a double-loop algorithm, i.e., the cyclic projection algorithm projects the solution to each individual constraint of \( L(\tau) \) until convergence and the projection algorithm itself is iterative. We refer to this algorithm as the Exact ADMM and use it as a baseline in Section 4.

### 3.2 Bethe-ADMM

Instead of solving (8) exactly, a common way in inexact ADMMs [10, 25] is to linearize the objective function in (8), i.e., the first order Taylor expansion at \( m^t_{\tau} \), and add a new quadratic penalty term such that

\[
m_{\tau}^{t+1} = \arg \min_{m_{\tau} \in L(\tau)} (y^t_{\tau}, m_{\tau} - m^t_{\tau}) + \frac{\alpha}{2} ||m_{\tau} - m^t_{\tau}||^2 ,
\]  
(15)

where \( \alpha \) is a positive constant and

\[
y^t_{\tau} = \rho_{\tau} x_{\tau} + \lambda^t_{\tau} + \beta(m^t_{\tau} - m^t_{\tau}) .
\]  
(16)

However, as discussed in the previous section, the quadratic problem (15) is generally difficult for a tree-structured graph and thus the conventional inexact ADMM does not lead to an efficient update for \( m_{\tau} \). By taking the tree structure into account, we propose an inexact minimization of (8) augmented with a Bregman divergence induced by the Bethe entropy. We show that the resulting proximal problem can be solved exactly and efficiently using the sum-product algorithm [12]. We prove that the global convergence of the Bethe-ADMM algorithm in Section 3.3.

The basic idea in the new algorithm is that we replace the quadratic term in (15) with a Bregman-divergence term \( d_\phi(m_{\tau}||m^t_{\tau}) \) such that

\[
m_{\tau}^{t+1} = \arg \min_{m_{\tau} \in L(\tau)} (y^t_{\tau}, m_{\tau} - m^t_{\tau}) + \alpha d_\phi(m_{\tau}||m^t_{\tau}) ,
\]  
(17)

is efficient to solve for any tree \( \tau \). Expanding the Bregman divergence and removing the constants, we can rewrite (17) as

\[
m_{\tau}^{t+1} = \arg \min_{m_{\tau} \in L(\tau)} (y^t_{\tau}/\alpha - \nabla \phi(m^t_{\tau}), m_{\tau}) + \phi(m_{\tau}) .
\]  
(18)

For a tree-structured problem, what convex function \( \phi(m_{\tau}) \) should we choose? Recall that \( m_{\tau} \) defines the marginal distributions of a tree-structured distribution \( p_{m_{\tau}} \) over the nodes and edges:

\[
m_{\tau,u}(x_u) = \sum_{\neg x_u} p_{m_{\tau}}(x_1, \ldots, x_u, \ldots, x_n), \forall u \in V_{\tau} ,
\]

\[
m_{\tau,uv}(x_u, x_v) = \sum_{\neg x_u, \neg x_v} p_{m_{\tau}}(x_1, \ldots, x_u, x_v, \ldots, x_n), \forall (uv) \in E_{\tau} .
\]

It is well known that the sum-product algorithm [12] efficiently computes the marginal distributions for a tree-structured graph. It can also be shown that the sum-product algorithm solves the following optimization problem [23] for tree \( \tau \) for some constant \( \eta_{\tau} \):

\[
\max_{m_{\tau} \in L(\tau)} (m_{\tau}, \eta_{\tau}) + H_{\text{Bethe}}(m_{\tau}) ,
\]  
(19)

where \( H_{\text{Bethe}}(m_{\tau}) \) is the Bethe entropy of \( m_{\tau} \) defined as:

\[
H_{\text{Bethe}}(m_{\tau}) = \sum_{u \in V_{\tau}} H_u(m_{\tau,u}) - \sum_{(u,v) \in E_{\tau}} I_{uv}(m_{\tau,uv}) ,
\]  
(20)
where \( H_u(m_{\tau,u}) \) is the entropy function on each node \( u \in V_\tau \) and \( I_{uv}(m_{\tau,uv}) \) is the mutual information on each edge \((u,v) \in E_\tau\).

Combing (18) and (19), we set \( \eta_\tau = \nabla \phi(m_{\tau}^t) - y_\tau^t / \alpha \) and choose \( \phi \) to be the negative Bethe entropy of \( m_\tau \) so that (18) can be solved efficiently in linear time via the sum-product algorithm.

For the sake of completeness, we summarize the Bethe-ADMM algorithm as follows:

\[
m_{\tau}^{t+1} = \arg \min_{m_{\tau} \in L(\tau)} \langle y_{\tau}^t / \alpha - \nabla \phi(m_{\tau}^t), m_{\tau} \rangle + \phi(m_{\tau}),
\]

\[
\mu^{t+1} = \arg \min_\mu \sum_{\tau=1}^T \left( -\langle \lambda_{\tau}^t, \mu_{\tau} \rangle + \beta / 2 \| m_{\tau}^{t+1} - \mu_{\tau} \|^2 \right),
\]

\[
\lambda_{\tau}^{t+1} = \lambda_{\tau}^t + \beta (m_{\tau}^{t+1} - \mu_{\tau}^{t+1}),
\]

where \( y_{\tau}^t \) is defined in (16) and \( -\phi \) is defined in (20).

### 3.3 Convergence

We prove the global convergence of the Bethe-ADMM algorithm. We first bound the Bregman divergence \( d_{\phi} \):

**Lemma 1** Let \( \mu_\tau \) and \( \nu_\tau \) be two concatenated vectors of the pseudomarginals on a tree \( \tau \) with \( n_\tau \) nodes. Let \( d_{\phi}(\mu_\tau||\nu_\tau) \) be the Bregman divergence induced by the negative Bethe entropy \( \phi \). Assuming \( \alpha \geq \max_\tau \{ \beta (2n_\tau - 1)^2 \} \), we have

\[
\alpha d_{\phi}(\mu_\tau||\nu_\tau) \geq \beta / 2 \| \mu_\tau - \nu_\tau \|^2.
\]

**Proof:** Let \( P_\tau(x) \) be a tree-structured distribution on a tree \( \tau = (V_\tau, E_\tau) \), where \( |V_\tau| = n_\tau \) and \( |E_\tau| = n_\tau - 1 \). The pseudomarginal \( \mu_\tau \) has a total of \( 2n_\tau - 1 \) components, each being a marginal distribution. In particular, there are \( n_\tau \) marginal distributions corresponding to each node \( u \in V_\tau \), given by

\[
\mu_{\tau,u}(x_u) = \sum_{x_{\tau \setminus u}} P_\tau(x_1, \ldots, x_u, \ldots, x_{n_\tau}).
\]

Thus, \( \mu_{\tau,u} \) is the marginal probability for node \( u \).

Further, there are \( n_\tau - 1 \) marginal components corresponding to each edge \((u,v) \in E_\tau\), given by

\[
\mu_{\tau,uv}(x_u, x_v) = \sum_{(x_u, x_{\tau \setminus u})} P(x_1, \ldots, x_u, \ldots, x_{n_\tau}).
\]

Thus, \( \mu_{\tau,uv} \) is the marginal probability for nodes \((u,v)\).

Let \( \mu_\tau, \nu_\tau \) be two pseudomarginals defined on tree \( \tau \) and \( P_{\mu_\tau}, P_{\nu_\tau} \) be the corresponding tree-structured distributions. Making use of (25), we have

\[
\| P_{\mu_\tau} - P_{\nu_\tau} \|_1 \geq \| \mu_{\tau,u} - \nu_{\tau,u} \|_1, \forall u \in V_\tau.
\]

Similarly, for each edge, we have the following inequality because of (26)

\[
\| P_{\mu_{\tau,uv}} - P_{\nu_{\tau,uv}} \|_1 \geq \| \mu_{\tau,uv} - \nu_{\tau,uv} \|_1, \forall (u,v) \in E_\tau.
\]

Adding them together gives

\[
(2n_\tau - 1) \| P_{\mu_\tau} - P_{\nu_\tau} \|_1 \geq \| \mu_\tau - \nu_\tau \|_1 \geq \| \mu_\tau - \nu_\tau \|_2.
\]

According to Pinsker’s inequality [3], we have

\[
d_{\phi}(\mu_\tau||\nu_\tau) = K L(P_{\mu_\tau}, P_{\nu_\tau}) \geq \frac{1}{2} \| P_{\mu_\tau} - P_{\nu_\tau} \|_1^2
\]

\[
\geq \frac{1}{2(2n_\tau - 1)^2} \| \mu_\tau - \nu_\tau \|_2^2.
\]

Multiplying \( \alpha \) on both sides and letting \( \alpha \geq \beta (2n_\tau - 1)^2 \), complete the proof.

To prove the convergence of the objective function, we define a residual term \( R_{\tau}^{t+1} \) as

\[
R_{\tau}^{t+1} = \rho_{\tau} (\mu_{\tau}^{t+1} - \mu_{\tau}^*, \theta_{\tau}),
\]

where \( \mu_{\tau}^* \) is the optimal solution for tree \( \tau \). We show that \( R_{\tau}^{t+1} \) satisfies the following inequality:

**Lemma 2** Let \( \{ m_{\tau}, \mu_\tau, \lambda_\tau \} \) be the sequences generated by Bethe-ADMM. Assume \( \alpha \geq \max_\tau \{ \beta (2n_\tau - 1)^2 \} \). For any \( \mu_\tau^* \in L(\tau) \), we have

\[
R_{\tau}^{t+1} \leq \langle \lambda_{\tau}^t, \mu_{\tau}^* - m_{\tau}^{t+1} \rangle + \alpha (d_{\phi}(\mu_{\tau}^*||m_{\tau}^{t+1}) - d_{\phi}(\mu_{\tau}^*||m_{\tau}^{t+1})) + \beta (\| \mu_{\tau}^* - \mu_{\tau}^t \|_2^2 - \| \mu_{\tau}^* - m_{\tau}^t \|_2^2 - \| m_{\tau}^{t+1} - \mu_{\tau}^t \|_2^2 - \| m_{\tau}^{t+1} - m_{\tau}^t \|_2^2),
\]

\[
R_{\tau}^{t+1} \text{ is defined in (31)}.
\]

**Proof:** Since \( m_{\tau}^{t+1} \) is the optimal solution for (21), for any \( \mu_\tau^* \in L(\tau) \), we have the following inequality:

\[
\langle \lambda_{\tau}^t, \mu_{\tau}^* - m_{\tau}^{t+1} \rangle + \alpha (d_{\phi}(\mu_{\tau}^*||m_{\tau}^{t+1}) - d_{\phi}(\mu_{\tau}^*||m_{\tau}^{t+1})) \geq 0.
\]

Substituting (16) into (33) and rearranging the terms, we have

\[
R_{\tau}^{t+1} \leq \langle \lambda_{\tau}^t, \mu_{\tau}^* - m_{\tau}^{t+1} \rangle + \beta (\| \mu_{\tau}^* - \mu_{\tau}^t \|_2^2 - \| \mu_{\tau}^* - m_{\tau}^t \|_2^2 - \| m_{\tau}^{t+1} - \mu_{\tau}^t \|_2^2 - \| m_{\tau}^{t+1} - m_{\tau}^t \|_2^2).
\]

The second term in the RHS of (34) is equivalent to

\[
2(\| \mu_{\tau}^* - \mu_{\tau}^t \|_2^2 - \| \mu_{\tau}^* - m_{\tau}^t \|_2^2 - \| m_{\tau}^{t+1} - \mu_{\tau}^t \|_2^2 - \| m_{\tau}^{t+1} - m_{\tau}^t \|_2^2).
\]

The third term in the RHS of (34) can be rewritten as

\[
\langle \nabla \phi(m_{\tau}^{t+1}) - \nabla \phi(m_{\tau}^t), \mu_{\tau}^* - m_{\tau}^{t+1} \rangle = d_{\phi}(\mu_{\tau}^*||m_{\tau}^{t+1}) - d_{\phi}(\mu_{\tau}^*||m_{\tau}^{t+1}) - d_{\phi}(m_{\tau}^{t+1}||m_{\tau}^t).
\]

Substituting (35) and (36) into (34) and using Lemma 1 complete the proof.

We next show that the first term in the RHS of (32) satisfies the following result:
Lemma 3 Let \( \{m_\tau, \mu_\tau, \lambda_\tau\} \) be the sequences generated by Bethe-ADMM. For any \( \mu^*_\tau \in L(\tau) \), we have

\[
\sum_{\tau=1}^{T} (\lambda^*_\tau - m_{\tau+1}^t) \leq \frac{1}{2\beta} (||\lambda^*_\tau||_2^2 - ||\lambda_{\tau+1}^t||_2^2) + \frac{\beta}{2} (||\mu^*_\tau - m_{\tau+1}^t||_2^2 - ||\mu^*_\tau - \mu_{\tau+1}^t||_2^2).
\]

Proof: Let \( \mu_i^t \) be the \( i \)th component of \( \mu \). We augment \( \mu_\tau, m_\tau \) and \( \lambda_\tau \) in the following way: If \( \mu_i \) is not a component of \( \mu_\tau \), we set \( \mu_i^t = 0 \), \( m_i^t = 0 \) and \( \lambda_i = 0 \); otherwise, they are the corresponding components from \( \mu_\tau, m_\tau \) and \( \lambda_\tau \) respectively. We can then rewrite (22) in the following equivalent component-wise form:

\[
\mu_i^{t+1} = \arg\min_{\mu_i^t} \sum_{\tau=1}^{T} (\lambda^*_\tau, m_{\tau+1}^t - \mu_i^t) + \frac{\beta}{2} (||m_{\tau+1}^t - \mu_i^t||_2^2).
\]

For any \( \mu^*_\tau \in L(\tau) \), we have the following optimality condition:

\[
-\sum_{\tau=1}^{T} (\lambda^*_\tau, m_{\tau+1}^t - \mu^*_\tau) \leq 0.
\]

Combining all the components of \( \mu^{t+1} \), we can rewrite (37) in the following vector form:

\[
-\sum_{\tau=1}^{T} (\lambda^*_\tau, m_{\tau+1}^t - \mu^*_\tau) \geq 0.
\]

Rearranging the terms yields

\[
\sum_{\tau=1}^{T} (\lambda^*_\tau - m_{\tau+1}^t) \leq \sum_{\tau=1}^{T} (\lambda^*_\tau, m_{\tau+1}^t - \mu^*_\tau) - \sum_{\tau=1}^{T} (\lambda^*_\tau, m_{\tau+1}^t - \mu^*_\tau) \leq \sum_{\tau=1}^{T} (\lambda^*_\tau, m_{\tau+1}^t - \mu^*_\tau) + \frac{\beta}{2} \sum_{\tau=1}^{T} (||\mu^*_\tau - m_{\tau+1}^t||_2^2).
\]

We also need the following lemma which can be found in [6]. We omit the proof due to lack of space.

Lemma 4 Let \( \{m_\tau, \mu_\tau, \lambda_\tau\} \) be the sequences generated by Bethe-ADMM. Then

\[
\sum_{\tau=1}^{T} ||m_{\tau+1} - \mu^*_\tau||_2^2 \leq \sum_{\tau=1}^{T} ||m_{\tau+1} - \mu^*_\tau||_2^2 + ||\mu^*_\tau - \mu^*_\tau||_2^2.
\]

Theorem 1 Assume the following hold: (1) \( m_0^T \) and \( \mu_0^T \) are uniform tree-structured distributions, \( \forall \tau = 1, \ldots, |T| \) \( \lambda_0^\tau = 0, \forall \tau = 1, \ldots, |T|; \) (2) \( \lambda_\tau^0 = 0, \forall \tau = 1, \ldots, |T|; \) (3) \( \max_{\phi} d_\phi(\mu^*_\tau | m_0^T) = D(\mu); \) (4) \( \alpha \geq \max_{\tau} \{\beta(2n - 1)^2\} \) holds. Denote \( \bar{m}_\tau^T = \frac{1}{T} \sum_{t=0}^{T-1} m_\tau^t \) and \( \bar{\mu}_\tau^T = \frac{1}{T} \sum_{t=0}^{T-1} \mu_\tau^t \). For any \( T \) and the optimal solution \( \mu^*_T \), we have

\[
\sum_{\tau=1}^{T} \left( \rho_T (\bar{m}_\tau^T, \mu^*_T) + \frac{\beta}{2} (\bar{m}_\tau^T - \bar{\mu}_\tau^T)^2 \right) \leq \frac{D(\mu)}{|T|}.
\]

Proof: Summing (32) over \( \tau \) from 1 to \( |T| \) and using Lemma 3, we have:

\[
\sum_{\tau=1}^{T} \left( \rho_T (\bar{m}_\tau^T, \mu^*_T) + \frac{\beta}{2} (\bar{m}_\tau^T - \bar{\mu}_\tau^T)^2 \right) \leq \frac{1}{2\beta} \sum_{\tau=1}^{T} (||\lambda_\tau^0||_2^2 - ||\lambda_\tau^{t+1}||_2^2) + \frac{\beta}{2} (||\mu^*_\tau - \mu_\tau^{t+1}||_2^2 - ||\mu^*_\tau - \mu_\tau^{t+1}||_2^2)
\]

\[
+ \frac{\beta}{2} (||\mu^*_\tau - \mu_\tau^{t+1}||_2^2 - ||\mu^*_\tau - m_\tau^{t+1}||_2^2) + \alpha (d_\phi(\mu^*_\tau | m_\tau^T) - d_\phi(\mu^*_\tau | m_\tau^{t+1}))
\]

(41)
Summing over the above from $t = 0$ to $T - 1$, we have
\[
\sum_{t=0}^{T-1} \sum_{\tau=1}^{\mid T \mid} \left( R_{t+1}^{\tau} + \frac{\beta}{2} \parallel m_{t+1}^{\tau} - \mu_{t}^{\tau} \parallel^{2} \right)
\leq \sum_{\tau=1}^{\mid T \mid} \frac{1}{2\beta} \left( \parallel \lambda_{t}^{\tau} \parallel^{2} - \parallel \lambda_{t}^{\tau} \parallel^{2} \right) + \frac{\beta}{2} \left( \parallel \mu_{t}^{\tau} - \mu_{0}^{\tau} \parallel^{2} - \parallel \mu_{t}^{\tau} - \mu_{t}^{\tau} \parallel^{2} \right)
+ \frac{\beta}{2} \parallel \mu_{t}^{\tau} - \mu_{t}^{\tau} \parallel^{2} + \alpha \left( d_{\phi}(\mu_{t}^{\tau} || m_{t}^{\tau}) - d_{\phi}(\mu_{t}^{\tau} || m_{t}^{\tau}) \right)
\leq \sum_{\tau=1}^{\mid T \mid} \frac{\beta}{2} \parallel \mu_{t}^{\tau} - \mu_{t}^{\tau} \parallel^{2} + \alpha \left( d_{\phi}(\mu_{t}^{\tau} || m_{t}^{\tau}) - d_{\phi}(\mu_{t}^{\tau} || m_{t}^{\tau}) \right)
\leq \sum_{\tau=1}^{\mid T \mid} \alpha d_{\phi}(\mu_{t}^{\tau} || m_{t}^{\tau}), \tag{42}
\]
where we use Lemma 1 to derive (42). Applying Lemma 4 and Jensen’s inequality yield the desired bound.

Theorem 1 establishes the $O(1/T)$ convergence rate for the Bethe-ADMM in ergodic sense. As $T \rightarrow \infty$, the objective value $\sum_{\tau=1}^{\mid T \mid} \rho_{\tau}(m_{t}^{\tau}, \theta_{\tau})$ converges to the optimal value and the equality constraints are also satisfied.

### 3.4 Extension to MRFS with General Factors

Although we present Bethe-ADMM in the context of pairwise MRFS, it can be easily generalized to handle MRFS with general factors. For a general MRF, we can view the dependency graph as a factor graph [12], a bipartite graph $G = (V \cup F, E)$, where $V$ and $F$ are disjoint set of variable nodes and factor nodes and $E$ is a set of edges, each connecting a variable node and a factor node. The distribution $P(x)$ takes the form: $P(x) \propto \exp \left\{ \sum_{u \in V} f_{u}(x_{u}) + \sum_{a \in F} f_{a}(x_{a}) \right\}$. The relaxed LP for general MRFS can be constructed in a similar fashion with that for pairwise MRFS.

We can then decompose the relaxed LP to subproblems defined on factor trees and impose equality constraints to enforce consistency on the shared variables among the subproblems. Each subproblem can be solved efficiently using the sum-product algorithm for factor trees and the Bethe-ADMM algorithm for general MRFS bears similar structure with that for pairwise MRFS.

### 4 Experimental Results

We compare the Bethe-ADMM algorithm with several other state-of-the-art MAP inference algorithms. We show the comparison results with primal based MAP inference algorithms in Section 4.1 and dual based MAP inference algorithm in Section 4.2 respectively. We also show in Section 4.3 how tree decomposition benefits the performance of Bethe-ADMM. We run experiments in Section 4.1-4.3 using sequential updates. To illustrate the scalability of our algorithm, we run parallel Bethe-ADMM on a multicore machine and show the linear speedup in Section 4.4.

#### 4.1 Comparison with Primal based Algorithms

We compare the Bethe-ADMM algorithm with the proximal algorithm [18], Exact ADMM algorithm and Primal ADMM algorithm [15]. For the proximal algorithm, we choose the Bregman divergence as the sum of KL-divergences across all node and edge distributions. Following the methodology in [18], we terminate the inner loop if the maximum constraint violation of $L(G)$ is less than $10^{-3}$ and set $\omega^{t} = t$. Similarly, in applying the Exact ADMM algorithm, we terminate the loop for solving $m_{\tau}$ if the maximum constraint violation of $L(\tau)$ is less than $10^{-3}$. For the Exact ADMM and Bethe-ADMM algorithm, we use ‘edge decomposition’: each $\tau$ is simply an edge of the graph and $\mid T \mid = \mid E \mid$. To obtain the integer solution, we use node-based rounding: $x_{u}^{*} = \arg \max_{x_{u}} \mu_{u}(x_{u})$.

We show experimental results on two synthetic datasets. The underlying graph of each dataset is a three dimensional $m \times n \times t$ grid. We generate the potentials as follows: We set the nodewise potentials as random numbers from $[-a, a]$, where $a > 0$. We set the edgewise potentials according to the Potts model, i.e., $\theta_{uv}(x_{u}, x_{v}) = b_{uv}$ if $x_{u} = x_{v}$ and 0 otherwise. We choose $b_{uv}$ randomly from $[-1, 1]$. The edgewise potentials penalize disagreement if $b_{uv} > 0$ and penalize agreement if $b_{uv} < 0$. We generate datasets using $m = 20, n = 20, t = 16, k = 6$ with varying $a$.

Figure 1(a) shows the plots of (1) on one synthetic dataset and we find that the algorithms have similar performances on other simulation datasets. We observe that all algorithms converge to the optimal value $\langle \mu^{*}, f \rangle$ of (3) and we plot the relative error with respect to the optimal value $\parallel \langle \mu^{*} - \mu_{t}, f \rangle \parallel$ on the two datasets in Figure 1(b) and 1(c).

Overall, the Bethe-ADMM algorithm converges faster than other primal algorithms. We observe that the proximal algorithm and Exact ADMM algorithm are the slowest, due to the sequential projection step. In terms of the decoded integer solution, the Bethe-ADMM, Exact ADMM and proximal algorithm have similar performances. We
also note that a higher objective function value does not necessarily lead to a better decoded integer solution.

### 4.2 Comparison with Dual based Algorithms

In this section, we compare the Bethe-ADMM algorithm with the MPLP algorithm [7] and the Dual ADMM algorithm [15]. We conduct experiments on protein design problems [26]. In these problems, we are given a 3D structure and the goal is to find a sequence of amino-acids that is the most stable for that structure. The problems are modeled by nodewise and pairwise factors and can be posed as finding a MAP assignment for the given model. This is a demanding setting in which each problem may have hundreds of variables with 100 possible states on average.

We run the algorithms on two problems with different sizes [26], i.e., 1jo8 (58 nodes and 981 edges) and 1or7 (180 nodes and 3005 edges). For the MPLP and Dual ADMM algorithm, we plot the value of the integer programming problem (1) and its dual. For Bethe-ADMM algorithm, we plot the value of dual LP of (3) and the integer programming problem (1). Note that although Bethe-ADMM and Dual ADMM have different duals, their optimal values are the same. We run the Bethe-ADMM based on edge decomposition. Figure 3 shows the result.

We observe that the MPLP algorithm usually converges faster, but since it is a coordinate ascent algorithm, it can stop prematurely and yield suboptimal solutions. Figure 2 shows that on the 1fpo dataset, the MPLP algorithm converges to a suboptimal solution. We note that the convergence time of the Bethe-ADMM and Dual ADMM are similar. The three algorithms have similar performance in terms of the decoded integer solution.

### 4.3 Edge based vs Tree based

In the previous experiments, we use ‘edge decomposition’ for the Bethe-ADMM algorithm. Since our algorithm can work for any tree-structured graph decomposition, we want to empirically study how the decomposition affects the performance of the Bethe-ADMM algorithm. In the following experiments, we show that if we can utilize the graph structure when decomposing the graph, the Bethe-ADMM algorithm will have better performance compared to simply using ‘edge decomposition’, which does not take the graph structure into account.

We conduct experiments on synthetic datasets. We generate MRFs whose dependency graphs consist of several tree-structured graphs and cross-tree edges to introduce cycles. To be more specific, we first generate $m$ binary tree structured MRFs each with $s$ nodes. Then for each ordered pair of tree-structured MRFs $(i, j)$, $1 \leq i, j \leq m$, $i \neq j$, we uniformly sample $n$ nodes from MRF $i$ with replacement and uniformly sample $n$ ($n \leq s$) nodes from MRF $j$ without replacement, resulting in two node sets $S_{ij}$ and $D_{ij}$. We then connect the nodes in $S_{ij}$ and $D_{ij}$, denoting them as $E_{ij}$. We repeat this process for every pair of trees. By construction, the graph consisting of tree $i$, nodes in $D_{ij}$ and edges in $E_{ij}$, $\forall j \neq i$ is still a tree. We will use these $m$ augmented trees as the tree-structured subgraphs for the Bethe-ADMM algorithm. Figure 4 illustrates the graph generation and tree decomposition process. A simple calculation shows that for this particular tree decomposition, $O(m^2nk)$ equality constraints are maintained, while for edge decomposition, $O(msk + m^2nk)$ are maintained. When the graph has dominant tree structure, tree decomposition leads to much less number of equality constraints.
For the experiments, we run the Bethe-ADMM algorithm based on tree and edge decomposition with different values of $s$, keeping $m$ and $n$ fixed. It is easy to see that the tree structure becomes more dominant when $s$ becomes larger. Since we observe that both algorithms first converge to the optimal value of (3) and then the equality constraints are gradually satisfied, we evaluate the performance by computing the maximum constraint violation of $L(G)$ at each iteration for both algorithms. The faster the constraints are satisfied, the better the algorithm is. The results are shown in Figure 5. When the tree structure is not obvious, the two algorithms have similar performances. As we increase $s$ and the tree structure becomes more dominant, the difference between the two algorithms is more pronounced. We attribute the superior performance to the fact that for the tree decomposition case, much fewer number of equality constraints are imposed and each subproblem on tree can be solved efficiently using the sum-product algorithm.

4.4 Scalability Experiments on Multicores

The dataset used in this section is the Climate Research Unit (CRU) precipitation dataset [16], which has monthly precipitation from the years 1901-2006. The dataset is of high gridded spatial resolution ($360 \times 720$, i.e., 0.5 degree latitude $\times$ 0.5 degree longitude) and includes the precipitation over land.

Our goal is to detect major droughts based on precipitation. We formulate the problem as the one of estimating the most likely configuration of a binary MRF, where each node represents a location. The underlying graph is a three dimensional grid ($360 \times 720 \times 106$) with 7,146,520 nodes and each node can be in two possible states: dry and normal. We run the Bethe-ADMM algorithm on the CRU dataset and detect droughts based on the integer solution after node-based rounding. For the details of the this experiment, we refer to readers to [5]. Our algorithm successfully detects nearly all the major droughts of the last century. We also examine how the Bethe-ADMM algorithm scales on the CRU dataset with more than 7 million variables. We run the Open MPI code with different number of cores and the result in Figure 6 shows that we obtain almost linear speedup with the number of cores.

5 Conclusions

We propose a provably convergent MAP inference algorithm for large scale MRFs. The algorithm is based on the ‘tree decomposition’ idea from the MAP inference literature and the alternating direction method from the optimization literature. Our algorithm solves the tree structured subproblems efficiently via the sum-product algorithm and is inherently parallel. The empirical results show that the new algorithm, in its sequential version, compares favorably to other existing approximate MAP inference algorithm in terms of running time and accuracy. The experimental results on large datasets demonstrate that the parallel version scales almost linearly with the number of cores in the multi-core setting.
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Abstract

In this paper we propose a multi-armed bandit inspired, pool based active learning algorithm for the problem of binary classification. By carefully constructing an analogy between active learning and multi-armed bandits, we utilize ideas such as lower confidence bounds, and self-concordant regularization from the multi-armed bandit literature to design our proposed algorithm. Our algorithm is a sequential algorithm, which in each round assigns a sampling distribution on the pool, samples one point from this distribution, and queries the oracle for the label of this sampled point. The design of this sampling distribution is also inspired by the analogy between active learning and multi-armed bandits. We show how to derive lower confidence bounds required by our algorithm. Experimental comparisons to previously proposed active learning algorithms show superior performance on some standard UCI data-sets.

1 Introduction

In the classical passive binary classification problem one has access to labeled samples $S = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, drawn from an unknown distribution $P$ defined on a domain $X \times \{-1, +1\}$, where $X \subset \mathbb{R}^d$. The points $\{x_1, \ldots, x_n\}$ are sampled i.i.d. from the marginal distribution $P_X$, and the labels $y_1, \ldots, y_n$ are sampled from the conditional distribution $P_{Y|X=x}$. Classical learning algorithms, such as boosting, SVMs, logistic regression choose a hypothesis class $H$, and an appropriate loss function $L(\cdot)$, and solve some sort of an empirical risk minimization problem to return a hypothesis $h \in H$, whose risk $R(h) \equiv \mathbb{E}_{x,y \sim P} L(yh(x))$ is small. However, in domains such as speech recognition, natural language processing, there is generally a lacuna of labeled data, and obtaining labels for unlabeled data is both tedious, and expensive. In such cases it is of both theoretical and practical interest to design learning algorithms, which need only a few labeled examples for training, and also guarantee good performance on unseen data. In recent years active learning (AL) has emerged as a very popular framework for solving machine learning problems with limited labeled data (Settles, 2009). In this framework the learning algorithm is “active”, and is allowed to query, an oracle $O$, for the label of those points which it feels are maximally informative for the learning process. The hope is that by using few, but wisely chosen labels the active learning algorithm will be able to learn as well as a passive learning algorithm, which has access to lots of labeled data.

Broadly speaking AL algorithms can be classified into three kinds, namely membership query (MQ) based algorithms, stream based algorithms and pool based algorithms. All these three kinds of AL algorithms query $O$ for the label of the point, but differ from each other in the nature of the queries. In MQ based algorithms the active learner can query $O$, for the label of a point in the input space $X$. However, this query need not necessarily be from the support of the marginal distribution $P_X$. MQ algorithms might work poorly when the oracle $O$ is a human annotator (Baum and Lang, 1992). Stream based AL algorithms (Cohn et al., 1994; Chu et al., 2011) sample a point $x$ from the marginal distribution $P_X$, and decide on-the-fly whether to query $O$ for the label of $x$. Stream based AL algorithms are computationally efficient, and most appropriate when the underlying distribution changes with time. In pool based AL we are provided with a pool $P = \{x_1, \ldots, x_n\}$ of unlabeled points, which have been sampled i.i.d. from the marginal distribution $P_X$, and a labeling oracle $O$, which when queried for the label of $x$, returns $y \sim P_{Y|X=x}$. Algorithms in the pool based setting have the luxury of deciding which points to query by looking at the entire pool.
Contributions. In this paper we shall deal with pool based active learning. We shall also assume that we have a query budget, $B$, of the maximum number of queries the AL algorithm can issue to the oracle.

We view AL from the lens of exploration-exploitation trade-off. The concept of exploration-exploitation is central to problems in decision making under uncertainty, and is best illustrated by the multi-armed bandit (MAB) problem 1 2. The MAB problem is a $B$ round game, where in a generic round $t$, the player has to pull one among $k$ arms of a multi-armed bandit. On doing so the player suffers a loss $L_t$. The player does not get to know the loss he could have suffered if he had pulled a different arm. The goal of the player is to minimize the cumulative loss suffered over $B$ rounds. In each round the player needs to resolve the dilemma of whether to explore an arm which has not been pulled in the past, or whether to exploit the knowledge of the cumulative losses of the arms that have been pulled in the past. We provide a pool based, sequential AL algorithm called LCB-AL, which is motivated by applying algorithmic ideas from the problem of multi-armed bandits to the problem of AL. In order to do so we build a bridge between the MAB problem and AL problem, providing an equivalence between the arms of a MAB problem, and the hypothesis in $H$, and mitigating the problem of absence of an explicit loss signal in AL, unlike MAB. Establishing this analogy is not very straightforward, but once done allows us to readily use tools such as lower confidence bounds (Auer et al., 2002a), and self-concordant regularization (Abernethy et al., 2008) in the design of LCB-AL. To our knowledge, our work is one of the first in trying to use bandit type ideas for active learning, and we strongly believe that one can build extremely practical, yet very simple and scalable algorithms by understanding the interplay between multi-armed bandits and active learning.

In section 2 we take the first steps towards building an analogy between MAB and AL. This inspires us to use a very successful algorithm from the MAB literature, for the problem of AL. We build the technical tools needed to fill in the details of our proposed algorithm in section 3. Section 4 discusses related work, and section 5 compares LCB-AL with other active learning algorithms on various datasets.

2 Towards an analogy between Multi-armed bandits and Active Learning

In active learning the goal is to find a hypothesis $h \in H$ with low risk, by using as little labeled data as possible. In other words, we want to quickly estimate the risk of different hypothesis, and discard suboptimal hypothesis. In MAB, the goal of the player is to design a strategy, that minimize the cumulative loss suffered by the player over $T$ rounds. If the player knew the arms with the smallest possible cumulative loss then the optimal strategy would be to pull this arm in each and every round. Hence, in MAB the player wants to quickly detect the (near) optimal arm to pull. Looking from the lens of MAB, it is now natural to think of AL problem as a MAB problem, where the arms of the MAB are the different hypothesis in $H$. While this is a satisfying connection there are two issues that still need to be resolved. 1) In the MAB problem, in each round we pull an arm of the MAB. If arms of the MAB were equivalent to the different hypothesis in $H$, then how do we decide which “hypothesis to pull”. 2) In MAB the player gets to see an explicit loss signal at the end of each round. However, in AL there is no such explicit loss signal, instead the feedback that is received is the label of the queried point $x$. Hence, the next question that arises is how could one use the label information as some kind of a loss signal? The following subsections attempt to resolve these issues.

2.1 Which hypothesis to pull?

A very popular approach in MAB to mitigate the exploration-exploitation trade-off is via the use of lower confidence bounds (LCB) (Auer et al., 2002b,a; Audibert et al., 2009a; Bubeck and Cesa-Bianchi, 2012) 3. In the LCB approach, at the end of round $t$, for each arm $a$ in the set of arms, we build a lower confidence bound, $LCB_t(a)$ for the cumulative loss the player would have suffered, in hindsight, had he pulled arm $a$ for the first $t$ rounds. The choice of arm $a_{t+1}$ to be pulled in the next round, i.e. round $t + 1$ is the solution to the optimization problem $a_{t+1} \in \arg\min_{a} LCB_t(a)$. Such lower confidence bounds can be derived via concentration inequalities (Auer et al., 2002b; Audibert et al., 2009b), and are generally expressed as $LCB_t(a) \overset{\text{def}}{=} \hat{L}_t(a) - U(\hat{L}_t(a))$, where $\hat{L}_t(a)$ is an estimate of the cumulative loss of arm $a$, the player would have suffered had he pulled each arm for the first $t$ rounds, and $U(\hat{L}_t(a))$ is some measure of uncertainty (typically variance) of the cumulative

---

1Usually in the literature on MAB it is common to talk of rewards. For our purposes, it would be more convenient to talk of losses rather than rewards.

2We shall consider the non-stochastic bandit problem.
loss of \(\alpha\), at the end of round \(t\). The reason behind the success of confidence bounds in the MAB problem can be explained by the fact that \(L_{CB_t}(a)\) captures both the knowledge of the cumulative loss, via \(L_t(a)\), as well as the uncertainty in this estimate, via \(U(L_t(a))\). By pulling the arm \(a_{t+1}\) in round \(t+1\) of our MAB algorithm, and by updating our estimate of the cumulative loss of arm \(a_{t+1}\), our updated estimate \(\hat{L}_{t+1}(a_{t+1})\) is a better estimator as \(U(L_{t+1}(a_{t+1}))\) is potentially smaller than \(U(L_t(a_{t+1}))\).

One could use a similar technique even in AL. If one had some kind of a LCB on the risk of each hypothesis, then we could equate pulling a hypothesis as solving the optimization problem \(h_{t+1} \in \arg \min_{h \in \mathcal{H}} LCB_t(h)\), where \(LCB_t(h)\) is the lower confidence bound on the risk of \(h \in \mathcal{H}\). An LCB for \(R(h)\) can be obtained by utilizing the labeled data gathered over the run of the algorithm.

2.2 Absence of a loss signal in AL

When an arm is pulled in the MAB setting, the player suffers a loss, and this loss is used to update the LCB of the chosen arm. However, in AL there is no such explicit loss signal. One might come up with a proxy loss signal for the active learning problem which can then be used to update the lower confidence bound of all the hypothesis in \(\mathcal{H}\). However, we take a different approach. The utility of the loss signal when the arm \(a_t\) is pulled in round \(t\) of the MAB problem is two folds. Firstly to update the cumulative loss of \(a_t\), and secondly to decrease the uncertainty in the estimate of the cumulative loss of \(a_t\). In AL when a certain point \(x\) is queried for its label, then this label information can be utilized to improve the error estimate of \(h_t\) as well as other hypothesis. Hence, it makes sense to query \(\mathcal{O}\), for the label of some point \(x\) in \(P\), such that its label information maximally reduces the variance of the estimate of risk of \(h_t\). Hence, by conceptually viewing label information as a mechanism to reduce the variance of the risk estimate of different hypothesis, we have a disciplined way of deciding which points to query. Table 1 summarizes the analogy between AL and MAB.

2.3 Rough outline of LCB-AL.

LCB-AL is a sequential algorithm where in each round a probability distribution is placed on \(\mathcal{P}\), and a single point is sampled from \(\mathcal{P}\). We additionally assume that the hypothesis class \(\mathcal{H}\) is convex. For the sake of simplicity we shall allow re-querying points in the pool, i.e. if a point \(x_1\) was first queried in some round \(t_1\), then it might once again be queried in round \(t_2\). If such a re-querying happens then we use the label that was returned by \(\mathcal{O}\) in round \(t_1\). In order to construct lower confidence bounds on the risk of \(h\) we use importance weighting along with Bernstein type inequalities for martingales. The advantage of using importance weights, is that they facilitate data reuse, when an actively sampled data with one hypothesis class, is used in the future to learn a model from a different hypothesis class. The problem with such importance weighted estimators is that they have very high variance. The seminal work of Abernethy et al. (2008) showed that one could tackle the high variance of the importance weighted estimators, via the use of self-concordant barriers (Nesterov and Nemirovsky, 1994). This inspires us to use the self-concordant barrier of \(\mathcal{H}\) along with lower confidence bounds in our algorithm. As a result in each round (see step 14 of algorithm 1) we solve the optimization problem

\[
h_{t+1} \in \arg \min_{h \in \mathcal{H}} LCB_t(h) + R(h),
\]

where \(R(h)\) is the self-concordant barrier of \(\mathcal{H}\). Using \(h_{t+1}\) we induce a sampling distribution over the pool \(\mathcal{P}\), at the start of round \(t+1\) (see step 4 of algorithm 1).

As discussed in section 2.2, the probability distribution is such that it minimizes the (conditional) variance of the estimate of risk of \(h_t\). We shall make this clear in section 3.2.

3 Risk Estimates and Confidence Bounds

We begin with the notation that will be required to develop our confidence bounds. Let \(p_i\) be the probability of querying \(x_i\) in round \(t\), and \(Q_i \in \{0, 1\}\) be the random variable which takes the value 1 if \(x_i\) was queried in round \(t\), and 0 otherwise. Hence \(E[Q_i | p_i] = 1\). For convenience, we shall denote by \(Q_{1:t}^i\) the collection of random variables \(Q_1, \ldots, Q_{t-1}, Q_t\). Let \(Z_{i:t}^i = y_i Q_{1:t}^i\). Denote by \(x_{1:n}\) the collection of random variables \(x_1, \ldots, x_n\). Also let \(|x|_+ = \max\{x, 0\}\).

We shall make the following independence assumption:

**Assumption 1.** If \(x_i\) has not been queried up until the start of round \(t\), then \(p_i \equiv y_{i|1:n}, Z_{i:t-1}^i\).

For any hypothesis \(h \in \mathcal{H}\), define \(\hat{L}_t(h) \equiv \frac{1}{n} \sum_{i=1}^n \sum_{t=1}^t Q_i p_i L(y_i h(x_i))\). For any hypothesis \(h \in \mathcal{H}\), \(\hat{L}_t(h)\) is an unbiased estimator of the risk of the hypothesis \(h\), and was first proposed by Ganti and Gray (2011).
Table 1: The analogy between MAB and AL that is used as a guiding principle for the design of LCB-AL

<table>
<thead>
<tr>
<th>MAB</th>
<th>AL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arms Hypothesis</td>
<td>Sampling distribution</td>
</tr>
<tr>
<td>Loss signal on pulling an arm helps improve cumulative loss estimates</td>
<td>designed to reduce variance of risk estimates of hypothesis</td>
</tr>
</tbody>
</table>

Algorithm 1 LCB-AL

**Input:** \( P = \{x_1, \ldots, x_n\} \), Loss function \( L(\cdot) \), Budget \( B \), Labeling Oracle \( O \), \( p_{\min} \)

1. Set \( h_1 = 0, t = 1 \).
2. while num queryed \( \leq B \) do
3. for \( x_i \in P \) do
4. \( \tilde{y}_i = \begin{cases} y_i & \text{if } x_i \in Q_{t-1} \\ \text{sign}(h_t(x_i)) & \text{otherwise} \end{cases} \)
5. \( p_t^i \leftarrow p_{\min} + (1 - np_{\min}) \frac{L(\tilde{y}_i h_t(x_i))}{\sum_{i \in P} L(\tilde{y}_i h_t(x_i))} \)
6. end for
7. Sample a point (say \( x \)) from the probability vector \( p_t^i \).
8. if \( x \) was not queried in the past then
9. Query \( O \) for the label \( y \) of \( x \).
10. num queryed \( \leftarrow \) num queryed + 1
11. else
12. Reuse the label of \( x \).
13. end if
14. Solve: \( h_{t+1} = \arg \min_{h \in H} \text{LCB}_t(h) + \lambda_t R(h) \).
15. \( t \leftarrow t + 1 \)
16. end while
17. Return \( h_B \).

Finally let \( Q_t \overset{\text{def}}{=} \{x \in P | \sum_{i=1}^{t} Q_t^i > 0\} \). Let \( F_{x} \overset{\text{def}}{=} \sigma(x_{1:n}, Z_{1:t}) \) be the smallest sigma algebra that makes the random variables \( x_{1:n}, Z_{1:t} \) measurable. Clearly \( F_1 \subset \ldots \subset F_t \) form a filtration. Also we shall assume that our loss function is a convex function of the margin \( y h(x) \), and is upper bounded by \( L_{\max} < \infty \) for all \( x \in P, h \in H \). Popular loss functions such as logistic loss, exponential loss, squared loss all satisfy these criteria.

### 3.1 Constructing lower confidence bounds

Utilizing the unbiased estimator \( \hat{L}_t(h) \), along with Bernstein type inequalities for martingales allows us to construct lower confidence bounds for \( R(h) \). We shall begin with the standard Azuma-Hoeffding bound for martingale difference sequences.

**Theorem 1.** [Azuma-Hoeffding inequality] Let \( X_1, X_2, \ldots \) be a martingale difference sequence w.r.t a filtration \( F_1 \subset F_2 \subset \ldots \). If for each \( i \geq 1 \), \( |X_i| \leq c_i \). Then,

\[
\mathbb{P}\left[ \sum_{i=1}^{n} X_i \geq \epsilon \right] \leq 2 \exp\left(-\frac{2\epsilon^2}{\sum_{i=1}^{n} c_i^2}\right)
\]

We shall also need the following Bernstein type result from Bartlett et al. (2008).

**Theorem 2.** Let \( M_1, \ldots, M_t \) be a martingale difference sequence (MDS), w.r.t the filtration \( F_1 \subset \ldots \subset F_t \), with \( |M_t| \leq b \). Let \( \forall \tau, M_{\tau} \overset{\text{def}}{=} \bigvee_{\tau < \tau} M_{\tau} \), and \( \sigma^2 \overset{\text{def}}{=} \sum_{\tau=1}^{t} \forall \tau, M_{\tau} \). Then we have, for any \( 0 < \delta < 1/e \), and \( t \geq 4 \), with probability at least \( 1 - \delta \log(\delta) \)

\[
\sum_{\tau=1}^{t} M_{\tau} < 2 \max\{2\sigma, b\sqrt{\log(1/\delta)}\}\sqrt{\log(1/\delta)}.
\]

**Lemma 1.** For any fixed \( h \in H \), \( t \geq 4, \delta < 1/e \), with probability at least \( 1 - \log(\delta) \), we have

\[
\frac{1}{n} \sum_{i=1}^{n} \sum_{\tau=1}^{t} \frac{Q_{\tau}^i}{p_t^i} L(y_i h(x_i)) - \frac{1}{n} \sum_{i=1}^{n} L(y_i h(x_i)) \leq 2 \max \left( \frac{2}{n^2} \left( \sum_{\tau=1}^{t} \sum_{i=1}^{n} \frac{L^2(y_i h(x_i))}{p_t^i} - \left( \sum_{i=1}^{n} L(y_i h(x_i)) \right)^2 \right) \right) \leq L_{\max} \left( 1 + \frac{1}{np_{\min}} \right) \sqrt{\log(1/\delta)} \sqrt{\log(1/\delta)}
\]

**Proof.** Let,

\[
M_{\tau} \overset{\text{def}}{=} \frac{1}{n} \sum_{i=1}^{n} \frac{Q_{\tau}^i}{p_t^i} L(y_i h(x_i)) - \frac{1}{n} \sum_{i=1}^{n} L(y_i h(x_i)).
\]

Utilizing the independence assumption it is easy to see that \( \mathbb{E}[M_{\tau} | F_{\tau-1}] = 0 \). Hence \( M_1, \ldots, M_t \) form a martingale difference sequence w.r.t. the filtration \( F_1, \ldots, F_t \). In order to apply theorem 2 we need estimates for the sum of conditional variances, and the range of \( |M_{\tau}| \). We proceed to establish upper bounds on these quantities now.

From equation 2 and triangle inequality we get

\[
|M_{\tau}| \leq \frac{1}{n} \left| \sum_{i=1}^{n} \frac{Q_{\tau}^i}{p_t^i} L(y_i h(x_i)) \right| + \frac{1}{n} \left| \sum_{i=1}^{n} L(y_i h(x_i)) \right| \leq L_{\max} \left( 1 + \frac{1}{np_{\min}} \right).
\]
σ² \text{def} \sum_{\tau=1}^{t} E[M_\tau^2 | \mathcal{F}_{\tau-1}]

= \sum_{\tau=1}^{t} \frac{1}{n^2} \sum_{i \neq j} \frac{Q^T_{\tau}}{p_i^2 p_j^2} L(y_i h(x_i)) L(y_j h(x_j))

+ \frac{2}{n} \sum_{\tau=1}^{t} \sum_{i \neq j} \frac{Q^T_{\tau}}{p_i^2 p_j^2} L(y_i h(x_i)) L(y_j h(x_j))

= \frac{1}{nt} \left( \sum_{\tau=1}^{t} \sum_{i \neq j} \frac{Q^T_{\tau}}{p_i^2 p_j^2} L(y_i h(x_i)) L(y_j h(x_j)) \right)

= \frac{1}{n^2} \sum_{i=1}^{n} \left( \sum_{j=1}^{n} \frac{L(y_i h(x_i))}{p_i^2} \right)^2

\quad \quad = \frac{1}{n^2} \sum_{i=1}^{n} \left( \sum_{j=1}^{n} L(y_i h(x_i)) \right)^2.

In equation 4 we used the fact that in each round only one point is queried. The result now follows by the application of theorem 2 with \( b, \sigma^2 \) defined as in equations 3, 5 respectively.

While this theorem enables us to construct lower bounds for the risk of the hypothesis, the major problem is that the RHS of theorem 1 depends on the labels of all the points in the pool and not just the queried labels. We shall now provide an estimator for the variance term \( \sigma^2 \).

**Lemma 2.** With probability at least \( 1 - \delta \), we have

\[ \sigma^2 \leq \frac{1}{n^2} \left[ \sum_{\tau=1}^{t} \frac{Q^T_{\tau}}{p_i^2} L^2(y_i h(x_i)) \left( \sum_{Q_{\tau}} L(y_i h(x_i)) \right)^2 \right. 
\]

\[ + \frac{L^2_{\text{max}} \sqrt{2t \log(1/\delta)(n-1)}}{p_{\text{min}}} \bigg] + \]

**Proof.** From the proof of theorem 1 we have

\[ \sigma^2 = \frac{1}{n^2} \sum_{\tau=1}^{t} \sum_{i=1}^{n} \frac{L^2(y_i h(x_i))}{p_i^2} - \frac{1}{n^2} \left( \sum_{i=1}^{n} L(y_i h(x_i)) \right)^2. \]

A simple lower bound on \( I_2 \) is

\[ \hat{I}_2 \text{def} \frac{1}{n^2} \left( \sum_{Q_{\tau}} L(y_i h(x_i)) \right)^2. \]

Now let

\[ \hat{I}_1 = \frac{1}{n^2} \sum_{\tau=1}^{t} \sum_{i=1}^{n} \frac{Q^T_{\tau}}{p_i^2} L^2(y_i h(x_i)). \]

Define

\[ M_\tau = \frac{1}{n^2} \sum_{i=1}^{n} \frac{Q^T_{\tau}}{p_i^2} L^2(y_i h(x_i)) \]

\[ - \frac{1}{n^2} \sum_{i=1}^{n} \frac{1}{p_i^2} L^2(y_i h(x_i)) \]

Once again utilizing our independence assumption, we conclude that \( M_1, \ldots, M_t \) form an MDS w.r.t. the filtration \( \mathcal{F}_1, \ldots, \mathcal{F}_t \). Applying theorem 1 to this MDS, we get with probability at least \( 1 - \delta \)

\[ \left| \sum_{\tau=1}^{t} M_\tau \right| \leq \frac{L^2_{\text{max}} \sqrt{2t \log(1/\delta)}}{n^2} \sqrt{n-1}. \tag{7} \]

The result follows from equations 6, 7

We are now ready to establish a lower confidence bound on the risk of hypotheses in \( \mathcal{H} \).

**Theorem 3.** Let \( |\mathcal{H}| < \infty \). With probability at least \( 1 - |\mathcal{H}| \delta(2 + T \log(T/e)) \), for all \( h \in \mathcal{H}, 4 \leq t \leq T \), and \( \delta < 1/e \), we have

\[ R(h) \geq \left[ \hat{L}_t(h) - \frac{2}{t} \log(1/\delta) \right] L_{\text{max}} \left( 1 + \frac{1}{n p_{\text{min}}} \right) \]

\[ - \frac{4}{n t} \sqrt{V_t \log(1/\delta)} \sqrt{L^2_{\text{max}} \log(1/\delta)} \]. \tag{8} \]

where

\[ V_t \text{def} \left[ \sum_{\tau=1}^{t} \frac{Q^T_{\tau}}{p_i^2} L^2(y_i h(x_i)) - \left( \sum_{Q_{\tau}} L(y_i h(x_i)) \right)^2 \right. \]

\[ + \frac{L^2_{\text{max}} \sqrt{2t \log(1/\delta)(n-1)}}{p_{\text{min}}} \bigg] + \]

**Proof.** For any fixed \( h \in \mathcal{H} \), and \( t \leq T \), we have from theorems 1, 2, Hoeffding inequality, and the union bound that with probability at least \( 1 - \delta \log(t) - 2\delta \)

\[ R(h) \geq \left[ \hat{L}_t(h) - \frac{2}{t} \log(1/\delta) \right] L_{\text{max}} \left( 1 + \frac{1}{n p_{\text{min}}} \right) \]

\[ - \frac{4}{n t} \sqrt{V_t \log(1/\delta)} \sqrt{L^2_{\text{max}} \log(1/\delta)} \]. \tag{10} \]

Applying union bound over all hypothesis and over all \( t \geq 4 \), and approximating \( n - 1 \) with \( n \) we get the desired result.

**Specification of LCB_t(h).** Theorem 3 provides us with an expression for LCB_t(h). For the purpose of solving the optimization in step 7 of our LCB-AL algorithm, we can set

\[ \text{LCB}_t(h) \text{def} \hat{L}_t(h) - \frac{4}{n t} \sqrt{\log(1/\delta) V_t}, \tag{11} \]

where \( V_t \) is shown in equation 9.
3.2 Query probability distribution in each round of LCB-AL

The only thing that is left to be motivated in LCB-AL is the choice of probability distribution in step 3. As explained in section 2.2 we want to use a sampling distribution, such that the conditional variance of the risk estimate $\hat{R}_t(h)$ of $h_t$ is minimized. We shall now show how the sampling distribution should be designed in order to achieve this goal. Let $\Delta \subset \mathbb{R}^n_+$ be the probability simplex. Let $V_t(\cdot)$ denote the variance, conditioned on $x_{1:n}, Z_{1:n}^{t-1}$. Let $p^t \overset{\text{def}}{=} (p^1_t, \ldots, p^n_t) \in \Delta$. At the start of round $t$, the desired sampling distribution, $p^t$ should satisfy

$$p^t = \arg \min_{p^t \in \Delta} V_t \left[ \frac{1}{n} \sum_{i=1:n} \frac{\hat{Q}^t_i}{p_i} L(y_i, h_t(x_i)) \right]$$

$$= \arg \min_{p^t \in \Delta} \sum_{i=1:n} E_t L^2(y_i, h_t(x_i)) \frac{\hat{Q}^t_i}{p_i}$$

Solving the above optimization problem yields the simple solution $p^t_i \propto \sqrt{E_t L^2(y_i, h_t(x_i))}$. If $x_i \in Q_{t-1}$, then the label $y_i$ is known and hence, we let $p^t_i \propto L(y_i, h_t(x_i))$. If $x_i \notin Q_{t-1}$, then since $y_i$ is yet unknown, we let $p^t_i \propto L(h_t(x_i))$. This is equivalent to taking $y_i$ to be equal to $\text{sgn}(h_t(x_i))$ (see steps 3, 4 of algorithm 1). This scheme encourages querying points which have small margin w.r.t the current classifier, $h_t$, or points which have already been queried for their label, but on which the current hypothesis, $h_t$ suffers a large loss. In any round, the minimum probability of querying any point is $p_{\text{min}}$. This guarantees that $\hat{R}_t(h)$ is an unbiased estimator of risk of $h$.

4 Related Work

A variety of pool based AL algorithms have been proposed in the literature employing various query strategies. Some of the popular querying strategies include uncertainty sampling, where the active learner queries the point whose label it is most uncertain about (Lewis and Gale, 1994; Settles and Craven, 2008; Tong and Chang, 2001). Usually the uncertainty in the label is calculated using certain information-theoretic criteria such as entropy, or variance of the label distribution. Seung et al. (1992) introduced the query-by-committee (QBC) framework where a committee of potential models, which all agree on the currently labeled data is maintained and, the point where most committee members disagree is considered for querying. Other frameworks include querying the point, which causes the maximum expected reduction in error (Zhu et al., 2003; Guo and Greiner, 2007), variance reducing query strategies such as the ones based on optimal design (Flaherty et al., 2005; Zhang and Oles, 2000). A very thorough literature survey of different active learning algorithms has been done by Settles (2009). AL algorithms that are consistent and have provable label complexity have been proposed for the agnostic setting for the 0-1 loss in recent years (Dasgupta et al., 2007; Balcan et al., 2009). Hanneke and Yang (2012) recently provided a disagreement region based algorithm, with provable guarantees for active learning with general loss functions.

Algorithmically, LCB-AL is similar in flavor to the UPAL algorithm introduced by Ganti and Gray (2011). In the UPAL algorithm the authors suggested minimizing an unbiased estimator of risk of $h$, and a sampling distribution that was in proportion to the entropy of the prediction on the pool. However as we suggested the use of self-concordant regularizer is very crucial in tackling the high variance of our estimators. As we show in our experiments (see section 5) the use of self-concordant barrier as a regularizer, helps lend stability to our algorithm, and consequently LCB-AL performs better than UPAL.

To our knowledge there has been only one other paper bridging the world of active learning and MAB. Baram et al. (2004) proposed a meta-active learning algorithm called COMB. COMB was an implementation of the EXP4 algorithm for MAB with expert advice, where the different active learning algorithms are the various “experts” and the different points in the pool are the arms of the MAB. Briefly, in each round, each of the experts suggest a sampling distribution on the pool. COMB maintains an estimate of the error rate of each expert, and uses exponential weighting to come up with a sampling distribution on the pool. In order to estimate the error rate of each of the experts, the authors proposed a proxy reward function of querying a point in terms of the entropy of label distribution of the unlabeled pool, induced by the classifier obtained on the labeled dataset gathered by COMB till the current iteration. In a way, the concept of reward seems inevitable in their formulation because the unlabeled points in the pool are treated as arms of the MAB. In contrast, we think of the arms of the bandit as the different hypothesis, and querying a data point, as the process of improving our estimate of the risk of the different hypothesis. Hence, we bypass the need for an explicit reward signal, yet utilize MAB ideas for AL.

5 Experiments

We implemented LCB-AL in MATLAB, and compared it with some previously proposed active learning algorithms on four UCI datasets. The competing algo-
gorithms are UPAL (Ganti and Gray, 2011), BMAL (Hoi et al., 2006), and a passive learning (PL) algorithm that minimizes the regularized logistic loss. UPAL is a sequential, pool based algorithm that minimizes the unbiased estimator \( \hat{L}_t(h) \), of the risk of a hypothesis \( h \), along with the squared \( L_2 \) norm of \( h \) in each round. BMAL is a batch mode active learning algorithm introduced by Hoi et al. (2006). Hoi et al. in their paper showed superior empirical performance of BMAL over other pool based active learning algorithms, and this is the primary motivation for using BMAL in our experiments. Given a pool \( \mathcal{P} \), and a budget \( B \), BMAL chooses a set of \( B \) points that minimize the Fisher information ratio between the set of unqueried and the queried points. The authors then propose a monotonic submodular approximation to the original Fisher ratio objective, which is optimized by a greedy algorithm. In order to keep our experiments simple, and to facilitate easy comparison, we restricted our hypothesis class to the set of linear hypothesis of bounded \( L_2 \) norm \( \mathcal{H} = \{ h : ||h|| \leq R \} \). For this set \( \mathcal{H} \), the self-concordant regularizer \( \mathcal{R}(h) \) is equal to \(- \log(R^2 - ||h||^2)\) (Abernethy et al., 2008), where \( R > 0 \) was provided as an input to LCB-AL. For our implementation of LCB-AL, we used a slightly different definition for LCB\(_t(h)\), than the one proposed in equation 11. Let

\[
\text{LCB}_t(h) \overset{\text{def}}{=} \hat{L}_t(h) - C_t \sqrt{V_t} - \lambda_t \log(R^2 - ||h||^2), \tag{12}
\]

where

\[
V_t \overset{\text{def}}{=} \left[ \sum_{\tau=1}^{t} \frac{Q^\tau}{|P^\tau|^2} L^2(y_i h(x_i)) \right] + \left( \sum_{\tau=1}^{t} L(y_i h(x_i)) \right)^2.
\]

The definition of LCB\(_t(h)\) is almost similar to the one suggested by equation 11 except that the terms that were independent of \( h \), in LCB\(_t(h)\) were dropped to get LCB\(_t(h)\). \( C_t \), and \( \lambda_t \) in all our experiments were set to \( \frac{\sqrt{\log(t)}}{10} \), and \( \frac{100 \log(t)}{(\sum_{\tau=1}^{t-1} \frac{Q^\tau}{|P^\tau|^2})^{1/2}} \) respectively. We used minFunc \(^*\) to solve all of our optimization problems. We used a budget of 300 points. Finally, each of the dataset was scaled to \([-1, 1]^d\). Since, UPAL and LCB-AL are randomized algorithms, on each dataset, we ran them 10 times each, and report averaged measurements.

### 5.1 Experimental comparisons of different algorithms

Figure 1 shows the test error of the hypothesis obtained, corresponding to the number of unique queries made to the oracle, by each algorithm. Table 2 shows the error rate on the test set, of each algorithm, once the budget is exhausted. On three of the datasets, namely MNIST, Abalone, and Statlog utilizing an active learner is better than a passive learner. On MNIST, the performance of LCB-AL and UPAL are nearly equal as far as the final test error goes, and both are better than BMAL. On abalone LCB-AL is better than both BMAL and UPAL, while on Statlog the final error achieved by BMAL is better than UPAL, and also LCB-AL, though the difference between LCB-AL and BMAL is pretty narrow. On Whitewine, passive learner is better than any of the active learners. In order to gain an insight into how well each of the learning algorithm learns with each query to the oracle, we also report the cumulative error rate of each algorithm, summed over all the queries. The cumulative error rate of a learning algorithm is nothing but the area under the curve (AUC) of error-rate vs number of queries to the oracle. Even on this measure, LCB-AL and UPAL are better than BMAL on MNIST, Abalone and Whitewine datasets. On Abalone, and Statlog the AUC of LCB-AL is appreciably smaller than that of UPAL.

### 5.2 Comparing UPAL with LCB-AL

From our first set of experiments it looks like UPAL is just as good as LCB-AL if not any better. e.g. on the MNIST dataset, there is almost no difference between LCB-AL and UPAL. Since, both LCB-AL and UPAL are randomized algorithms it makes sense to measure the fluctuations in the performance of both the algorithms. Table 3 gives the standard deviation of AUC over all the runs for both LCB-AL and UPAL. It is clear that the standard deviation of AUC for LCB-AL is uniformly smaller than that of UPAL over all datasets, and the difference in the standard deviations is largest for the MNIST dataset. This can be explained by the fact that, the unbiased estimator of risk used in UPAL is a high variance estimator, and hence not a reliable estimator of the risk of a hypothesis. In LCB-AL, by utilizing lower confidence bounds, and the self-concordant regularizer, we are able to tackle the high variance of our estimator, and at the same time harness the variance for exploration in the hypothesis space. In fact, a similar phenomenon occurs even in the MAB setting, where algorithms built only on unbiased estimators, such as EXP3 (Auer et al., 2002b), achieve optimal performance only on an average, whereas algorithm using confidence bounds such as EXP3.P achieve optimal performance with high probability.

\(^*\)minFunc can be downloaded from [http://www.di. ens.fr/~mschmidt/Software/minFunc.html](http://www.di.ens.fr/~mschmidt/Software/minFunc.html)
Figure 1: Error rate of different learning algorithms with the number of queries made to the oracle.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>LCB-AL</th>
<th>UPAL</th>
<th>BMAL</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>0.0808</td>
<td>33.27</td>
<td>0.0809</td>
<td>32.75</td>
</tr>
<tr>
<td>Abalone</td>
<td>0.2604</td>
<td>83.49</td>
<td>0.2747</td>
<td>86.60</td>
</tr>
<tr>
<td>Statlog</td>
<td>0.0354</td>
<td>12.59</td>
<td>0.0433</td>
<td>14.97</td>
</tr>
<tr>
<td>Whitewine</td>
<td>0.2771</td>
<td>86.30</td>
<td>0.2682</td>
<td>86.21</td>
</tr>
</tbody>
</table>

Table 2: Comparison of various active learning algorithms and passive learner on various datasets. In this table we report both the error rate of each learner after it has exhausted its budget, as well as the area under the curve of error rate vs number of queries made for each learning algorithm.
6 Discussion

We proposed LCB-AL a multi-armed bandit inspired pool based active learning algorithm. By viewing the problem of active learning as quickly detecting the hypothesis with (near) optimal risk, we view the problem of active learning as similar to a MAB problem with the arms being the different hypothesis. By building lower confidence bounds on the risk of each hypothesis we are able to perform exploration in the hypothesis space. By conceptually investigating the role of a loss signal in MAB, we are able to design a sampling distribution from which we sample the points to be queried. Experimental results suggest that our algorithm is both more accurate, and also more stabler than competing active learning algorithms.

In the near future we would like to investigate LCB-AL theoretically. Two properties of LCB-AL are worth investigating. Firstly, can we guarantee that the excess risk of our algorithm goes to 0, as $n \to \infty$, $B \to \infty$? Secondly, what is the budget $B$, required in order to guarantee an excess risk of $\epsilon$?

An immediate extension of this work could be to investigate how different concentration inequalities can be utilized to give different lower confidence bounds for the risk of a hypothesis. This has proven to be an attractive idea in the MAB setting and it is generally accepted that tighter concentration inequalities lead to better algorithms for MAB (Audibert et al., 2009a; Salomon and Audibert, 2011). We would expect something similar to happen even in AL.

On a more high level we believe that there is tremendous potential for ideas from multi-armed bandits, and various other extensions of multi-armed bandits such as contextual bandits, bandit optimization, to be used for active learning problems. Most of these algorithms are very simple, efficient and hence should be useful in designing simple, efficient active learning algorithms.
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Abstract

Matching pursuit (MP) methods are a promising class of feature construction algorithms for value function approximation. Yet existing MP methods require creating a pool of potential features, mandating expert knowledge or enumeration of a large feature pool, both of which hinder scalability. This paper introduces batch incremental feature dependency discovery (Batch-iFDD) as an MP method that inherits a provable convergence property. Additionally, Batch-iFDD does not require a large pool of features, leading to lower computational complexity. Empirical policy evaluation results across three domains with up to one million states highlight the scalability of Batch-iFDD over the previous state of the art MP algorithm.

1 Introduction

In complex decision-making tasks, from stacking blocks to flying surveillance missions, the number of possible features used to represent a domain grows exponentially in the basic number of variables. It follows that generating a small number of relevant features that are sufficient for determining an optimal policy is a critical component for tractable reinforcement learning in complex environments. However, even in the well-studied case of linear value function approximation [Silver et al., 2008; Stone et al., 2005], finding the “right” set of features remains a challenge.

In the linear value function approximation case, several methods exist for automated feature construction [e.g., Lin and Wright, 2010; Ratitch and Precup, 2004; Whiteson et al., 2007]. Of these techniques, Matching Pursuit (MP) algorithms [Painter-Wakefield and Parr, 2012] have shown great promise in incrementally expanding the set of features to better model the value function. However, all prior MP techniques begin with a collection of potential features from which new features are selected. In large MDPs, this pool of features has to either be carefully selected by a domain expert or be prohibitively large to include all critical features, both hindering scalability. Still, despite such requirements, MP algorithms have various desirable properties [see Painter-Wakefield and Parr, 2012], making them an attractive option for RL feature construction.

Some similar techniques avoid enumerating a set of potential features, but are not scalable for other reasons. For example, Bellman Error Basis Function (BEBF) [Parr et al., 2007] iteratively constructs a set of basis vectors without an enumerated pool of potential features. However, BEBF relies on supervised learning techniques to map states to their feature values. This process can be as complex as determining the value function itself, mitigating the tractability gains of feature construction. Similarly, Proto-Value Functions [Mahadevan et al., 2006] do not use a pool of potential features but learn a complex manifold representation that can be computationally intensive for arbitrary MDPs.

This paper presents a new algorithm, Batch incremental Feature Dependency Discovery (Batch-iFDD), that does not require a large set of potential features at initialization. Moreover, we prove Batch-iFDD is an MP algorithm, thereby inheriting the theoretical benefits associated with those techniques. Batch-iFDD extends the previously described online incremental Feature Dependency Discovery (iFDD) algorithm [Geramifard et al., 2011], which creates increasingly finer features that help to eliminate error of the value function approximation. Our contributions in this paper are to (1) extend iFDD to the batch setting (Section 2.4), (2) prove that Batch-iFDD is an MP algorithm (Corollary 3.6) and derive its guaranteed rate of error-bound reduction (Theorem 3.4), (3) derive a practical approximation for iFDD’s objective function resulting in an algorithm called Batch-iFDD+ (Equation 10), and (4)
empirically compare Batch-iFDD with the state of the art MP algorithm across three domains including a 20 dimensional version of the System Administrator domain with over one million states (Section 4).

2 Preliminaries

In this section we define data structures for modeling RL domains and approximating value functions. We also describe a basic reinforcement learning technique (Temporal Difference Learning) for evaluating a policy’s value through experience. Finally, we provide definitions of the relationships between features and describe the feature search process.

2.1 Reinforcement Learning

A Markov Decision Process (MDP) is a tuple \((S, A, \Pi^{a}, R^{a}, \gamma)\) where \(S\) is a set of states, \(A\) is a set of actions, \(\Pi^{a}\) is the probability of getting to state \(s'\) by taking action \(a\) in state \(s\), \(R^{a}\) is the corresponding reward, and \(\gamma \in [0,1)\) is a discount factor that balances current and future rewards. We focus on MDPs with finite states. A trajectory \(\tau = (s_0, a_0, r_0, s_1, a_1, r_1, s_2, \ldots)\), where the action \(a_j \in A\) is chosen according to a deterministic policy \(\pi: S \rightarrow A\), mapping each state to an action. Given a policy \(\pi\), the value function, \(V^\pi(s)\) for each state, is the expected sum of the discounted rewards for an agent starting at state \(s\) and then following policy \(\pi\) thereafter:

\[
V^\pi(s) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r_t \mid s_0 = s \right] = \sum_{s' \in S} \Pi^{a}_{s s'} \left[ R^{a}_{s s'} + \gamma V^\pi(s') \right].
\]

Since this paper primarily addresses the policy evaluation problem \(i.e.,\) finding the value function of a fixed policy), the \(\pi\) notation is dropped from this point on and included implicitly. For a finite-state MDP, the vector \(V_{|S| \times 1}\) represents the value function. The matrix \(P_{|S| \times |S|}\) represents the transition model with \(P_{ij} = \Pi_{s_i s_j}^{a}\), and the vector \(R_{|S| \times 1}\) is the reward model, with \(R_s = \sum_j \Pi_{s s_j}^{a} R_{s_j}\). Hence \(V\) can be calculated in the matrix form as \(V = R + \gamma PV = T(V)\), where \(T\) is the Bellman operator.

Storing a unique value for each state is impractical for large state spaces. A common approach is to use a linear approximation of the form \(V(s) = \theta^T \phi(s)\). The feature function \(\phi: S \rightarrow \mathbb{R}^n\) maps each state to a vector of scalar values. Each element of the feature function \(\phi(s)\) is called a feature; \(\phi_f(s) = c \in \mathbb{R}\) denotes that feature \(f\) has scalar value \(c\) for state \(s\), where \(f \in \chi = \{1, \ldots, n\}\), \(\chi\) represents the set of features;

\[
V \approx \tilde{V} = \left[ \begin{array}{c} \phi^T(s_1) \\ \phi^T(s_2) \\ \vdots \\ \phi^T(s_n) \end{array} \right] \times \left[ \begin{array}{c} \theta_1 \\ \theta_2 \\ \vdots \\ \theta_n \end{array} \right] = \Phi \theta.
\]

Binary features \((\phi_f : S \rightarrow \{0, 1\})\) are of special interest to practitioners [Silver et al., 2008; Stone et al., 2005; Sturtevant and White, 2006], mainly because they are computationally cheap, and are the focus of this paper.

The Temporal Difference Learning (TD) [Sutton, 1988] algorithm is a traditional policy evaluation method where the current \(V(s)\) estimate is adjusted based on the difference between the current estimated state value and a better approximation formed by the actual observed reward and the estimated value of the following state. Given \((s_t, r_t, s_{t+1})\) and the current value estimates, the TD-error, \(\delta_t\), is calculated as: \(\delta_t(V) = r_t + \gamma V(s_{t+1}) - V(s_t)\). The one-step TD algorithm, also known as TD(0), updates the value estimates using \(V(s_t) = V(s_t) + \alpha \delta_t(V)\), where \(\alpha\) is the learning rate. In the case of linear function approximation, the TD update can be used to change the weights of the value function approximator: \(\theta_{t+1} = \theta_t + \alpha \delta_t(V)\). In the batch setting, the least-squares TD (LSTD) algorithm [Bradtke and Barto, 1996] finds the weight vector directly by minimizing the sum of TD updates over all the observed data.

2.2 Matching Pursuit Algorithms

This paper considers algorithms that expand features during the learning process. The class of matching pursuit (MP) algorithms, such as OMP-TD [Painter-Wakefield and Parr, 2012] has been shown recently to be a promising approach for feature expansion. An algorithm is MP if it selects the new feature from the pool of features that has the highest correlation with the residual.

2.3 Finer (Coarser) Features and Search

We now define some properties of state features and feature-search algorithms. The coverage of a feature is the portion of the state space for which the feature value is active \(i.e.,\) non-zero). We say that a feature \(A\) is coarser than feature \(B\) \((B\) is finer than \(A)\) if \(A\) has a higher coverage than \(B\). For example, consider a task of administrating 3 computers \((C_1, C_2\) and \(C_3)\) that can be up or down. Feature \(A\) \((C_1 = \text{down})\) is coarser than feature \(B\) \((C_3 = \text{down} \text{ AND } C_2 = \text{up})\), because coverage\((A) = 0.5 > \text{coverage}(B) = 0.25\).

Fuel can be considered as features. In our setting, we assume all such properties are labeled with numbers and are addressed with their corresponding number.
High coverage is not always the best criterion for selecting features because the resulting partitions may not yield a good approximation of the value function. For example, suppose that having $C_1 = \text{down}$ translates into negative values except when $C_3 = \text{up}$. If the weight corresponding to feature $A$ ($C_1 = \text{down}$) is set to a negative value, the value function is reduced for all parts of the state space covered by $A$, including situations where $C_3 = \text{up}$. The problem of feature construction is to find a small set of features with high coverage that still approximate the value function with bounded error.

One approach is to assume a set of base binary features that, in full combination, uniquely describe each state. These features would have high coverage, and constitute a very large set. Combining base features with the conjunction operator would allow us to find features with lower coverage. This search process can be thought of as selecting nodes in a graph structure (Figure 1). Each node represents a feature, with the top level nodes corresponding to the domain’s base features. An edge indicates the origin feature subsumes the destination feature (and therefore the destination is finer). For instance, in our example, $((C_1 = \text{up}) \rightarrow (C_1 = \text{up} \land C_2 = \text{up}))$ would be an edge.

Current MP methods such as OMP-TD require an enumerated set of potential features (e.g., all possible feature conjunctions of base features) that can be combinatorially large. MP methods iterate over this set on every step of feature generation, leading to high computational demand if the set is large, or poor performance if only a few nodes in the lattice are considered. Methods such as BEBF [Parr et al., 2007] adopt an alternative approach by creating new features using supervised learning that often do not have a clean logical interpretation and can be arbitrary complex. Hence, this paper focuses on mapping states to conjunctive features in the concept lattice. Ideally, a search method would find relevant features in the lattice by selectively growing the tree as opposed to current MP techniques that have to be initialized with the set of all potential features.

### 2.4 iFDD and Batch-iFDD

The iFDD algorithm [Geramifard et al., 2011] is an online feature expansion technique with low computational complexity. Given an initial set of base features, iFDD adds the conjunction of existing binary features as new features. Following the original work, we restrict new features to be the conjunction of previously selected features, which still gives us a rich set of potential features without introducing complex reasoning into the search process. At each time-step, iFDD performs the following steps:

1. Identify pair-wise combinations of active features.
2. Accumulate the absolute value of the observed TD-error for all such pairs.
3. If the accumulated value for a pair of features $f$ and $g$ exceeds a predefined threshold, add feature $f \land g$ to the pool of features.

Within the concept lattice described in Section 2.3, the first step considers features where two parent concepts are already in the feature space, and the conjunction of these parents is equivalent to the potential feature. Then potential features that also reduce the value function approximation error significantly are added to the feature set. This algorithm has the ability to include fine-grained features where they are necessary to represent the value function, but can avoid other (less helpful) features of similar complexity.

This paper uses iFDD for policy evaluation in a batch setting where LSTD estimates the TD-error over all samples and then the most “relevant” feature is added to the features. We now analyze the behavior of Batch-iFDD and through this analysis derive a new algorithm, Batch-iFDD*, which better approximates the best guaranteed rate of error-bound reduction.

### 3 Theoretical Results

Geramifard et al. [2011] introduced iFDD, empirically verified the approach, and proved the asymptotic convergence of iFDD combined with TD. This work extends those theoretical results by showing that executing iFDD combined with TD in the batch setting is equivalent to approximately finding the feature from the conjunction of existing features with the maximum guaranteed error-bound reduction.

In order to use the conjunction operator to define new features, we redefine the notion of a feature. Given an initial feature function $\phi_i$ outputting vectors in $\mathbb{R}^n$, we address each of its $n$ output elements as an index rather than a feature from this point on: $\phi_i(s) = c$ denotes index $i$ of the initial feature function has value $c$ in
state $s$. The set of all indices is $V_n = \{1, \ldots, n\}$. A feature, $f$, is redefined as an arbitrary subset of $V_n$, where $\phi_f(s) \triangleq \bigwedge_{i \in f} \phi_i(s)$, and

$$\phi(\emptyset)(s) \triangleq \begin{cases} 1 & \text{if } \forall i \in V_n, \phi_i(s) = 0 \\ 0 & \text{otherwise} \end{cases},$$

where $\emptyset$ is the null feature. For example $\phi_{\{1,3\}}(\cdot) = \phi_{1}(\cdot) \land \phi_{3}(\cdot)$. Notice that a single index can constitute a feature (e.g., $f = \{1\}$). Further, we assume that all sets are ordered based on the cardinality size of each element in ascending order, unless specified. Given a set of features $\chi = \{f_1, f_2, \ldots f_N\}$, the definition of $\Phi$ is extended as follows:

$$\Phi_{\chi} = \begin{bmatrix} \phi_{f_1}(s_1) & \phi_{f_2}(s_1) & \cdots & \phi_{f_n}(s_1) \\ \phi_{f_1}(s_2) & \phi_{f_2}(s_2) & \cdots & \phi_{f_n}(s_2) \\ \vdots & \vdots & \ddots & \vdots \\ \phi_{f_1}(s|\Omega) & \phi_{f_2}(s|\Omega) & \cdots & \phi_{f_n}(s|\Omega) \end{bmatrix}_{|S| \times N}.$$

For brevity, we define $\Phi_f$ as a column of feature matrix $\Phi_{\chi}$ that corresponds to feature $f$. $\Phi_f = \Phi_{\{f\}} = [\phi_f(s_1) \phi_f(s_2) \cdots \phi_f(s_n)]^T$. Also, define $B_n \triangleq \{\emptyset\} \cup \{\{1\}, \{2\}, \ldots, \{n\}\}$, as the set of features with cardinality less than 2, and $\mathcal{F}_n \triangleq \wp(V_n)$ as the set of all possible features. $\wp$ is the power set function (i.e., the function that returns the set of all possible subsets). Hence, $\chi \subseteq \mathcal{F}_n$ is an arbitrary set of features. Further, define operator $\text{pair} : \chi_1 \rightarrow \chi_2$, where $\chi_1, \chi_2 \subseteq B_n$:

$$\text{pair}(\chi) \triangleq \left\{ f \cup g \bigg| f, g \in \chi, f \cup g \notin \chi \right\},$$

$$\text{pair}^k(\chi) \triangleq \text{pair}(\text{pair}(\cdots \text{pair}(\chi)) \cdots),$$

$$\text{pair}^0(\chi) \triangleq \chi, \text{full}(\chi) \triangleq \bigcup_{i=0, \ldots, k} \text{pair}^i(\chi).$$

Essentially, the $\text{pair}$ operator provides the set of all possible new features built on the top of a given set of features using pairwise conjunction. The full operator generates all possible features given a set of features.

Now, given an MDP with a fixed policy, the feature expansion problem can be formulated mathematically. Given $\chi$ as a set of features and the corresponding approximation of the value function under the fixed policy, $\hat{V}_{\chi} = \Phi_{\chi} \theta$, find $f \in \text{pair}(\chi)$ that maximizes the following error reduction:

$$ER = \|\hat{V} - \hat{V}_{\chi}\| - \|\hat{V} - \hat{V}_{\chi \cup \{f\}}\|,$$

where $\|\cdot\|$ is the $\ell_2$ norm weighted by the steady state distribution. Consequently, all our theoretical analyses are performed in the weighted Euclidean space following the work of [Parr et al., 2007]. The theorem and proof following the next set of assumptions provide an analytical solution that maximizes Equation 1.

**Assumptions:**

**A1.** The MDP has a binary $d$-dimensional state space, $d \in \mathbb{N}^+$ (i.e., $|S| = 2^d$). Furthermore, each vertex in this binary space corresponds to one unique state; $s \in \{0,1\}^d$.

**A2.** The agent’s policy, $\pi$, is fixed.

**A3.** Each initial feature corresponds to a coordinate of the state space (i.e., $\phi(s) = s$). Hence the number of indices, $n$, is equal to the number of dimensions, $d$.

Assumption A1 is a more specific form of a general assumption where each dimension of the MDP can be represented as a finite vector and each dimension has a finite number of possible values. It is simple to verify that such an MDP can be transformed into an MDP with binary dimensions. This can be done by transforming each dimension of the state space with $M$ possible values into $M$ binary dimensions. The MDP with binary dimensions was considered for brevity of the proofs.

**Definition** The angle between two vectors $X, Y \in \mathbb{R}^d, d \in \mathbb{N}^+$ is the smaller angle between the lines formed by the two vectors: $\angle(X, Y) = \arccos(\frac{|X \cdot Y|}{\|X\| \|Y\|})$, where $\langle \cdot, \cdot \rangle$ is the weighted inner product operator. Note that $0 \leq \angle(X, Y) \leq \frac{\pi}{2}$.

**Theorem 3.1** Given Assumptions A1-A3 and a set of features $\chi$, where $B_n \subseteq \mathcal{F}_n$, then feature $f^* \in \Omega = \{f | f \in \text{pair}(\chi), \angle(\phi_f, \delta) < \arccos(\gamma)\}$ with the maximum guaranteed error-bound reduction defined in Equation 1 can be calculated as:

$$f^* = \arg \max_{f \in \Omega} \frac{|\sum_{s \in \mathcal{S}, \phi_f(s) = 1} d(s) \delta(s)|}{\sqrt{\sum_{s \in \mathcal{S}, \phi_f(s) = 1} d(s)}},$$

where $\delta = T(\hat{V}_{\chi}) - \hat{V}_{\chi}$ is the Bellman error vector, and $d$ is the steady state distribution vector.

The rest of this section provides the building blocks of the proof, followed by a discussion of the theoretical result. Theorem 3.2 states that given an initial set of features, the feature matrix is always full column rank through the process of adding new features using the $\text{pair}$ operator. Lemma 3.3 provides a geometric property for vectors in $d$-dimensional space under certain conditions. Theorem 3.4 provides a general guaranteed rate of error-bound reduction when adding arbitrary features to the representation in addition to the convergence proof stated in Theorem 3.6 of [Parr et al., 2007]. Theorem 3.5 narrows down Theorem 3.4 to the case of binary features, where new features are
built using the pair operator. Finally Theorem 3.1, as stated above, concludes that given the set of potential features obtained by the pair operator and filtered based on the their angle with the Bellman error vector; the one with the maximum guaranteed error-bound reduction is identified by Equation 2.

**Theorem 3.2** Given Assumptions A1-A3, $\forall x \subseteq \mathcal{F}_n$, $\Phi_x$ has full rank.

**Proof** In appendix.

**Insight:** Theorem 3.2 shows that the conjunction operator creates a matrix $\Phi_{x_n}$ that forms a basis for $\mathbb{R}^{[S]}$ (i.e., $\Phi$ will have $|S|$ linearly independent columns). The $I$ matrix is another basis for $\mathbb{R}^{[S]}$, yet no information flows between states (i.e., the coverage of each feature is restricted to one state). When sorting columns of $\Phi_{x_n}$ based on the size of the features, it starts with features with high coverage (excluding the null feature). As more conjunctions are introduced, the coverage is reduced exponentially (i.e., the number of active features are decreased exponentially by the size of the feature set). Next, we explain how adding binary features can lead to guaranteed approximation error-bound reduction. We begin with a geometric Lemma used in Theorem 3.4.

**Lemma 3.3** Let $L$ be the plane specified by three distinct points $P, Q, C \in \mathbb{R}^d$, with $\alpha = \angle(CQ, CP) > 0$. Assume that the additional point $X \in \mathbb{R}^d$ is not necessarily in $L$. Define the angles $\beta = \angle(CX, CP)$ and $\omega = \angle(CX, CP)$. Now let $P'$ denote the orthogonal projection of $P$ on $CX$. If $\alpha + \beta < \frac{\pi}{2}$, then $\|PP'\|$ is maximized when $CX \in L$.

**Proof** In Appendix.

We now extend Theorem 3.6 of [Parr et al., 2007] by deriving a lower bound $(\zeta x)$ on the improvement caused by adding a new feature.

**Theorem 3.4** Given an MDP with a fixed policy, where the value function is approximated as $V$, define $\delta = T(V) - \tilde{V}$, and $\|V - \tilde{V}\| = x > 0$, where $V$ is the optimal value for all states. Then $\forall \phi_f \in \mathbb{R}^{[S]} : \beta = \angle(\phi_f, \delta) < \arccos(\gamma)$

$$\exists \xi \in \mathbb{R} : \|V - \tilde{V}\| - \|V - (\tilde{V} + \xi \phi_f)\| \geq \zeta x,$$

where $\gamma$ is the discount factor and

$$\zeta = 1 - \gamma \cos(\beta) - \sqrt{1 - \gamma^2} \sin(\beta) < 1.$$  \hspace{1cm} (4)

Furthermore, if these conditions hold and $\tilde{V} = \Phi \theta$ with $\phi_f \notin \text{span}(\Phi)$ then:

$$\|V - P\tilde{V}\| - \|V - \Pi \tilde{V}\| \geq \zeta x,$$  \hspace{1cm} (5)

**Proof** Consider both cases of the orientation of points $V$ and $T(\tilde{V})$ with respect to each other:

**Case $T(\tilde{V}) \neq V$**: Due to the contraction property of the Bellman operator, if $\|V - \tilde{V}\| = x$, then $\|V - T(\tilde{V})\| \leq \gamma x$. Define $\alpha$ as the $\angle(V - \tilde{V}, \delta)$, then using the sine rule:

$$\sin(\alpha) \leq \frac{\|V - T(\tilde{V})\|}{\|V - \tilde{V}\|} \Rightarrow \alpha \leq \arcsin(\gamma)$$

Furthermore, by assumption, $0 \leq \beta < \arccos(\gamma) = \pi/2 - \arcsin(\gamma)$. Combined, these conditions indicate that $\alpha + \beta < \pi/2$.

For the next step, given $\xi > 0$, mapping the points $V, \tilde{V}, T(\tilde{V}), \tilde{V} + \xi \phi_f$ to $P, C, Q, X$ in Lemma 3.3 shows that the orthogonal projection length of vector $V - \tilde{V}$ on $\tilde{V} + \xi \phi_f - \tilde{V}$ is maximized when all four points are coplanar and $\omega = \angle(V - \tilde{V}, \phi_f) = \alpha + \beta$. Notice that the coplanar argument is implicit in the proof of Theorem 3.6 of Parr et al. [2007]. Figure 2(a) depicts the geometric view in such a plane, where $\xi^* = \arg\min_{\xi} ||V - (\tilde{V} + \xi \phi_f)||$, $x' = x \sin(\omega)$.\(^3\) As shown above, $\alpha \leq \arcsin(\gamma)$ and $0 \leq \alpha + \beta < \frac{\pi}{2}$, thus $\sin(\alpha + \beta) \leq \sin(\arcsin(\gamma) + \frac{\pi}{2}) = \gamma \cos(\beta) + \sin(\beta) \sqrt{1 - \gamma^2}$. Hence,

$$x' \leq x \left( \gamma \cos(\beta) + \sqrt{1 - \gamma^2} \sin(\beta) \right)$$

$$x - x' \geq x \left( 1 - \gamma \cos(\beta) - \sqrt{1 - \gamma^2} \sin(\beta) \right) \equiv \zeta x$$

Looking at Figure 2(a), it is easy to verify that $x - x' = ||V - \tilde{V}|| - ||V - (\tilde{V} + \xi \phi_f)||$, which completes the proof for the case $T(\tilde{V}) \neq V$.

**Case $T(\tilde{V}) = V$**: This means that $\alpha = 0$. If $\phi_f$ crosses $V$, it means $\beta = 0$ and $\tilde{V} + \xi \phi_f = V$. Hence

\(^3\)Note that $\xi$ can take negative values as well, rendering $\phi_f$ important only as a line but not as a vector.
\[ \zeta = 1 - \gamma \cos(\beta) - \sqrt{1 - \gamma^2 \sin(\beta)} = 1 - \gamma \] and \[ \|V - \tilde{V}\| - \|V - \left(\tilde{V} + \xi^* \phi_f\right)\| = \|V - \tilde{V}\| = x \geq \zeta x. \]

When \( \phi_f \) does not cross \( V \), together they form a plane in which \( \|V - \tilde{V}\| - \|V - \left(\tilde{V} + \xi^* \phi_f\right)\| = x (1 - \sin(\beta)) \).

In order to complete the proof, a lower bound for the above error reduction is derived:

\[ 0 < \beta < \arccos(\gamma) = \pi/2 - \arcsin(\gamma), 0 \leq \gamma < 1 \]
\[ \Rightarrow 0 < \beta + \arcsin(\gamma) < \pi/2 \]
\[ \Rightarrow \sin(\beta) \leq \sin(\beta + \arcsin(\gamma)) \]
\[ = \gamma \cos(\beta) + \sqrt{1 - \gamma^2 \sin(\beta)} \]
\[ (1 - \sin(\beta))x \geq (1 - \gamma \cos(\beta) - \sqrt{1 - \gamma^2 \sin(\beta)})x \equiv \zeta x \]

Now we extend the proof to the linear function approximation case with \( \tilde{V} = \Phi \theta \). Since the first part of the proof holds for any approximation, let us consider the case where \( \tilde{V} = \Pi V \). Showing \( \tilde{V} + \xi^* \phi_f \neq \Pi V \) completes the proof as it turns Inequality 3 into Inequality 5.

To proceed, we decompose \( \phi_f \) into two vectors \( \phi^+_f \in \text{span}(\Phi) \) and \( \phi^\perp_f \perp \text{span}(\Phi) \). First, consider the case where \( \phi_f = \phi^+_f \). Figure 2(b) provides a geometric view of the situation. The blue line and the green plane highlight \( \text{span}(\Phi) \) and \( \text{span}(\Phi^\perp) \) respectively. Both \( \Pi \) and \( \Pi^\perp \) are orthogonal projections into these subspaces. Hence, for any given value function \( V, \Pi^\perp V = \Pi V + \sigma^* \phi_f \), where, \( \sigma^* \triangleq \arg\min_{\sigma} \|(V - \Pi V) - \sigma \phi_f\| \).

The extension to the case where \( \phi_f \neq 0 \) is straightforward. Consider a subspace defined by two representation matrices \( \Phi_1 \) and \( \Phi_2 \) (i.e., \( \text{span}(\Phi_1) = \text{span}(\Phi_2) \)), and corresponding orthogonal projection operators \( \Pi_1 \) and \( \Pi_2 \). Since both operators provide the solution to the same convex optimization (i.e., \( \min_{\theta} \|V - \tilde{V}\| \)), where both domain and target space are identical, their outputs are equal (i.e., \( \tilde{V}_1 = \Pi_1 V = \Pi_2 V = \tilde{V}_2 \)).

Hence if \( \phi_f \) is added as the last column of \( \Phi^\prime \), it does not change \( \text{span}(\Phi^\prime) \) and the result of the projection remains intact.

The next theorem specializes the above result to the case of binary features, where new features are built using the conjunction operator.

**Theorem 3.5** Given Assumptions A1-A3, \( \chi \subseteq F_n, V = \Phi_\chi \theta, \delta = T(V) - \tilde{V} \), and \( \|V - \tilde{V}\| = x > 0 \), then \( \forall f \in \text{pair}(\chi) \), if

\[ \eta_f = \frac{\left| \sum_{s \in S, \phi_f(s) = 1} d(s) \delta(s) \right|}{\sqrt{\left( \sum_{s \in S, \phi_f(s) = 1} d(s) \right) \left( \sum_{s \in S} d(s) \delta^2(s) \right)}} > \gamma \]

\[ \exists \xi \in \mathbb{R} : \|V - \tilde{V}\| - \|V - (\tilde{V} + \xi \phi_f)\| \geq \zeta x, \]
\[ \|V - \Pi V\| - \|V - \Pi^\perp V\| \geq \zeta x, \]

where \( 1 - \gamma \eta_f - \sqrt{1 - \gamma^2} \sqrt{1 - \eta_f^2} = \zeta \) (8)

**Proof** Theorem 3.4 provides a general rate of convergence for the error bound when arbitrary feature vectors are added to the feature matrix. Hence it is sufficient to show that the conditions of Theorem 3.4 holds in this new theorem, namely: 1) \( \beta = \zeta(\phi_f, \delta) < \arccos(\gamma) \) and 2) \( \phi_f \notin \text{span}(\Phi_\chi) \). The latter is already shown through Theorem 3.2. As for the former:

\[ \cos(\beta) = \frac{\|\phi_f \cdot \delta\|}{\|\phi_f\| \cdot \|\delta\|} \]
\[ = \frac{\left| \sum_{s \in S, \phi_f(s) = 1} d(s) \delta(s) \right|}{\sqrt{\left( \sum_{s \in S, \phi_f(s) = 1} d(s) \right) \left( \sum_{s \in S} d(s) \delta^2(s) \right)}}. \]

Therefore, \( \beta = \arccos(\gamma) \). By the assumption made earlier, \( \eta_f > \gamma \). Hence \( \beta < \arccos(\gamma) \). Satisfying the preconditions of Theorem 3.4, both \( \eta_f > \gamma \) are obtained. Switching \( \cos(\beta) \) with \( \eta_f \) in Equation 4 completes the proof.

Theorem 3.5 provides sufficient conditions for a guaranteed rate of convergence in the error bound of the value function approximation by adding conjunctions of existing features. It leads directly to Theorem 3.1.

**Corollary 3.6** An algorithm that selects features based on Equation 2, which maximizes Equation 9, is by our definition in Section 2.2 an MP algorithm.

**Insight:** Equation 2 shows how feature coverage is a double-edged sword; while greater coverage includes more weighted Bellman error (i.e., the numerator) resulting in a higher convergence rate, it also contributes negatively to the rate of convergence (i.e., the denominator). The ideal feature would be active in a single state with all of the Bellman error. Intuitively, this conclusion is expected, because adding this ideal feature makes the approximation exact. When the weighted sum of Bellman errors is equal for a set of features, the feature with the least coverage is preferable. On the other hand, when all features have the same coverage, the one with the highest weighted Bellman error coverage is ideal. Another interesting observation is the relation between the difficulty of finding features that give the guaranteed error-bound convergence rate and the value of \( \gamma \). In general, larger values of \( \gamma \) render the MDP harder to solve. Here we can observe the same trend for finding good features as higher values of \( \gamma \) reject more features in the set \( \text{pair}(\chi) \) due to the constraint \( \eta_f > \gamma \). Finally, we note that our theoretical results can be interpreted as
a mathematical rationale for moving from a coarse to a fine representation, explaining empirical observations in both computer science [Whiteson et al., 2007] and brain/cognitive science [Goodman et al., 2008].

4 Empirical Results

Here we provide experimental evidence of Batch-iFDD’s efficiency at policy evaluation, a crucial step in many reinforcement learning algorithms such as Policy Iteration. Policy evaluation is also the traditional setting for comparing feature expansion techniques [e.g., Mannor and Precup, 2006; Painter-Wakefield and Parr, 2012]. We ran our experiments using the RLPy framework, which is available online [Geramifard et al., 2013]. Results are presented in three classical RL domains: Mountain Car, Inverted Pendulum, and System Administrator. The last domain has more than one million states. Our ability to handle such a large domain is a direct consequence of the added efficiency and targeted search in Batch-iFDD.

On each iteration the best weights were found by running LSTD on 10^4 samples gathered using the underlying policy. The A matrix in LSTD was regularized by 10^{-6}. Then the best feature was added to the representation using the corresponding expansion technique. All results were averaged over 30 runs and on each run all algorithms were exposed to the same set of samples. Standard errors are shown as shaded areas highlighting 95% confidence intervals.

We compared two approximations of Equation 2, shown in Equations 10 and 11. The first one comes from our theoretical analysis, where the steady state distribution is approximated by the collected samples. The second one is borrowed from previous work [Geramifard et al., 2011]. In this section, we drop the implicit “Batch-” term and refer to these algorithms as iFDD^+ and iFDD[ICML-11] respectively.

\[ \delta_i = r_i + [\gamma \phi(s'_i) - \phi(s_i)]^T \theta. \]
\[ \hat{f}_1^* = \max_{f \in \mathcal{F}(x)} \frac{\sum_{i \in \{1,\ldots,m\}, \phi_f(s_i) = 1} \delta_i}{\sum_{i \in \{1,\ldots,m\}, \phi_f(s_i) = 1} 1}, \quad (10) \]
\[ \hat{f}_2^* = \max_{f \in \mathcal{F}(x)} \sum_{i \in \{1,\ldots,m\}, \phi_f(s_i) = 1} |\delta_i| \quad (11) \]

We also implemented and compared against variants of OMP-TD [Painter-Wakefield and Parr, 2012], the previous state of the art MP algorithm in RL. Since this algorithm requires a set of potential features at initialization, we tested several different sizes of potential feature sets, each built by including features in increasingly finer levels of the concept lattice until the cap was reached. Note that in two dimensional problems (where only one layer of conjunction is available), if the OMP-TD potential feature pool contains every possible feature then the results of running OMP-TD and iFDD^+ will be identical, since both algorithms run the same optimization on the same set of features.

The first domain was Mountain Car [Sutton and Barto, 1998], with base features defined as discretizations of position and velocity into 20 partitions each, leading to 40 base features. The policy evaluated was to accelerate in the direction of the car’s current velocity. Figure 3(a)-top shows the \|TD-Error\|_2 over the sample set for the iFDD and OMP-TD methods versus the number of feature-generating iterations. Since all the techniques start with the same set of features, their errors are identical at iteration zero. OMP-TD with pool sizes up to 250 did not capture the value function well. With 440 = 20 \times 20 + 40 potential features, OMP-TD had access to all possible features, and as predicted it performed identically to iFDD^+. iFDD[ICML-11] performed similar to the best results. Figure 3(a)-bottom depicts the same results based on the wall-clock time. The iFDD techniques were at least 30 seconds faster than the OMP-TD methods as they considered fewer features on each iteration.

Next we considered the classical Inverted Pendulum domain [See Lagoudakis and Parr, 2003]. The feature setting was identical to the Mountain Car problem. The fixed policy pushed the pendulum in the opposite direction of its angular velocity. TD-error results as described before are presented for this domain in Figure 3(b). Again OMP-TD with 100 features did not have access to the necessary features and performed poorly. With 250 features, OMP-TD performed much better, but converged to a relatively less accurate representation after about 25 iterations. With access to the full set of features, OMP-TD(440) mirrored the performance of iFDD^+, both achieving the best results. In this domain, the less accurate approximation of Equation 2 used by iFDD[ICML-11] caused a significant drop in its performance compared to iFDD^+.

However, it eventually exceeded the performance of OMP-TD(250) and caught up to iFDD^+ by expanding important features. There is a small initial rise in error for most of the algorithms, which we believe is due to the use of regularization. In terms of computational complexity, we see the same pattern as in the Mountain Car domain, where the iFDD methods were computationally more efficient (about 20% faster) than the OMP-TD techniques.

The third experiment considered the System Administrator domain [Guestrin et al., 2001] with 20 computers and a fixed network topology. Each computer can either be up or down (following our example in Section 2.3), so there were 40 base features. The size of the state space is 2^{40}. Computers go up or
down depending on the status of their neighbors [See Guestrin et al., 2001]. Allowed actions are to reboot one machine at each timestep or do nothing; in our case the policy uniformly randomly rebooted one of the down machines. Results are shown in Figure 3(c).

The general theme remains the same, except for three observations: 1) for the first eight iterations, OMP-TD(2000) outperformed iFDD+; 2) after 10 iterations iFDD+ outperformed all of the OMP-TD techniques with pool sizes up to 2000, and 3) the speed advantage of the iFDD techniques was much more prominent. Based on clock time iFDD[ICML-11] was comparable to the best OMP-TD technique, while iFDD+ achieved the final performance of OMP-TD(2000) more than 4 times faster. The reason for the initial OMP-TD success is that it was able to add complex features (conjunctions of several terms) early on without adding the coarser (subsumed) conjunctions that iFDD adds first.\(^5\) The second observation is explained by the fact that iFDD+ expands the set of potential features in a guided way, allowing it to discover crucial fine-grained features. Specifically iFDD+ discovered features with 8 terms. Finally, as the size of the potential feature pool grew, the OMP-TD techniques required significantly more computation time. iFDD techniques on the other hand, only considered possible new pair-wise features, and scaled much better to larger MDPs.

5 The feature pool for OMP-TD(2000) consisted of 760 and 1,200 features with 2 and 3 terms respectively.

5 Conclusions

We introduced Batch-iFDD (and Batch-iFDD\(^+\)) for feature construction in an RL setting and proved that it is a Matching Pursuit algorithm. Unlike previous MP techniques, Batch-iFDD expands the pool of potential features incrementally, hence searching the concept lattice more efficiently than previous MP techniques. Our empirical results support this finding as Batch-iFDD\(^+\) outperformed the previous state of the art MP algorithm in three benchmarks, including a domain with over one million states.

It should be noted, that OMP-TD techniques are more general than Batch-iFDD techniques as they can work with arbitrary feature functions rather than binary functions. Also, Batch-iFDD is not immune to the poor selection of base features. For instance, in continuous state spaces base features can be built by discretizing each dimension using the indicator function, yet finding the “right” discretization for high dimensional problems can be challenging.

Beyond the results of this paper, Equation 2 provides insight as to why it is beneficial to add coarse features in the early stages of learning and finer features later on. In the early stages of learning, when feature

Figure 3: Empirical results from the a) Mountain Car, b) Inverted Pendulum, and c) System Administrator domains. The Y-axis depicts the \(\ell_2\) norm of the TD prediction error plotted against (top) the number of feature expansions and (bottom) wall clock time. The colored shaded areas highlight the 95% confidence intervals.
weights have not been adjusted, the Bellman error is generally large everywhere. Therefore coarse features with large coverage have higher chances of having good error-bound convergence rates due to the numerator of Equation 2. As weights are updated, the Bellman error is reduced correspondingly. The reduced Bellman error will make the denominator of Equation 2 the deciding factor, rendering coarse features with large coverage ineffective. This transition may partially explain empirical results on RL agents exploring autonomously [Whiteson et al., 2007] and human subjects performing classification [Goodman et al., 2008], where both benefited from using coarse features at the beginning of learning but then progressed to finer-grained features to make better sense of a complex world.
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A Proof of Theorem 3.2

Lemma A.1 Given $m, n \in \mathbb{N}^+$ and $m \leq n$, if $X_{m \times n}$ and $Z_{m \times n}$ are full column rank matrices with real elements and $Y_{m \times n}$ is arbitrary matrix, then matrix $[X \ 0 \ Y \ Z]$ is a full column rank matrix.

Proof The proof follows from the definition of the matrix as both $X$ and $Z$ have linear independent columns.

Theorem A.2 Given Assumptions A1-A3, $\forall n \in \mathbb{N}^+$, $\Phi_{F_n}$ is invertible.

Proof First note that $\Phi_{F_n}$ is a square matrix as $|F_n| = |S| = 2^n$. Hence it is sufficient to show that $\Phi_{F_n}$ has independent columns. The rest of the proof is through induction on $n$:

$(n = 1)$: The MDP has two states. Hence $\Phi_{F_1} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, $det(\Phi_{F_1}) = 1$. Notice that the first column corresponds to the null feature (i.e., $\{\}$) which returns 1 for the single state with no active features.

$(n = k + 1)$: Assume that $\Phi_{F_k}$ has independent columns.

$(n = k + 1)$: Based on the previous assumption, $\Phi_{F_k}$ has linearly independent columns. Hence it is sufficient to show that $\Phi_{F_{k+1}}$ can be written as $[X \ 0 \ Y \ Z]$, where $X = Y = \Phi_{F_k}$, and $Z$ has linearly independent columns. Lemma A.1 then completes the proof.

The new added dimension, $k + 1$, doubles the number of states because $|S| = 2^{k+1}$. The new dimension also doubles the total number of possible features, as for any given set with size $k$, the total number of its subsets is $2^k$. Divide states into the two following sets: $\delta_{k+1} = \{s|\phi_{(k+1)}(s) = 1\}$, $\delta_{k+1} = \{s|\phi_{(k+1)}(s) = 0\}$.

Similarly, divide features into two sets:

- $X_{k+1} = \{f|f \in F_{k+1}, k + 1 \in f\}$,
- $X_{k+1} = \{f|f \in F_{k+1}, k + 1 \notin f\}$.

Construct rows and columns of $\Phi_{F_{k+1}}$, following Figure 4. The values of the top left and bottom left of the matrix are $\Phi_{F_k}$, and the value of the top right of the matrix is 0. As for the bottom right ($Z$), note that for all the corresponding states, $\phi_{(k+1)}(s) = 1$. Hence,

$\begin{align*}
(\phi_{(k+1)}(s), \phi_{(k+1)}(s), \cdots, \phi_{(k+1)}(s), \phi_{(k+1)}(s)) \\
= (1, \phi_{(1)}(s), \cdots, \phi_{(1)}(s), 1(s)).
\end{align*}$

We know from the induction assumption that except for the first column, all other columns are linearly independent. Finally observe that the first column is the only column within $Z$, with a 1 corresponding to the state with no active features and is independent of all other columns.

Theorem 3.2 follows from Theorem A.2.

B Proof of Lemma 3.3

Proof Let us first assume that $CX \notin L$, hence there exists a three dimensional subspace defined by $CX$ and $L$. Figure 4 depicts such a space. Then, $\arg\max_\omega \|PP'\| = \arg\max_\omega \|CP\|\sin(\omega) = \arg\max_\omega \sin(\omega)$. Since $0 < |\alpha - \beta| \leq \omega \leq \alpha + \beta < \frac{\pi}{2}$, then $\arg\max_\omega \|PP'\| = \alpha + \beta$, which implies that $CX \in L$ and thus is a contradiction.
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Abstract

In this paper, we present structured message passing (SMP), a unifying framework for approximate inference algorithms that take advantage of structured representations such as algebraic decision diagrams and sparse hash tables. These representations can yield significant time and space savings over the conventional tabular representation when the message has several identical values (context-specific independence) or zeros (determinism) or both in its range. Therefore, in order to fully exploit the power of structured representations, we propose to artificially introduce context-specific independence and determinism in the messages. This yields a new class of powerful approximate inference algorithms which includes popular algorithms such as cluster-graph Belief propagation (BP), expectation propagation and particle BP as special cases. We show that our new algorithms introduce several interesting bias-variance trade-offs. We evaluate these trade-offs empirically and demonstrate that our new algorithms are more accurate and scalable than state-of-the-art techniques.

1 INTRODUCTION

Access to fast, scalable and accurate approximate inference algorithms is the key to the successful application of graphical models to real world problems. As a result, several approximate inference algorithms have been proposed to date, in a large body of literature spanning several decades. Existing algorithms can be classified into two broad types: message passing based and sampling or simulation based. Message passing algorithms operate by passing messages over the edges of a cluster graph derived from the graphical model while sampling algorithms operate by randomly generating variable configurations. In this paper, we focus on message passing algorithms and propose a new framework, structured message passing (SMP) which provides a principled approach for taking advantage of structured approaches for representing and manipulating messages.

We propose SMP because popular, approximate message passing algorithms such as belief propagation (BP) [22], its various generalizations [19, 34], and expectation propagation (EP) [20, 21] rely on tabular representations. Tabular representations, although easy to use and manipulate, can be exponentially worse in terms of size and processing time than structured approaches such as algebraic decision diagrams (ADDs) [1] and sparse hash tables. As a result, in presence of time and space resource constraints, which is often the case in practice, we are unable to apply several more efficient and potentially more accurate classes of algorithms to real-world problems.

Over the last decade, there has been much research on developing exact inference algorithms that exploit the power of structured representations. Notable examples are Cachet [25], ACE [4], and ADD-based variable elimination [3]. The first two use weighted propositional features for representing messages while ADD-based variable elimination uses ADDs [1]. By taking advantage of structural features such as context-specific independence (CSI) [2] and determinism, the aforementioned algorithms can solve much larger problems than the junction tree algorithm [17]. For approximate inference, however, structured representations have not been investigated as much (cf. [5, 10, 18, 27]) and their power has not been fully realized.

The basic idea in SMP is quite simple. Unlike BP and EP in which we associate each cluster and each edge in a cluster graph with a single tabular function and a product of tabular functions respectively [33], in SMP we associate a structured representation of a function with each cluster and each edge, yielding a structured cluster graph. We assume that the structured representation not only defines a suitable (computer) representation but also various inference operators such as sum and product. Thus, given a cluster graph and a message passing schedule, each representation defines a structured message passing algorithm.
We show that in spite of its simplicity, SMP enables us to define more powerful BP and EP algorithms as well as several new classes of (principled) message passing algorithms. In particular, when the inference operators are lossless, i.e., they faithfully represent the message, we get the cluster graph BP algorithm. When the inference operators are lossy and minimize the KL divergence between the original function and the lossy representation, we get the EP algorithm. Defining new lossy operators yields new classes of algorithms. However, since the structured representations can be exponentially more efficient than the tabular representation, the resulting SMP algorithms are likely to be much more efficient in terms of time and space complexity. Thus, given a bound on time and space complexity, SMP will allow much larger clusters than tabular BP and EP. Since the accuracy typically increases with the cluster size, it is likely that SMP algorithms will be more accurate than tabular BP and EP.

We consider a possible instance of the class of SMP algorithms in which we artificially introduce determinism and CSI in the messages. Such messages can then be efficiently represented using structured approaches, yielding a significant reduction in complexity. Moreover, if each new message includes assignments that have relatively high information content, the resulting algorithm will also have high accuracy. We propose to introduce determinism via Monte Carlo simulation (e.g., via Gibbs sampling or importance sampling), retaining only the sampled (and therefore potentially high-probability) partial assignments within each cluster. Following [10, 30], we propose to introduce CSI by quantizing messages, namely reducing the number of distinct values in the range of the message by replacing a number of values that are close to each other by a single value.

We show that our new SMP algorithm introduces several bias-variance trade-offs. Specifically, we show that given a set of samples and a fixed error bound for quantization, increasing the cluster size increases the variance but reduces the bias. On the other hand, for a fixed error bound and cluster size, increasing the sample size decreases the variance and therefore improves accuracy.

Within our algorithm and the SMP framework, we consider two structured representations: sparse hash tables and algebraic decision diagrams. Define lossy and lossless operators for them and empirically evaluate their efficacy on various benchmarks. For comparison, we use iterative join graph propagation (IJGP) [19], co-winner of 2010 UAI competition [8], and evaluate our algorithms on the task of computing all single variable marginal distributions. Our experiments show that our new algorithm is superior to IJGP.

The rest of the paper is organized as follows. In section 2, we describe notation and preliminaries. In section 3, we introduce structured cluster graphs and describe structured representations and operators in section 4. In section 5, we present our new algorithm that is a possible instance of SMP and analyze bias-variance tradeoffs for it. We empirically evaluate our new algorithm in section 6. We discuss related work in section 7 and conclude in section 8.

2 PRELIMINARIES AND NOTATION

A (discrete) graphical model or a Markov network (cf. [6, 15, 24]), denoted by \( \mathcal{G} \), is a triple \((\mathbf{X}, \mathbf{D}, \Phi)\), where \( \mathbf{X} = \{X_1, \ldots, X_n\} \) is a set of variables, \( \mathbf{D} = \{D(X_1), \ldots, D(X_n)\} \) is a set of domains of variables, where \( D(X_i) \) is the domain of \( X_i \) and \( \Phi = \{\phi_1, \ldots, \phi_m\} \) is a set of functions (also called factors or potentials). Each function \( \phi_i \) is defined over a subset of variables, called its scope, denoted by \( S(\phi_i) \). Let \( D(\mathbf{x}) \) denote the Cartesian product of the domains of all variables in \( \mathbf{X} \). Let \( \mathbf{x} = (x_1, \ldots, x_n) \in D(\mathbf{x}) \) where \( x_i \in D(X_i) \) denote an assignment of values to all variables in \( \mathbf{X} \). A Markov network represents the following probability distribution.

\[
P_G(\mathbf{x}) = \frac{\prod_{i=1}^{m} \phi_i(x_{S(\phi_i)})}{\sum_{\mathbf{x} \in D(\mathbf{x})} \prod_{i=1}^{m} \phi_i(x_{S(\phi_i)})} \tag{1}
\]

where \( x_{S(\phi_i)} \) is the projection of \( \mathbf{x} \) on \( S(\phi_i) \). We will often abuse notation and write \( \phi_i(x_{S(\phi_i)}) \) as \( \phi_i(\mathbf{x}) \). The denominator of Eq. (1) is a normalization constant, called the partition function. Common queries over graphical models are computing the partition function and the marginal distribution \( P_G(x_i) \) for all variables \( X_i \in \mathbf{X} \).

Cluster graph belief propagation (BP) is an approximate message passing algorithm for computing variable marginals. It operates on a data structure called the cluster graph defined below:

**Definition 1.** Given a graphical model \( \mathcal{G} = (\mathbf{X}, \mathbf{D}, \Phi) \), a **cluster graph** is a graph \( G(\mathbf{V}, \mathbf{E}) \) in which each vertex \( V \in \mathbf{V} \) and edge \( E \in \mathbf{E} \) is associated with a subset of variables, denoted by \( L(V) \) and \( L(E) \) respectively such that: (i) for every function \( \phi \in \Phi \), there exists a vertex \( L(V) \) such that \( S(\phi) \subseteq L(V) \); and (ii) for every variable \( X \in \mathbf{X} \), the set of vertices and edges in \( G \) that mention \( X \) form a connected sub-tree of \( G \) (running intersection property).

In cluster graph BP, we first put each function \( \phi \in \Phi \) in a cluster \( V \) such that \( S(\phi) \subseteq L(V) \). Then each node \( V_i \) sends the following message to a node \( V_j \) on the edge \( E_{i,j} \), iteratively until convergence

\[
m_{i \rightarrow j}(y) = \sum_{z} \prod_{\phi \in \Phi(V_i)} \phi(y, z) \prod_{V_k \in N(i,j)\setminus\{V_j\}} m_{k \rightarrow i}(y, z)
\]
where \( Y = L(E_{i,j}) \), \( y \in D(Y) \), \( Z = L(V_i) \setminus L(E_{i,j}) \), \( z \in D(Z) \), \( \Phi(V_i) \) is the set of functions from the graphical model assigned to \( V_i \), \( m_{i \rightarrow j} \) is the message sent from \( V_i \) to \( V_j \), and \( N(i,j) \) is the set of neighbors of \( V_i \) in \( G \). Once the messages have converged, we can recover the marginal distribution for any variable \( X_i \in X \) by finding a cluster \( V \in \mathcal{V} \) that mentions \( X_i \), multiplying all functions and incoming messages to the cluster and then summing out all variables other than \( X_i \) from the resulting function. The cluster graph BP algorithm may not converge. In such cases, we can put a bound on the number of iterations and stop the algorithm once it exceeds this bound.

The message passing approach described above is called sum-product message passing. An alternative approach, which has smaller time complexity but higher space complexity is belief-update message passing (see [15] for more details). When the cluster graph is a tree, the cluster graph BP is exact and coincides with the junction tree algorithm (JTA). When the cluster graph is a tree, cluster graph BP algorithm may not converge. In such cases, we can put a bound on the number of iterations and stop the algorithm once it exceeds this bound.

Unlike cluster graph BP, in EP, sum-product and belief-update message passing will yield different estimates. Often, however, we prefer belief-update message passing in EP because it yields more accurate answers in practice.

### 3 STRUCTURED CLUSTER GRAPHS

In a cluster graph, each cluster and each edge is associated with a tabular function or a product of tabular functions. The main, fairly simple idea in structured cluster graphs is to associate each edge and each cluster with a parametric (i.e., structured) representation of a function. The parametric representation of a function is a pair \( (R, w) \) where \( R \) denotes the structure and \( w \) is a set of real-valued parameters. We assume throughout that \( R \) determines the complexity of representing the function. We also assume that the structure is fixed or we have bound on its complexity.

**Definition 2.** Given a graphical model \((X, D, \Phi)\), a **structured cluster graph** (SCG) is a graph \( G(V, E) \) in which each vertex \( V \in D \) and each edge \( E \in E \) is associated with a parametric representation of a function, denoted by \( R_V \) and \( R_E \) respectively, such that: (i) for every function \( \phi \in \Phi \), there exists a vertex \( V \) such that \( S(\phi) \subseteq S(R_V) \) and (ii) for every variable \( X \in X \), the set of vertices and edges in \( G \) that mention \( X \) form a connected sub-tree of \( G \).

To perform message passing over a SCG, we need to define the sum, product and division operators over the parametric representation. We assume that the **representation system** used defines these operators for us. In addition, we assume that the system provides a projection operator, which takes a function \( \phi \) and a parametric representation \((R, w)\) as input and sets the parameters \( w \). In other words, the projection operator yields an instantiation of \((R, w)\), which we will denote by \( R[\phi] \). We say that \( R[\phi] \) is **lossless** if we can recover \( \phi(y) \) for all \( y \in D(S(\phi)) \), i.e., \( R[\phi](y) = \phi(y) \). Otherwise, it is **lossy**.

The **product** and **division** operators take two instantiations \( R_A[\phi_i] \) and \( R_B[\phi_j] \), and a target representation \( R_C \) as input, and output \( R_C[\phi_k] \) where \( \phi_k = \phi_i \cdot \phi_j \) and \( \phi_k = \phi_i / \phi_j \) respectively. The **sum operator** takes as input an instantiation \( R_A[\phi_i] \), a representation \( R_B \), and a set of variables \( Y \subseteq S(\phi_i) \) as input and outputs \( R_B[\phi_j] \) where \( \phi_j = \sum_Y \phi_i \). We say that the sum, product and division operators are lossless if their output is lossless. Otherwise, they are lossy. The lossy, sum, product and division operators can be defined in terms of their lossless analogues using the projection operator; the lossy instantiation \( R_{LY}[\phi] \), is simply a projection of the lossless instantiation \( R_{LS}[\phi] \), on \( R_{LY} \).

The message passing algorithm over a SCG, which we will refer to as **structured message passing** (SMP) operates as follows. First, we initialize the SCG by initializing the parametric representation at each edge and each cluster to the uniform distribution (or to some other distribution based on prior knowledge). Then, for each function \( \phi \in \Phi \), we select a cluster \( V \) such that \( S(\phi) \subseteq L(V) \) and multiply \( R_V[\phi] \) with the current structured representation, say \( R_V[\phi_V] \) at \( V \), storing the result in \( R_V[\phi_V] \). Then, we pass messages, as usual, between the clusters, using the sum, division and product operators, until convergence. In sum-product propagation only the sum and product operators are used while in the belief update propagation all the three operators are used. The complexity of structured message passing is dependent on the representation system used.

It is straightforward to show that:

**Proposition 1.** SMP is equivalent to the cluster graph BP algorithm if all operators are lossless. Similarly, SMP is equivalent to the EP algorithm under the restriction that the sum, product and division operators are lossy and all messages on all edges \( E_{i,j} = (V_i, V_j) \) are such that they minimize the K-L divergence between the actual message \( m_{i \rightarrow j} \) and the represented message \( R_{E_{i,j}}[m_{i \rightarrow j}] \).

In spite of this equivalence, note that SMP with the afore-
mentioned restrictions is more powerful than both tabular BP and tabular EP because by using structured representations that are more efficient than tabular representations, in practice, we can run SMP on graphs having much larger cluster size than both BP and EP. As the accuracy typically increases with the cluster size, we expect SMP to be more accurate than tabular EP and BP algorithms having comparable computational complexity.

4 STRUCTURED REPRESENTATIONS

In this section, we consider two structured representations, sparse tables and algebraic decision diagrams, and describe lossless sum, product, division and assignment operators for them. Then, we show how we can exploit the power of these representations by defining lossy operators.

Sparse Tables  Sparse or zero-suppressed tables are often useful when a substantial number of zeros are present in the graphical model [13, 16]. Instead of storing a real number for all possible configurations of variables, the function is represented as a list of tuples having non-zero values. For example, the sparse representation of the tabular representation given in Fig. 1(a) is a table that contains only the first three entries. The non-zero tuples are typically stored in a hash table for fast access. It is easy to define lossless sum, product, division and assignment operators over this representation. For instance, the product operator corresponds to database hash join and the sum operator corresponds to database project (cf. [28]). The complexity of these operations is linear in the size of the input and output tables, assuming constant time table lookup. The lossless operators define a cluster graph BP algorithm, which is likely to be more efficient than the tabular approach when determinism is present. However, when no determinism is present, the resulting BP algorithm will be slightly inefficient than the tabular approach because of the constant time overhead introduced by the sparse operators.

Algebraic Decision Diagrams  Algebraic decision diagrams (ADDs) [1] are an efficient representation of real-valued Boolean functions having many identical values in their range. ADDs are directed acyclic graphs (DAG) and have two types of nodes: leaf nodes which are labeled by real-values and non-leaf nodes which are labeled by variables. Each decision node has two outgoing arcs corresponding to the true and false assignments of the corresponding variable. ADDs enforce a strict variable ordering from the root to the leaf node and impose the following three constraints on the DAG: (i) no two arcs emanating from a decision node can point to the same node, (ii) if two decision nodes have the same variable label, then they cannot have (both) the same true child node and the same false child node and (iii) no two leaf nodes are labeled by the same real value. ADDs that do not satisfy these constraints are referred to as unreduced ADDs while those that do are called reduced ADDs. An unreduced ADD can be reduced by merging isomorphic subgraphs and eliminating any nodes whose two children are isomorphic (see [1] for more details). A reduced, ordered ADD is a canonical representation. Namely, two functions will have the same ADD (under the same variable ordering) iff they are the same. For example, Fig. 1(b) shows the ADD representation of the function given in Fig. 1(a).

It is easy to define lossless sum, product and division operators using standard ADD operations (and in practice, implement them using open-source ADD packages such as CUDD [29]). The complexity of these operations is linear in the size of the largest ADD. Note that any non-Boolean function can be converted to a Boolean function by introducing a Boolean variable for each variable-value pair and adding Boolean constraints which ensure that each variable is assigned exactly one value (cf. [32]). Therefore, our approach is also applicable to multi-valued variables.

ADDs and Sparse Tables as Features  ADDs and sparse tables can be interpreted as representations of weighted features (or propositional formulas) defined over their variables. Each entry in the sparse table represents a simple conjunctive feature while each leaf node of an ADD represents a complex feature that is a disjunction of several conjunctive features. For example, the first two entries in the sparse table in Fig. 1(a) represent the conjunctive weighted features \([\neg A \land \neg B], 3\) and \([\neg A \land B], 3\) respectively while the rightmost leaf node in the ADD in Fig. 1(b) represents the complex weighted feature \([((\neg A \land \neg B) \lor (\neg A \land B)), 3\], which is logically equivalent to \([\neg A), 3\].

4.1 Lossy Operators

In order to fully exploit the power of structured representations, we need lossy operators. Note that without lossy operators, we cannot guarantee that the size of the computed message will be bounded by the size of the structure associated with each edge. Since lossy sum, product and division operators are simply lossy projections of their lossless
counterparts, we only have to define the lossy projection operator.

**Definition 3.** Given a ADD (or sparse table) $R$, let $[f_i, v_i]$ be the weighted feature associated with a leaf node (entry) $i$. Then, the **lossy projection** of a probability distribution $\phi$ on $i$ is $v_i = \frac{\sum_{\forall y \in \text{Sol}(f_i)} \phi(y)}{\text{Sol}(f_i)}$ where $\text{Sol}(f_i)$ is the set of assignments that are consistent with $f_i$. The **lossy projection** of $\phi$ on $R$, denoted by $R[\phi]$ is the lossy projection of $\phi$ on all leaf nodes (entries) of $R$.

We can show that:

**Theorem 1.** Given a ADD (or sparse table) $R$, the lossy projection operator (see Definition 3) minimizes the KL divergence between $\phi$ and $R[\phi]$. In other words, there exists no other ADD (or sparse table) that has the same structure as $R$ but has smaller KL divergence.

At first glance, the lossy projection operator may seem impractical because it involves computing the number of assignments that are consistent with a feature, i.e., it includes solving the $\#P$-complete model counting problem. However, for sparse hash tables and ADDs, this is not an issue because model counting is constant time and linear time in the size of the representation respectively.

## 5 A STRUCTURED MESSAGE PASSING ALGORITHM

Clearly, in order to exploit the compactness of ADDs and sparse tables, a majority of the messages should contain determinism and/or CSI. To this end, we propose to artificially introduce CSI and determinism in the messages. Intuitively, if the introduced CSI and determinism captures most of the probability mass in the message, the resulting algorithm will be as accurate as cluster graph BP. However, its time and space complexity will be much smaller.

We cannot add zeros or determinism arbitrarily, however. Notice that in order to guarantee that the KL divergence between the exact message and all possible projected messages does not equal infinity, all configurations of variables that are consistent in the exact message should also be consistent in the projected message. Otherwise, the minimum KL distance will equal infinity. For example,

**Example 1.** Consider a cluster that is associated with an ADD representing two features $(A \lor B \lor C, 5)$ and $(\neg A \land \neg B \land \neg C, 0)$ and an edge with its neighbor that is associated with an ADD representing two features $(\neg A \land \neg B, v)$ and $(A \land B, 0)$. No matter what value of $v$ is selected, the KL divergence between the exact message obtained by summing out $C$ from the cluster and any message projected on the structured representation will be infinity.

There are a number of ways in which we can add determinism so that all clusters and edges satisfy the consistency condition described above. We propose the following approach because of its simplicity: generate a set of samples and project them on each cluster and each edge. The projected samples define a constraint that all partial assignments that are not present in the generated samples have zero weight. For example,

**Example 2.** Consider a graphical model with three binary variables $\{X_1, X_2, X_3\}$. Let $S = \{(0, 1, 1), (1, 0, 0), (1, 0, 1)\}$ be a set of samples over the three variables. Consider a cluster defined over two variables $\{X_1, X_2\}$. Then, the projection of $S$ on the cluster is the relation: $\{(0, 1), (1, 0)\}$. The other two assignments $\{(1, 1), (0, 0)\}$ have zero weight. The ADD associated with this cluster will represent the following set of features: $\{\neg X_1 \land X_2, v_1\}, (X_2 \land \neg X_2, v_2), ((\neg X_1 \land \neg X_2) \lor (X_1 \land X_2), 0)\}$.

We can show that our approach that introduces determinism via sampling is correct and yields a structured EP algorithm. The only assumption we have to make is that each tuple having non-zero value in each function in the graphical model is included in the samples. This will ensure that the KL divergence between any function in the graphical model and its lossy projection is finite. Formally,

**Theorem 2.** Given a graphical model $G = (V, D, \Phi)$, a structured cluster graph $G(V, E)$, let $S$ be a set of samples over $X$ such that: (1) For each cluster $V \in V$ and each edge $E \in E$, $R_V$ and $R_E$ are such that for any function $\phi$ and for all configurations $x \notin S$, $R_V[\phi](x) = 0$ and $R_E[\phi](x) = 0$ and for all configurations $x \in S$, $R_V[\phi](x) > 0$ and $R_E[\phi](x) > 0$ and (2) For each function $\phi \in \Phi$, all assignments $x \in S(\phi)$ such that $\phi(x) > 0$ are included in $S$. Then, for each edge $E$, there exists a lossy message such that the KL divergence between the lossless message and the lossy one is finite.

To artificially introduce CSI in the message, we propose to use quantization [10, 30]. In this approach, given a small real number $\epsilon$, we put all values in the range of the function into multiple bins such that the absolute difference between any two values in each bin is bounded by $\epsilon$. The goal is to minimize the number of bins. Then, we replace all values in each bin by their average value in each function. Quantization reduces the number of distinct values in the range of the function and as a result reduces the size of the ADD representing the message.

The discussion above yields Algorithm 1, which is a possible instance of SMP. The algorithm takes as input a graphical model $G = (X, D, \Phi)$, a cluster graph $G(V, E)$, a representation system $R$, an integer $k$ denoting the number of samples and a real number $\epsilon$, which denotes the error bound used for quantization. The algorithm first generates samples from the graphical model. The samples can be generated using either importance sampling or Gibbs sampling. (For higher accuracy, the samples should be such that they...
Algorithm 1: Structured Message Passing

Input: A graphical model \( G = (X, D, \Phi) \), a cluster graph \( G = (V, E) \), a representation system \( R \), integer \( k > 0 \) and a real number \( 0 \leq \epsilon < 1 \).

Output: A structured cluster graph with (converged) messages and potentials

begin

\( S = \text{Generate } k \text{ Samples from } G; \)

for each \( V \in V \text{ and } E \in E \) do

// Project \( S \) on \( V \text{ and } E \)

Initialize \( R_V[\phi_V] \text{ and } R_E[\phi_E] \) to zero;

for all configurations \( x \in S \) do

set \( R_V[\phi_V](x) = 1 \text{ and } R_E[\phi_E](x) = 1; \)

Let \( G' = (V', E') \) be the structured cluster graph obtained in the above step;

for each function \( \phi \text{ in } \Phi \) do

Find a cluster \( V \in V' \) such that \( S(\phi) \subseteq S(\phi_V) \) and multiply \( \phi \) with \( R_V[\phi_V] \);

Run sum-product or belief-update message passing on \( G' \) until convergence. Quantize each message using \( \epsilon \);

end

Algorithm 1 is equivalent to the cluster graph BP algorithm when \( k = \infty \) and \( \epsilon = 0 \). It is equivalent to the quantization-based EP algorithm proposed in [10] when \( k = \infty \) and \( \epsilon > 0 \). For other values of \( k \) and \( \epsilon \), Algorithm 1 yields a Monte Carlo approximation of cluster graph BP and EP.

The algorithm just presented belongs to a class of algorithms that combine sampling-based inference with message-passing based inference. Many other advanced algorithms proposed in literature such as Particle BP [14, 31], AND/OR sampling [9], and sample propagation [23] belong to this class. The novelty in our proposed algorithm is that we combine sampling-based inference with message-passing inference over structured cluster-graphs. This yields several interesting bias versus variance tradeoffs, which can be leveraged to improve the accuracy of estimation. We discuss these tradeoffs next.

5.1 Analysis: Bias-Variance Tradeoffs

In this section, we analyze the bias-variance tradeoffs in Algorithm 1. Let \( f(x) \) be the quantity that we want to estimate (e.g., the partition function or the posterior marginals). Given a set of samples \( S \), a cluster graph \( G \) and constant \( \epsilon \), let \( h(x; G, \epsilon, S) \) denote the estimate of \( f(x) \) computed using Algorithm 1 with \( G, S, \epsilon \) as inputs.

Then, the expected mean squared error between \( f(x) \) and \( h(x; G, \epsilon, S) \) is

\[
\mathbb{E}_S[(h(x; G, \epsilon, S) - f(x))^2] = (\mathbb{E}_S[h(x; G, \epsilon, S)] - f(x))^2 + \mathbb{E}_S[(h(x; G, \epsilon, S) - \mathbb{E}_S[h(x; G, \epsilon, S)])^2] \tag{2}
\]

The first term in Eq. (2) equals bias squared and the second term equals the variance.

We can show that:

**Theorem 3.** Increasing the cluster size (or decreasing \( \epsilon \)) of the cluster graph used by Algorithm 1 decreases the asymptotic bias \( \lim_{|S| \to \infty} |\mathbb{E}_S[h(x; G, \epsilon, 0, S)] - f(x)| \) but increases the variance.

**Proof.** (Sketch) Notice that in the limit of infinite samples and assuming that \( \epsilon = 0 \), Algorithm 1 is equivalent to the cluster graph BP algorithm (we also assume that the sampling algorithm generates every assignment having non-zero probability in \( G \) with non-zero probability). Since the set of cluster graphs whose cluster size is bounded by \( i \) (along with the associated cluster potentials and messages) is included in the set of cluster graphs whose cluster size is bounded by \( i+1 \), the bias will never increase as we increase the cluster size. Moreover, cardinality arguments (number of different clusters of size \( i+1 \) is far greater than the number of different clusters of size \( i \)) dictate that there exists a particular setting of cluster potentials and messages in a cluster graph whose cluster size is bounded by \( i+1 \) that cannot be represented by any cluster graph whose cluster size is bounded by \( i \) and therefore the asymptotic bias decreases as we increase the cluster size. (The asymptotic bias of a junction tree is zero).

To prove that the variance increases as we increase the cluster size, consider two clusters \( V \) and \( V' \) where \( V' \) is constructed from \( V \) by adding a variable to it. Clearly, projecting the given set \( S \) of samples on \( V \) will cover a greater percentage of the tuples in the potential associated with \( V \) as compared to the potential associated with \( V' \). As a result, the effective sample size at \( V \) is larger than the effective sample size at \( V' \). Since the variance decreases as the sample size increases, the variance at \( V \) will be smaller than the variance at \( V' \). Therefore, the variance increases as we increase the cluster size. Increasing \( \epsilon \) has the effect of introducing new context specific (conditional) independences, which is the same as decreasing the cluster size. Therefore, the same arguments apply to decreasing \( \epsilon \). □

From the central limit theorem, it is immediate that:

**Theorem 4.** Increasing the number of samples while fixing \( G \) and \( \epsilon \) decreases the variance. Moreover, the sample bias converges to the asymptotic bias at the rate of \( O(|S|^{-1/2}) \).

Theorems 3 and 4 summarize the bias-variance tradeoffs associated with Algorithm 1. For a fixed sample size, cluster graphs having large clusters will typically have low bias.
and high variance while cluster graphs having small clusters will typically have large bias and low variance.

Figure 2: Impact of varying $k$ (number of samples), keeping the $i$-bound and $\epsilon$ constant for (a) $20 \times 20$ Ising model with 10 evidence nodes, $i = 6$ and $\epsilon = 2^{-40}$, (b) Block coding instance with 255 variables and 511 functions, $i = 12$ and $\epsilon = 2^{-100}$ and (c) Logistics instance with 1413 nodes and 29487 functions, $i = 15$ and $\epsilon = 2^{-40}$.

6 EXPERIMENTS

In this section, we compare SMP with Iterative Join Graph propagation (IJGP) [19], a state-of-the-art tabular cluster graph BP algorithm. IJGP won two out of the three marginal estimation categories in the 2010 UAI competition [8]. We experimented with instances from three benchmark domains: (i) Ising models (these instances are available from the PASCAL 2011 probabilistic inference challenge), (ii) linear block coding (these instances available from the UAI 2008 evaluation), and (iii) logistic planning (these instances are available from the authors of Catach [25]). Ising models have no determinism, the linear
block coding networks have determinism and CSI while the logistic planning instances have determinism but no CSI.

We used the CUDD package [29] to implement ADDs. For a fair comparison, we constructed the cluster graphs for SMP using the same approach used by IJGP (see [19] for details). In IJGP, the complexity of inference is controlled by bounding the number of variables in each cluster by an integer parameter $i$, called its i-bound. We varied the i-bound from 3 to 15 in increments of 3. For the SMP algorithm, we varied $\epsilon$ (which controls quantization) from $2^{-20}$ to $2^{-100}$ and $k$ (number of samples) from $2^5$ to $2^{20}$. We used Gibbs sampling on the Ising models and importance sampling on the other two for generating samples (This is because Gibbs sampling does not converge in presence of determinism). We ran each algorithm until convergence or until 15 minutes or until it exceeded a memory bound of 512 MB, whichever was earlier. We chose these values because the benchmarks can be solved exactly in roughly 1 hour of cpu time using up to 8 GB of RAM. We used av-

Figure 4: Impact of varying the i-bound, keeping $k$ and $\epsilon$ constant for (a) $20 \times 20$ Ising model with 5 evidence nodes, $k = 2^{14}$ and $\epsilon = 2^{-30}$, (b) Block coding instance with 255 variables and 511 functions, $k = 2^{18}$ and $\epsilon = 2^{-35}$ and (c) Logistics instance with 1413 nodes and 29487 functions, $k = 2^{16}$ and $\epsilon = 2^{-35}$.

Figure 5: KL-divergence as a function of time (a) $21 \times 21$ Ising model with 5 evidence nodes, (b) Block coding instance with 255 variables and 511 functions and (c) Logistics instance with 1413 nodes and 29487 functions.
average KL divergence between the exact and approximate marginal distribution to measure accuracy.

For lack of space, we only show a fraction of our results in Figures 2-5. SMP-SH and SMP-ADD denote the sparse hash table based and ADD based implementation of SMP respectively. Note that each point in each figure denotes an average over 10 random runs of IJGP, SMP-SH and SMP-ADD respectively.

Figure 2 shows the impact of varying the number of samples \(k\), keeping the i-bound and \(\epsilon\) constant for three instances, one from each domain. As expected, the accuracy of SMP-SH and SMP-ADD improves with more samples.

Figure 3 shows the impact of varying the quantization parameter \(\epsilon\), keeping the i-bound and \(k\) constant for three instances. In all three cases, we clearly see the bias versus variance trade-off; as we decrease \(\epsilon\), the accuracy first improves and then reduces before stabilizing to a fixed point.

Figure 4 shows the impact of varying the i-bound, keeping \(\epsilon\) and \(k\) constant for three instances. Again in all three cases, we clearly see the bias versus variance trade-off; as we increase the cluster size (i-bound), the accuracy improves until a certain i-bound after which it starts decreasing.

Figure 5 shows the accuracy of various schemes as a function of time. For each time-point, we select the parameters that yield the best accuracy for each of the three methods. SMP-ADD is more accurate than SMP-SH which in turn is more accurate than IJGP. Note the log-scale on the Y-axis and therefore there is an order of magnitude difference.

7 RELATED WORK

Our work is related to the work on structured region graphs (SRGs) by Welling et al. [33]. In it, the authors showed that Yedidia et al.’s [34] generalized belief propagation algorithm *morphs* into the EP algorithm [20] if each message and cluster potential in the region graph is approximated by a product of tractable tabular functions. Our work is different from Welling et al.’s work in that we propose to use structured representations which are often more compact than the product of tabular functions representation. Also, unlike our formulation, there is no straightforward way of introducing and exploiting determinism and CSI in the SRG formalism.

Our work is also related to the work on non-parametric BP by Sudderth et al. [31] and particle BP by Ihler and McAllester [14], in which the authors propose to represent BP messages using samples or particles. However, unlike our work, these approaches do not exploit structured representations and do not utilize both CSI and determinism. Also, they do not investigate bias versus variance trade-offs as we do. Our work connects particle BP with EP, yielding a more unified perspective.

Another related work is that of [7, 12, 23] who perform sampling based inference on junction trees. The main idea in these papers is to perform message passing on a junction tree by substituting messages which are too hard to compute exactly by their sampling-based approximations. Unlike our work, however, they do not perform message passing over arbitrary cluster graphs. This is problematic because as we showed, for a small sample size, junction trees will have low bias but high variance and as a result they will likely yield inaccurate results.

Finally, our work is related to the work on approximation by quantization (ABQ) by Gogate and Domingos [10]. Unlike ABQ which only introduces CSI, we propose to introduce both CSI and determinism which as we show often yields better accuracy in practice.

8 SUMMARY AND FUTURE WORK

In this paper, we proposed structured message passing, a unifying approach for taking advantage of structured representations. We investigated the use of two structured representations within this framework: algebraic decision diagrams (ADDs) and sparse hash tables. ADDs are useful in the presence of CSI and/or determinism while sparse tables are useful only in the presence of determinism. Therefore, in order to fully utilize the power of ADDs and sparse tables, we proposed a new algorithm that artificially introduces CSI via quantization and determinism via sampling. Our new algorithm is quite powerful and includes the cluster graph BP algorithm, the EP algorithm and the particle BP algorithm as special cases. Our algorithm introduces several bias versus variance tradeoffs. We investigated these tradeoffs both theoretically and empirically and showed that our new algorithm is superior to state-of-the-art approaches such as Iterative Join Graph Propagation [19].

Future work includes: applying our algorithm to continuous and hybrid discrete/continuous graphical models; using other structured representations such as mixture models and Affine ADDs [26] within SMP; combining SMP with lifted inference (cf. [11]); using our algorithm for weight learning; developing automatic tuning strategies for finding the right balance between bias and variance; etc.
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Abstract

We introduce a graphical framework for multiple instance learning (MIL) based on Markov networks. This framework can be used to model the traditional MIL definition as well as more general MIL definitions. Different levels of ambiguity – the portion of positive instances in a bag – can be explored in weakly supervised data. To train these models, we propose a discriminative max-margin learning algorithm leveraging efficient inference for cardinality-based cliques. The efficacy of the proposed framework is evaluated on a variety of data sets. Experimental results verify that encoding or learning the degree of ambiguity can improve classification performance.

1 INTRODUCTION

Multiple instance learning aims to recognize patterns from weakly supervised data. Contrary to standard supervised learning, where each training instance is labeled, in the MIL paradigm training instances are given in positive and negative bags. In the traditional MIL definition, a bag is positive if it contains at least one positive instance, while in a negative bag all the instances are negative. This ambiguity in the instance labels is passed on to the learning algorithm, which should incorporate the information to classify unseen bags. In this paper we develop a novel framework for MIL with a more general definition of a positive bag.

Multiple instance learning has been successfully used in many applications such as image categorization (Chen et al., 2006), text categorization (Andrews et al., 2002), content-based image retrieval (Zhang and Goldman, 2002), text-based image retrieval (Li et al., 2011; Duan et al., 2011), object detection (Viola et al., 2006) and tracking (Babenko et al., 2009). Chen et al. (2006) treated each image as a bag of instances corresponding to blocks, regions, or patches of the image for the purpose of image categorization. Andrews et al. (2002) approached text categorization with a MIL framework, where each document is represented by a bag of passages. Li et al. (2011) and Duan et al. (2011) used MIL to handle ambiguity in labels of training images incurred by coarse ranking of web images. Viola et al. (2006) used MIL to overcome the ambiguity in object annotation, by representing each image with a bag of windows centered around the ground truth. Likewise, in object tracking Babenko et al. (2009) used several blocks around the estimated object location to construct a positive training bag for MIL.

The traditional MIL definition states that at least one of the instances in a positive bag is positive. However, this is a too weak statement in many MIL applications. For example, in image retrieval most top-ranked training images are truly relevant to the query – they are true positives and not just additional irrelevant elements in a bag (Li et al., 2011). Using this prior information can help to train stronger and more robust classifiers. Further, in some applications, because of noisy, imperfect, or low-quality feature representations, negative bags can contain instances that are effectively indistinguishable from positive instances. In these situations more robust MIL definitions are needed.

To address these issues, we develop a MIL framework based on Markov networks with a flexible notion of a positive bag. This general MIL framework uses cardinality-based measurements over bags, which extend from the notion of “at least one positive” to “at least some positives” to “nearly all positives.” Thus, it can explore different levels of ambiguity in the data. In addition, this framework can be adapted to estimate the appropriate MIL notion from training data without prior information about the fraction of positives in the bags. We show that it is possible to use efficient inference techniques (Gupta et al., 2007) to
train and evaluate these general MIL models quickly. For the learning criterion, we propose a max-margin discriminative algorithm to train the models.

This paper is organized as follows. Section 2 reviews related work. Section 3 describes our framework of multiple instance learning with Markov networks. In particular, the models for different MIL definitions, including the traditional MIL definition and more general MIL definitions are described in this section. In Section 4 the inference and learning algorithms are explained. Section 5 provides experimental comparisons to state-of-the-art MIL algorithms and an application to video sequence classification. We conclude in Section 6.

2 RELATED WORK

Dietterich et al. (1997) introduced the first algorithms for multiple instance learning. The main idea was to construct a hyper-rectangle maximizing the number of enclosed instances from positive bags while excluding all the instances of negative bags. Based on similar ideas, the general diverse density (DD) framework (Maron and Lozano-Pérez, 1998) was proposed. This algorithm works by finding a concept point which is near to at least one instance of every positive bag, but far from all negative instances. Next, EM-DD (Zhang and Goldman, 2002), the expectation-maximization version of DD, was proposed by incorporating the iterative EM approach of estimating positive instances and refining the concept hypothesis within the DD framework.

Gärtner et al. (2002) defined a kernel for multiple instance data and used SVMs to learn a bag classifier. Andrews et al. (2002) modified SVMs for MIL, proposing two algorithms. The first, mi-SVM, aims to maximize the instance margin jointly over the hidden instance labels. The second, MI-SVM, tries to maximize the bag margin, where the bag margin is defined by the most positive instance of each bag. Chen et al. (2006) employed a DD function to map the instances of a bag into a bag-level feature vector. Then, the important features were used by 1-norm SVM for image categorization. Zhou et al. (2009) proposed MI-Graph and miGraph. In these methods, first a graph is constructed for each bag, and then an SVM is trained by designing a graph kernel. Thus, by considering the relations among the instances in a bag, the instances are treated as non-i.i.d samples.

The very successful Latent SVM (Felzenszwalb et al., 2010) is also a multiple instance learning framework. For positive instances, a set of latent variable values is used. One can consider the set of completed data instances (latent variable values with observed input feature values) as a “bag” in MIL, as in the MI-SVM framework (Andrews et al., 2002). Latent SVMs have been used in numerous applications, and often obtain state of the art performance. However, they use the “at least one positive instance” positive bag definition. As noted above, for some applications this is limiting since many latent variable settings could in fact be positive and could aid in training a better classifier. The more general MIL definition and algorithms in this paper aim to remedy this.

In recent years, more advanced algorithms have been developed to address non-traditional MIL definitions. Gehler and Chapelle (2007) proposed SVM-like algorithms, AL-SVM and AW-SVM, for MIL. They argued that different levels of ambiguity in positive bags can influence the performance of MIL-based methods. Hence, they provided the possibility to encode prior knowledge about the data set, i.e., fraction of positive instances (witnesses) in a bag. However, these algorithms need a preset parameter which determines the fixed ratio of witnesses.

Bunescu and Mooney (2007) used the transductive SVM framework to propose a MIL algorithm for sparse positive bags. Li and Sminchisescu (2010) proposed a MIL model based on likelihood ratio estimation. The likelihood ratio is estimated by a support vector regression scheme. For bag classification, an SVM is trained to linearly combine the instance likelihood ratios in a postprocessing step. Although, the original model formulation follows the traditional MIL assumption, however, their experiments show that the postprocessing makes this algorithm suboptimally adaptive to different witness rates.

Duan et al. (2011) and Li et al. (2011) introduced a generalized MIL definition, where the positive bags contained at least a certain portion of positive instances. They used a mixed-integer SVM formulation with new constraints on instance labels of the bags. It is shown that this NP-hard problem can be viewed as a multiple kernel learning problem with an exponential number of base kernels. Thus, this algorithm requires some heuristics to solve the original problem. Hajimirsadeghi and Mori (2012) proposed a boosting algorithm for MIL, which can softly explore different levels of ambiguity using linguistic aggregation functions with different degrees of orness. However, this algorithm also needs approximate before-hand knowledge of the witness ratio, or uses cross-validation to estimate it.

In this work, we propose a MIL framework based on Markov networks. This framework is used to model more general MIL definitions, and superior to previous algorithms (Gehler and Chapelle, 2007; Duan et al.,
it can also work without prior information about the fraction of positive instances inside the bags. In fact, the proposed model can be trained to discover this knowledge directly from data. The inference and learning of the proposed models is exact and no heuristics are needed. Further, the Markov network allows flexible modification and extensions, for instance modeling bag structure. This framework could also be modified to address issues such as training individual classifiers from group statistics of label proportions (Kueck and de Freitas, 2005; Quadrianto et al., 2009; Rueping, 2010).

Note that there are also some other MIL methods based on Markov networks or conditional random fields (CRFs). Deselaers and Ferrari (2010) proposed MI-CRF. In this method, the bags are modelled as nodes in a CRF, where each node can take one of the instances in the bag as its state. So, the bags are jointly trained and classified in this model. Warrell and Torr (2011) proposed another CRF-based method. This method provides a structured bag model, by constructing an undirected graph among the instances, instance labels and the bag label. In this CRF, hard and soft MIL constraints are incorporated in the model by defining energy functions between the labels. However, inferring the proposed CRFs is performed approximately by dual decomposition, and the models are trained by deterministic annealing. Tarlow et al. (2012) proposed a model to approach MIL by CRFs with cardinality potentials over instance labels. However, this model works by sum-product (i.e., marginalization) inference of cardinality potentials. Note that maximum a posteriori (MAP) inference of cardinality potentials, which is used in our proposed method, is faster than the sum-product inference (Tarlow et al., 2012). In addition, our max-margin learning algorithm is different from their maximum likelihood approach to learning.

3 MIL USING MARKOV NETWORKS

In MIL, training examples are presented in bags where the instances in a bag share a label. In this work, we use Markov networks to model MIL problems and develop a generalized notion of positive bags.

The Markov network is used to define a scoring function for a bag. A graphical representation of the proposed Markov network for a bag is shown in Figure 1. Each instance and its label are modeled by two nodes in a clique. The clique potential specifies a classifier for an individual instance. A second clique contains all instance labels and the bag label. This clique is used to define what makes a bag positive. Varying this clique potential will lead to different MIL definitions, and is the focus for our work.

3.1 MODEL DETAILS

More formally, let $X = \{x_1, \ldots, x_m\}$ denote a bag with $m$ instances and a binary bag label $y \in \{-1, 1\}$. The collective binary instance labels are denoted by $h = \{h_1, \ldots, h_m\}$. We use the Markov network in Figure 1 to define a scoring function over tuples $(X, h, y)$. In testing, this scoring function will be used to find the label $y$ for a test bag, inferring the bag and instance labels that maximize the scoring function.

The network has cliques on each instance and its label, and one clique on all instance labels and the bag label. We define the scoring function on these cliques by:

$$f_w(X, h, y) = \phi^C_w(h, y) + \sum_i \phi^I_w(x_i, h_i),$$

where $\phi^I_w(x_i, h_i)$ represents the potential between each instance and its label, and $\phi^C_w(h, y)$ is the clique potential over all the instance labels and the bag label. Note that the potential functions in (1) are parametrized by $w$. We explain the details of these potential functions as follows.

![Figure 1: Graphical illustration of the proposed model for multiple instance learning. Potential functions relate instances $x_i$ to labels $h_i$. A clique relates all instance labels $h_i$ to the bag label $y$.](image)

**Instance-Label Potential** $\phi^I_w(x_i, h_i)$: This potential function models the compatibility between the $i$th instance feature vector $x_i$ and its label $h_i$. It is parametrized as:

$$\phi^I_w(x_i, h_i) = w_I^T x_i h_i = w_I^T \psi_I(x_i, h_i).$$
Labels Clique Potential \( \phi_C^{w}(h, y) \): This potential function models the relations between the instance labels and the bag label. Since the MIL problems are defined based on the number of positive and negative instances, we can formulate this as a cardinality-based clique potential. Cardinality-based potentials are only a function of counts – in this case, the counts of the numbers of positive and negative instances in the bag.

By modifying the form of the cardinality-based potential, we can obtain different MIL definitions, which will be shown in the subsequent section. Moreover, while for arbitrary clique potentials inference could be NP-complete, for cardinality-based potentials efficient inference algorithms exist. This will lead to efficient algorithms for training and testing, described in Section 4.

In order to define the cardinality-based potentials, we will use the notation \( m^+ / m^- \) for the number of labels in \( h \) which are positive/negative. The clique potential depends on these counts, and the bag label \( y \). We parameterize two different clique potentials, one for positive bags \( C^+ \) and one for negative bags \( C^- \):

\[
\phi_C^{w}(h, y) = C_w (m^+, m^-, y) = C^+_w (m^+, m^-) \mathbb{I}(y = 1) + C^-_w (m^+, m^-) \mathbb{I}(y = -1). \tag{2}
\]

The following sections define functions \( C^+ \) and \( C^- \) that lead to a variety of MIL models.

3.1.1 Multiple Instance Markov Network (MIMN)

This network models the standard MIL problem, i.e., in a positive bag at least one of the instances is positive, and in a negative bag all the instances are negative. The labels clique potential is given by

\[
C^+_w (0, m) = -\infty \tag{3}
\]
\[
C^+_w (m^+, m^- + m) = w^+_c \quad m^+ = 1, \cdots, m \tag{4}
\]
\[
C^-_w (0, m) = w^- \tag{5}
\]
\[
C^-_w (m^+, m^- + m) = -\infty \quad m^+ = 1, \cdots, m. \tag{6}
\]

This clique potential states that in a positive bag it is impossible to have all the instances be negative (3), but there is the same potential of having more than one positive instance (4). However, for a negative bag, it is only possible to have negative instances (5) & (6). One might set \( w^+_c \) and \( w^- \) to a constant value (e.g., 0), but we treat them as the model parameters and show how to learn them in Section 4.2.

3.1.2 Ratio-constrained Multiple Instance Markov Network (RMIMN)

Ratio-constrained MIL extends the notion of positive bags in MIL. In RMIMN, each positive bag contains at least a certain portion of positive instances. For example, at least \( x \% \) of the instances should be positive in a positive bag. To model this problem with our proposed Markov network, we can refine the functions \( C^+ \) and \( C^- \):

\[
C^+_w (m^+, m^- + m) = -\infty \quad 0 < \frac{m^+}{m} \leq \rho \tag{7}
\]
\[
C^-_w (m^+, m^- + m) = w^- \quad 0 < \frac{m^-}{m} < \rho \tag{8}
\]

where \( \rho \) indicates the required portion of positive instances in a positive bag.

3.1.3 Generalized Multiple Instance Markov Network (GMIMN)

GMIMN allows a very flexible notion of positive bags. We allow the portions of positive and negative instances in bags to be a learned parameter, discovered from the data. The MIL model will learn which fractions of instances tend to be positive in a bag. This network provides a very general model for multiple instance learning and is parametrized by:

\[
C^+_w (0, m) = -\infty \tag{9}
\]
\[
C^+_w (m^+, m^- + m) = \sum_{k=1}^{K} w^+_k \mathbb{I} \left( \frac{k - 1}{K} \leq \frac{m^+}{m} \leq \frac{k}{K} \right) \quad m^+ = 1, \cdots, m \tag{10}
\]
\[
C^-_w (m^+, m^- + m) = \sum_{k=1}^{K} w^-_k \mathbb{I} \left( \frac{k - 1}{K} \leq \frac{m^-}{m} < \frac{k}{K} \right) \quad m^- = 0, \cdots, m - 1 \tag{11}
\]
\[
C^-_w (m, 0) = -\infty. \tag{12}
\]

where \( K \) determines the number of weighted segments of a bag. This model divides the bag size into \( K \) equal parts, and the weight of each segment \( w_k \) determines how important it is that the number of positive instances be placed inside that interval\(^1\). In other words,\(^1\)

\( \text{Note that the weights } w_k \text{ are not necessarily monotonically increasing as } k \text{ increases. For example, in a MIL data set, there might be only a few true positive instances in the positive bags, and so the potential of having many instances be positive is low.} \)

\(^{1}\)
these learning weights specify the importance or impact of different witness ratios for labeling a bag as positive or negative. Large values of $K$ provide more detailed and specific models of bag definition by learning cardinality-based measures with finer resolution, while low values of $K$ define a coarser model of bag. So, by controlling the granularity, this parameter is set in a trade-off between training accuracy and generalization ability. Note that $C_w^+(m, m) = -\infty$ and $C_w^-(m, 0) = -\infty$ are the only required prior information in this model.

With these definitions, we note that using $C_w^+$ and $C_w^-$ defined in any of the MIMN, RMIMN, or GMIMN models makes the clique potential (i.e., $\phi_w^C$) a linear function of the learning parameters. More formally:

$$
\phi_w^C(h, y) = w_C^T \Psi_C(h, y) + g_C(h, y),
$$

where $w_C$ represents the concatenation of the learning parameters in $C_w^+$ and $C_w^-$, while $\Psi_C(h, y)$ and $g_C(h, y)$ are functions independent of $w$, which are specified by aggregation of the indicator functions.

4 Inference and Learning

The MIL models above define scoring functions that consider counts of instance labels in a bag. Using this, for a given bag we can define a scoring function for labeling a bag $X$ with a label $y$:

$$
F_w(X, y) = \max_h f_w(X, h, y).
$$

Below, we describe how to use efficient inference algorithms (Gupta et al., 2007) to efficiently solve this inference problem for the cardinality-based cliques we defined above.

Using this inference technique, learning can be performed using a max-margin criterion, as in the Latent SVM approach.

Classification of a new test bag can be done in a similar manner. We can predict the bag label by simply running inference, trying $y = +1$ and $y = -1$ and taking the maximum scoring bag label:

$$
y^* = \arg \max_y F_w(X, y).
$$

4.1 Inference

The inference problem is to find the best set of instance labels $h$ given observed values for the data instances $X$ and the bag label $y$ – the maximization problem in

\[ \max_h \sum_i \phi_w^I(x_i, h_i) + C_w(m^+ - m^-). \]

This problem is an instance of inference in graphical models with cardinality-based clique potentials (Gupta et al., 2007). This class of clique potentials is specified by two parts: the sum of individual node potentials and a function over all the nodes which only depends on the counts of the nodes which get specific labels. Efficient inference algorithms have been proposed for this class of graphical model in (Gupta et al., 2007). In this paper, we only work with the binary case (i.e., $h_i \in \{+1, -1\}$), for which there is an exact inference algorithm with $O(m \log m)$ time complexity. The inference algorithm is as follows.

First, sort the instances in decreasing order of $\phi_w^I(x_i, +1) - \phi_w^I(x_i, -1)$. Then, for $k = 0, \cdots, m$, compute $s_k$, the sum of the top-$k$ instance potentials $\phi_w^I(x_i, +1) - \phi_w^I(x_i, -1)$ plus the clique potential $C_w(k, m-k, y)$. Finally, find $k^*$ which gets the largest $s_k$, and inference is accomplished by assigning the top $k^*$ instances to positive labels and the rest to negative labels.

4.2 Learning

The training set is given by $\{(X_1, y_1), \cdots, (X_N, y_N)\}$, and the goal is to train the Markov models by learning the parameters $w$. Inspired by the relations to latent SVM, we formulate the learning problem as minimizing the regularized hinge loss function:

$$
\min_w \sum_{n=1}^N (L^n - R^n) + \frac{\lambda}{2} \|w\|^2
$$

where $L^n = \max_y \max_h (\Delta(y, y^n) + f_w(X^n, h, y))$, $R^n = \max_h f_w(X^n, h, y^n)$,

$$
\Delta(y, y^n) = \begin{cases} 
1 & \text{if } y \neq y^n \\
0 & \text{if } y = y^n.
\end{cases}
$$

One approach to solve this problem approximately is the iterative algorithm of alternating between inference of the latent variables and optimization of the model parameters. So, the first step estimates the instance labels and the second step learns a standard SVM classifier given the estimated instance labels. It can be shown that using this approach with the MIMN
model leads to an algorithm very similar to mi-SVM (Andrews et al., 2002). However, we use the non-convex cutting plane method (Do and Artières, 2009) to directly solve the optimization problem in (13). This method is proved to converge to a local optimum, unlike the heuristic iterative algorithm of mi-SVM, which has no convergence guarantee. The non-convex cutting plane method iteratively makes an increasingly accurate piecewise quadratic approximation of the objective function. At each iteration, a new linear cutting plane is obtained via the subgradient of the objective function and added to the piecewise quadratic approximation. To use this algorithm, the principal issue is to compute the subgradients of the network potential function, i.e., \( \partial_w f_w(X, h, y) \).

It is simple to show that

\[
\partial_w f_w(X, h, y) = \Psi(X, h, y),
\]

where

\[
\Psi(X, h, y) = \left[ \sum_i \psi_f(x_i, h_i)^\top, \Psi_C(h, y)^\top \right]^\top.
\]

Using equations (13) and (14), it can be shown that

\[
\partial_w L^n(w) = \Psi(X^n, h^*, y^*),
\]

where \((h^*, y^*)\) is the solution to the inference problem:

\[
\max_y \max_h (\Delta(y, y^n) + f_w(X^n, h, y)).
\]

This inference problem can be solved using the algorithm in 4.1. In summary, for \( y = 1 \) and \( y = -1 \) we find \( h \) by doing inference on the resulting graphical model (which has cardinality-based clique potential). Then, the \( y \) with the highest value gives the predicted bag label \( y^* \).

In the same way, it can be shown that \( \partial_w R^n(w) = \Psi(X^n, h^*, y^n) \), where \( h^* \) is the solution to the inference problem:

\[
\max_h f_w(X^n, h, y^n).
\]

5 EXPERIMENTS

In this section we describe the evaluation of our MIL models. First, the proposed models are evaluated on MIL benchmark data sets to demonstrate they can achieve state of the art performance on standard datasets. Next, we evaluate the models on a challenging cyclist helmet recognition dataset, and show that flexibility in the portion of positives in a bag can lead to improved classification accuracy.

5.1 BENCHMARK DATA SETS

We evaluate the MIL models on five well-known MIL datasets. These benchmark data sets are the Elephant, Fox, Tiger image data sets (Andrews et al., 2002) and Musk1 and Musk2 drug activity prediction data sets (Dietterich et al., 1997). In the image data sets, each bag represents an image, and the instances inside the bag represent 230-D feature vectors of different segmented blobs of the image. These data sets contain 100 positive and 100 negative bags. In the MUSK data sets, each bag describes a molecule, and the instances inside the bag represent 166-D feature vectors of the low-energy configurations of the molecule. Musk1 has 47 positive bags and 45 negative bags with about 5 instances per bag. Musk2 has 39 positive bags and 63 negative bags with variable number of instances in a bag, ranging from 1 to 1044 (average 64 instances per bag). Note that in all experiments of this section, we have used normalized data sets, which are obtained by scaling the features of the original data sets to the range \([0, 1]\).

The 10-fold averaged classification accuracies for the MIMN model on different data sets are shown in Table 1. At each trial, we run the non-convex cutting plane algorithm with all the learning weights initialized to 0, roughly optimized \( \lambda \), and at most 300 iterations. This table also includes the classification results with different kernel feature maps. For these data sets (especially Musk1 and Musk2), non-linear kernels are commonly used for SVM-like algorithms. For example, in (Andrews et al., 2002) mi-SVM and MI-SVM are trained on Musk1 and Musk2 data sets by RBF kernels. Or in (Ray and Craven, 2005) and (Bunescu and Mooney, 2007) quadratic kernels have shown successful classification results. Since our algorithm works with linear kernels, we exploit the idea of kernel feature maps. We investigate the performance of quadratic features in addition to the feature maps proposed in (Vedaldi and Zisserman, 2012) for homogeneous kernels: intersection, \( \chi^2 \), and Jensen-Shannon.

<table>
<thead>
<tr>
<th>Method</th>
<th>Elephant</th>
<th>Fox</th>
<th>Tiger</th>
<th>Musk1</th>
<th>Musk2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIMN Linear</td>
<td>85.5</td>
<td>62.5</td>
<td>87.0</td>
<td>78.3</td>
<td>77.6</td>
</tr>
<tr>
<td>MIMN Quadratic</td>
<td>82.50</td>
<td>64.0</td>
<td>87.0</td>
<td>85.9</td>
<td>81.9</td>
</tr>
<tr>
<td>MIMN Intersection</td>
<td>89.0</td>
<td>59.0</td>
<td>85.5</td>
<td>86.1</td>
<td>89.5</td>
</tr>
<tr>
<td>MIMN ( \chi^2 )</td>
<td>87.0</td>
<td>60.0</td>
<td>84.0</td>
<td>84.1</td>
<td>90.3</td>
</tr>
<tr>
<td>MIMN Jensen-Shannon</td>
<td>86.0</td>
<td>59.0</td>
<td>84.5</td>
<td>83.7</td>
<td>87.4</td>
</tr>
</tbody>
</table>

Now, we compare the best of MIMN with state-of-the-
The performance of the methods varies depending on the data set. However, MIMN is always among the best methods. More specifically, it achieves the best accuracy in the Elephant, Fox, Tiger and Musk2 data sets.

Note that the competing methods miGraph and MI-Graph (Zhou et al., 2009) treat the instances as non-i.i.d samples and model correlations among the bags – this incorporates different information into the model, which is not directly present in our approach.

Next, the results of the experiments with the RMIMN model are presented in Table 3. It can be observed that for the image data sets RMIMN cannot improve MIMN significantly. However, for Musk1 and Musk2 substantial performance gains can be made. The reason might be that in an image usually one of the segments is the true segment (positive instance). So, the prior information, at least one of the instances is positive, is likely sufficient. However, in the Musk data sets, more than one configuration of a molecule might be positive. In fact, it has been previously reported (Gehler and Chapelle, 2007; Hajimirsadeghi and Mori, 2012) that the Musk data sets contain many positive instances in each positive bag. This experiment shows that our graphical approach to MIL allows for exploring different levels of ambiguity in the bags in order to enhance classification accuracy.

Finally, the results of the experiments with the GMIMN model are provided in Table 4. We evaluate the performance of this model with \( K = 10 \) weighted segments. It can be observed that although GMIMN gets very weak prior information on the notion of positive bags, by learning the levels of ambiguity in data it outperforms MIMN in most cases.

Table 3: RMIMN classification accuracy with different \( \rho \) values, compared with MIMN. All results are based on linear kernel functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>( \rho )</th>
<th>Elephant</th>
<th>Fox</th>
<th>Tiger</th>
<th>Musk1</th>
<th>Musk2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIMN</td>
<td>-</td>
<td>85.5</td>
<td>62.5</td>
<td>87.0</td>
<td>78.3</td>
<td>77.6</td>
</tr>
<tr>
<td>RMIMN</td>
<td>0.1</td>
<td>85.5</td>
<td>62.0</td>
<td>85.5</td>
<td>80.4</td>
<td>79.9</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>83.5</td>
<td>61.0</td>
<td>85.0</td>
<td>88.1</td>
<td>82.8</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>84.0</td>
<td>56.5</td>
<td>83.5</td>
<td>83.9</td>
<td>88.6</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>83.5</td>
<td>60.0</td>
<td>83.0</td>
<td>82.7</td>
<td>84.6</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>83.5</td>
<td>59.5</td>
<td>83.5</td>
<td>86.0</td>
<td>86.6</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>84.0</td>
<td>59.5</td>
<td>84.0</td>
<td>85.8</td>
<td>86.3</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>84.5</td>
<td>58.0</td>
<td>84.0</td>
<td>85.0</td>
<td>84.5</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>84.0</td>
<td>57.5</td>
<td>83.5</td>
<td>83.8</td>
<td>82.6</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>85.0</td>
<td>61.0</td>
<td>83.5</td>
<td>83.8</td>
<td>82.8</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>87.5</td>
<td>62.5</td>
<td>84.5</td>
<td>89.1</td>
<td>84.8</td>
</tr>
</tbody>
</table>

5.2 CYCLIST HELMET RECOGNITION

The previous experiments show that the proposed method is comparable to the state-of-the-art on standard datasets. However, those datasets exhibit limited ambiguity in positive bags. We now show that for more complex situations, our framework can effectively discover the ambiguity in positive bags. In this section, we use our proposed models to address a video classification task. This problem is illustrated in Figure 2. Given an automatically-obtained cyclist trajectory, we must determine whether the cyclist is wearing a helmet or not. One can treat this as a MIL problem – each frame is an instance, and the trajectory forms a bag. The bag (trajectory) should be classified as containing a helmet-wearing cyclist or not. However, the standard MIL or traditional supervised learning approaches (e.g. classify each instance and majority vote) cannot easily handle this problem. Because of imperfection in tracking, it is unlikely that all the instances in a positive bag are truly positive – some will not be well centered on the cyclist’s head due to jitter, regardless of the tracker used. Traditional supervised learning would have many corrupted positive instances of helmet-wearing cyclists. Standard MIL would not make full use of the training data, since each track would very likely have more than one positive instance.

5.2.1 Experimental Setup

We work with cyclist trajectories automatically extracted from video data. The data are collected for a busy 4-legged intersection with vehicles, pedestrians, and cyclists, over a two-day period. Kanade-Lucas-Tomasi feature tracking and trajectory clustering are used to extract moving objects. These clusters are
then automatically classified (vehicle, pedestrian, cyclist) by analyzing speed profiles (e.g. the pedalling cadence).

We chose a dataset of 24 cyclist tracks for our experiments – 12 wearing helmets and 12 not. The head location is estimated using background subtraction upon the tracks. Samples of tracking the cyclists’ heads in the videos are shown in Figure 3. We describe each frame of a track using texton histograms (Malik et al., 2001) in a region of size $20 \times 20$ around the head position (chosen after empirically examining other features). We report the results of helmet classification using leave-one-out cross-validation on this dataset.

We introduce a MIL approach to classify sequences. Each video is treated as a bag of frames represented by instances, and we use the proposed models in Section 3 to classify the bags. We also compare this approach with non-MIL methods. In the non-MIL approach, all frames from positive and negative training videos are put together and labelled according to their video labels. Next, a standard SVM classifier (Chang and Lin, 2011) is trained and used to predict each frame label of the test videos. Finally, the bag label is predicted by one of the following criteria:

- **SVM-AtLeastOne**: The bag label is positive if at least one of the instance labels is positive.
- **SVM-Majority**: The bag label is specified by the majority voting of the instance labels.

### 5.2.2 Experimental Results

The average classification accuracy of each method is shown in Table 5. We include mi-SVM as an additional baseline. The results of the RMIMN model have been provided with different $\rho$ values.

It can be observed that the classification accuracy of SVM-AtLeastOne, MIMN, and mi-SVM are quite low. This shows that the traditional classification approach and MIL definition (used in SVM-AtLeastOne, MIMN, and mi-SVM) are very inefficient in this problem. The traditional MIL definition (i.e., at least one instance of a positive bag is positive) fails because it is very likely that at least one of the instances in a negative bag is classified as positive, and consequently most of the negative bags are assigned positive labels. This problem is due to the imperfection in the classifier and low-quality visual representation of the cyclist’s head.
in the video. However, it is clearly evident that SVM-Majority, RMIMN (with most $\rho$ values), and GMIMN are more robust to these defects. The results show that RMIMN with $\rho = 0.3, 0.5, \text{ and } 0.6$ outperform all the other methods. Also, it is shown that GMIMN has good performance, learning the MIL definition properly without any prior knowledge of ambiguity level (e.g., parameter $\rho$) and classifying the videos successfully.

6 CONCLUSION

We proposed a novel graphical framework for MIL based on Markov networks and max-margin discriminative training. This framework is flexible and can model the traditional MIL definition as well as more general MIL definitions. Thus, it is more robust to the amount of ambiguity (i.e. true positive instances) in the bags. Especially, it can be helpful in vision applications which exhibit imperfect annotation or ambiguous feature representations. For training the proposed models, we formulated the learning process as a max-margin optimization problem.

Experiments on MIL benchmark data sets showed that the proposed algorithm is comparable with state-of-the-art MIL methods. In addition, it was verified that learning and encoding the degree of ambiguity in the classifier can influence the accuracy of classification. We used the proposed framework for classifying cyclist trajectories. This is a challenging problem, where the traditional supervised learning and traditional MIL definitions fail. However, the RMIMN and GMIMN models enhance classification performance by finding more general and robust MIL definitions and mining the degree of ambiguity.

The proposed graphical framework is flexible and can be easily extended or modified. For example, it can be modified to define a bag margin based on the most positive instance of the bag, e.g. MI-SVM (Andrews et al., 2002). It can be also extended for multi-class classification. In addition, more potential functions can be defined between the network nodes. For example, a potential function can be added between a bag-level feature vector and the bag label, or new potential functions can be defined over neighbouring instance labels to treat the instances as non-i.i.d. samples. Finally, this framework could be adapted for individual classification from group statistics, and applied to tasks such as privacy-preserving data mining, election results analysis, spam and fraud detection (Rueping, 2010).
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Abstract

This paper considers the problem of learning the parameters in Bayesian networks of discrete variables with known structure and hidden variables. Previous approaches in these settings typically use expectation maximization; when the network has high treewidth, the required expectations might be approximated using Monte Carlo or variational methods. We show how to avoid inference altogether during learning by giving a polynomial-time algorithm based on the method-of-moments, building upon recent work on learning discrete-valued mixture models. In particular, we show how to learn the parameters for a family of bipartite noisy-or Bayesian networks. In our experimental results, we demonstrate an application of our algorithm to learning QMR-DT, a large Bayesian network used for medical diagnosis. We show that it is possible to fully learn the parameters of QMR-DT even when only the findings are observed in the training data (ground truth diseases unknown).

1 Introduction

We address the problem of unsupervised learning of the parameters of bipartite noisy-or Bayesian networks. Networks of this form are frequently used models for expert systems and include the well-known Quick Medical Reference (QMR-DT) model for medical diagnosis (Miller et al., 1982; Shwe et al., 1991).

Given that QMR-DT is one of the most well-studied noisy-or Bayesian networks, we use it as a running example for the type of network that we would like to provably learn. It is a large bipartite network, describing the relationships between 570 binary disease variables and 4,075 binary symptom variables using 45,470 directed edges. It was laboriously assembled based on information elicited from experts and represents an example of a network that captures (at least some of) the complexities of real-world medical diagnosis tasks.

Learning these parameters is important. Both the structure and the parameters of the QMR-DT model were manually specified, taking over 15 person-years of work (Miller et al., 1982). Each disease took one to two weeks of full-time effort, involving in-depth review of the medical literature, to incorporate into the model. Despite this effort, the original INTERNIST-1/QMR model still lacked an estimated 180 diseases relevant to general internists (Miller et al., 1986). Furthermore, model parameters such as the priors over the diseases can vary over time and location.

Although it is often possible to extract symptoms or findings from unstructured clinical data, obtaining reliable ground truth for a patient’s underlying disease state is much more difficult. Often all we have available are noisy and biased estimates of the patient’s disease state in the form of billing or diagnosis codes and free text. We can, however, treat these noisy labels as additional findings (for training) and perform unsupervised learning. The ability to learn parameters from unlabeled data could make models like QMR-DT much more widely applicable.

Exact inference in the QMR-DT network is known to be intractable (Cooper, 1987), so it would be expected to resort to expectation-maximization techniques using approximate inference in order to learn the parameters of the model (Jaakkola & Jordan, 1999; Singliar & Hauskrecht, 2006). However, these methods can be computationally costly and are not guaranteed to recover the true parameters of the network even when presented with infinite data drawn from the model.

We give a polynomial-time algorithm for provably learning a large family of bipartite noisy-or Bayesian networks. It is important to note that this method does not extend to all bipartite networks. It does not
work on certain densely connected structures. We provide a criterion based on the network structure to determine whether or not the network is learnable by our algorithm. Though the algorithm is limited, the family of networks for which we can learn parameters is certainly non-trivial.

Our approach is based on the method-of-moments, and builds upon recent work on learning discrete-valued mixture models (Anandkumar et al., 2012c; Chang, 1996; Mossel & Roch, 2005). We assume that the observed data is drawn independently and identically distributed from a model of known structure and unknown parameters, and show that we can accurately and efficiently recover those parameters with high probability using a reasonable number of samples. Making these additional assumptions allows us to circumvent the hardness of maximum likelihood learning.

Our parameter learning algorithm begins by finding triplets of observed variables that are singly-coupled, meaning that they are marginally mixture models. After learning the parameters involving these, we show how one can subtract their influence from the empirical distribution, which then allows for more parameters to be learned. This process continues until no new parameters can be learned. Surprisingly, we show that this simple algorithm is able to learn almost all of the parameters of the QMR-DT structure. Finally, we study the identifiability of the learning problem with hidden variables and show that even in dense networks, the true model is often identifiable from third-order moments. Our identifiability results suggest that the final parameters of QMR-DT can be learned with a grid search over a single parameter.

We see the significance of our work as presenting one of the first polynomial-time algorithms for learning a family of discrete-valued Bayesian networks with hidden variables where exact inference on the hidden variables is intractable. We believe that our algorithm will be of practical interest in applications (such as medical diagnosis) where prior knowledge can be used to specify the Bayesian network structure involving the hidden variables and the observed variables.

## 2 Background

We consider bipartite noisy-or Bayesian networks with \( n \) binary latent variables, \( D = \{D_1, D_2, \ldots, D_n\} \), \( D_i \in \{0, 1\} \), and \( m \) observed binary variables, \( S = \{S_1, S_2, \ldots, S_m\} \), \( S_i \in \{0, 1\} \). Continuing with the medical diagnosis example, we refer to the latent variables as diseases and the observed variables as symptoms. The edges in the model are directed from the latent diseases to the observed symptoms. We assume that the diseases are never observed, neither at training nor test time, and show how to recover the parameters of the model in an unsupervised manner.

By using a noisy-or conditional distribution to model the interactions from the latent variables to the observed variables, the entire Bayesian network can be parametrized by \( n \times m + n + m \) parameters. These parameters consist of prior probabilities on the diseases \( \Pi = \{p_1, p_2, \ldots, p_n\} \), failure probabilities between diseases and symptoms, \( F = \{f_1, f_2, \ldots, f_n\} \), where each \( f_i \) is a vector of size \( m \), and noise (or leak) probabilities \( \nu = \{\nu_1, \ldots, \nu_m\} \). An equivalent formulation includes the noise in the model by introducing a single 'noise' disease, \( d_0 \), which is present with probability \( p_0 = 1 \) and has failure probabilities \( f_0 = 1 - \nu \).

Observations are sampled from the noisy-or network by the following generative process:

- The set of present diseases is drawn according to Bernoulli(\( \Pi \)).
- For each present disease \( D_i \), the set of active edges \( a_i \), is drawn according to Bernoulli(1 - \( f_i \)).
- The observed value of the \( j^{th} \) symptom is then given by \( s_j = \bigcup a_{i,j} \) (this part is deterministic).

While the network can be described generally as being fully connected, in practice many of the diseases have zero probability of generating many of the symptoms (ie. fail with probability 1). The Bayesian network only has an edge between disease \( D_i \) and symptom \( S_j \) if \( f_{i,j} < 1 \). As we explain in Section 3, our ability to learn parameters will depend on the particular sparsity pattern of these edges.

The marginal distribution over a set of symptoms, \( S \), in the noisy-or network has the following form:

\[
p(S) = \prod_{\langle D \rangle = 1}^n p(d_i) \prod_{j \in S} p(s_j|D),
\]

where \( \langle D \rangle \) is the set of \( 2^n \) configurations of the disease variables \( \{d_1, \ldots, d_n\} \). The disease priors are given by \( p(d_i) = p_i^d(1 - p_i)^{1-d_i} \), and the conditional distribution of the symptoms by a noisy-or distribution:

\[
p(s_j|D) = \left(1 - f_{0,j} \prod_{i=1}^n f_{i,j}^{d_i} \right)^{s_j} \prod_{i=1}^n f_{i,j}^{d_i} \]

The algorithms described in this paper make substantial use of sets of moments of the observed variables. The first moment that will be important is the joint distribution over a set of symptoms, \( S \), which we call \( T_S \). \( T_S \) is a \( |S|^{th} \) order tensor where each dimension is of size 2. For a set of symptoms \( S = (S_a, S_b, S_c) \) the elements of \( T_S \) are defined as: \( T_{S|s_a,s_b,s_c} = p(S_a = s_a, S_b = s_b, S_c = s_c) \). Throughout the paper we will make use of sets of at most three variables, so the joint distributions are of maximal size \( 2 \times 2 \times 2 \).
We also make use of the negative moment of a set of symptoms \( S \), which we denote as \( \bar{M}_S \), defined as the marginal probability of observing all of the symptoms in \( S \) to be absent. The negative moments of \( S \) have the following compact form:

\[
\bar{M}_S \equiv p\left( \bigcap_{S_i \in S} S_i = 0 \right) = \prod_{i=0}^n \left( 1 - p_i + p_i \prod_{S_j \in S} f_{i,j} \right) \tag{3}
\]

The form of Eq. 3 makes it clear that the parameters associated with each parent are all grouped together in a single term, which we call the influence of disease \( D_i \) on symptoms \( S \). Define this influence term to be \( I_{i,S} \equiv 1 - p_i + p_i \prod_{S_j \in S} f_{i,j} \). Using this, we rewrite Eq. 3 using influences as \( \bar{M}_S = \prod_{i=0}^n I_{i,S} \). This formulation is found in Heckerman (1990) and provides a compact form that makes it easy to take advantage of the noisy-or properties of the network.

### 2.1 Related Work

The problem of inference in bipartite noisy-or networks with fixed parameters has been studied and exact inference in large models like the QMR-DT model is known to be intractable (Cooper, 1987). The Quickscore formulation by Heckerman (1990) takes advantage of the noisy-or parameterization to give an exact inference algorithm that is polynomial in the number of negative findings but still exponential in the number of positive findings.

Any expectation maximization (EM) approach to learning the network parameters must contend with the computational complexity of inference in these models. Many approximate inference strategies have been developed, notably Jaakkola & Jordan (1999) and Ng & Jordan (2000). The closest related work to our paper is by Šingliar & Hauskrecht (2006), who give a variational EM algorithm for unsupervised learning of the parameters of a noisy-or network. We will use their algorithm as a baseline in our experimental results. Importantly, variational EM algorithms do not have consistency guarantees.

Kearns & Mansour (1998) develop an inference-free approach which is guaranteed to learn the exact structure and parameters of a noisy-or network under specific identifiability assumptions by performing a search over network structures. In order to achieve their results, they impose strong constraints such as identical priors on all of the parents. Their structure learning algorithm is exponential in the maximal in-degree of the symptom nodes, which for QMR-DT is 570. More importantly, the overall approach relies on the model family having a property called “unique polynomials”, closely related to the question of identifiability, but which is left mostly uncharacterized in their paper. It is not clear whether their algorithm can be modified to take advantage of a known structure. As such, no existing method is sufficient for learning the parameters of a large network like the QMR-DT network.

Spectral approaches to learning mixture models originated with Chang’s spectral method (Chang 1996; analyzed in Mossel & Roch 2005). These methods have been successfully applied to learning discrete mixture models and hidden Markov models (Anandkumar et al., 2012c), as well as continuous admixture models such as latent Dirichlet allocation (Anandkumar et al., 2012b). In recent work, these have been generalized to a large class of linear latent variable models (Anandkumar et al., 2012d). However, the noisy-or model is not linear, making it non-trivial to apply these methods that rely on linearity of expectation to relate the general formula for observed moments to a low rank matrix or tensor decomposition.

### 3 Parameter Learning with Known Structure

In this section we present a learning algorithm that takes advantage of the known structure of a noisy-or network in order to learn parameters using only low-order moments. We first identify singly-coupled triplets, which are marginally mixture models and therefore we can learn their parameters. Once some parameters of the network are learned, we make adjustments to the observed moments, subtracting off the influence of some parents, essentially removing them from the network, making more triplets singly-coupled (illustrated in Figure 1). Algorithm 1 outlines the parameter learning procedure.

![Figure 1: A small noisy-or network. The triplets (b,d,e) and (c,d,e) are both singly-coupled by B. The presence of disease B prevents (a,b,c) from being singly-coupled. However, after learning the parameters of disease B, we can subtract off its influence, leaving (a,b,c) singly-coupled.](image-url)
Algorithm 1 Learn Parameters

Inputs: A bipartite noisy-or network structure with unknown parameters $F, \Pi$. $N$ samples from the network.
Outputs: Estimates of $F$ and $\Pi$.

- **Main Routine**

1. unknown = $\{f_{i,j} \in F\} \cup \{p_i \in \Pi\}$
2. knowns = $\{\}$
3. **while** not converged **do**
4. learned = $\{\}$
5. **for all** $f_{i,a}$ in unknown parameters **do**
6. **for all** $(S_b, S_c)$, siblings of $S_a$ **do**
7. Parents = parents of $(S_a, S_b, S_c)$
8. knownParents = All $D_k$ in Parents for which $f_{k,a}, f_{k,b}$ and $f_{k,c}$ are known.
9. Remove knownParents from the graph.
10. if $(S_a, S_b, S_c)$ are singly-coupled (Def. 1) **then**
11. Form joint distribution $T_{a,b,c}$
12. **for all** $D_k$ in knownParents **do**
13. $T_{a,b,c} = \text{RemoveInfluence}(T_{a,b,c}, D_k)$
14. **end for**
15. Learn $p_i, f_{i,a}, f_{i,b}, f_{i,c}$ (Eq. 4)
16. unknown = unknown - $(p_i, f_{i,a}, f_{i,b}, f_{i,c})$.
17. learned = learned $\cup (p_i, f_{i,a}, f_{i,b}, f_{i,c})$
18. **end if**
19. Add back knownParents to the graph.
20. **end for**
21. **end for**
22. known = known $\cup$ learned
23. Converge if no new parameters are learned.
24. **end while**
25. Learn noise parameters (Eq. 5).

- **Clean up**

1. Check identifiability of remaining parameters with third-order moments and use clean up procedure to learn remaining parameters. (Section 3.3)

the QMR-DT network which has a very simple network of remaining parameters after running the main algorithm to completion.

The algorithm can be further optimized by precomputing and storing dependencies between triplets (i.e., triplet $A$ can be learned after triplet $B$ is learned) to avoid repeated searches for singly-coupled triplets. The algorithm is also greedy in that it learns each failure parameter $f_{i,j}$ with the first suitable triplet it encounters. A more sophisticated version would attempt to determine the best triplet to learn $f_{i,j}$ with high confidence, which we do not explore in this paper.

The following sections go into more detail on the various steps of the algorithm, and assume that we have access to the exact moments (i.e., infinite data). In Section 3.4 we show that the error incurred by using sample estimates of the expectations is bounded.

### 3.1 Learning Singly-coupled Symptoms

The condition that we require to learn the parameters is that the observed variables be singly-coupled:

**Definition 1.** A set of symptoms, $S$ is singly-coupled by parent $D_i$ if $D_i$ is a parent of $S_j$ for all $S_j \in S$ and there is no other parent, $D_k \in \{D_1, ..., D_n\}$, such that $D_k$ is a parent of at least two symptoms in $S$.

The intuition behind using singly coupled symptoms is that they can be viewed locally as mixture models with two mixture components corresponding to the states of the coupling parent. For example, in Figure 1, $(b, d, e)$ and $(c, d, e)$ form singly-coupled triplets coupled by disease $B$. Their observations are independent conditioned on the state of $B$. The noise disease, $D_0$, does not have to be considered here since it is present with probability 1, and so its state is always observed. Thus, the noise parent can never act as a coupling parent.

Observing that the singly-coupled condition locally creates a binary mixture model, we conclude that we can learn the noisy-or parameters associated with a singly-coupled triplet by using already existing methods for learning 3-view mixture models from the third-order moment $T_{a,b,c}$. While the general method of learning multi-view mixture models described in Anandkumar et al. (2012a) would suffice, we employ a simpler method (given in Algorithm 2) applicable to mixture models of binary variables based on a tensor decomposition described in Berge (1991). This procedure uniquely decomposes $T_{a,b,c}$ into two rank-1 tensors which describe the conditional distributions of the symptoms conditioned on the state of the parent.

The tensor decomposition returns the prior probabilities of the parent states and the probabilities of the children conditioned on the state of the parent. Ambiguity in the labeling of the parent states is avoided since for noisy-or networks $p(S_j = 0|D_i = 0) > p(S_j = 0|D_i = 1)$. To obtain the noisy-or parameters, we observe that the prior for the disease is simply given by the mixture prior, and the failure probability $f_{i,j}$ between the coupling disease $D_i$ and symptom $S_j$ is the ratio of two conditional probabilities:

$$p_i = p(D_i = 1), \quad f_{i,j} = \frac{p(S_j = 0|D_i = 1)}{p(S_j = 0|D_i = 0)}.$$  

The noise parameter $f_{0,j}$ is not learned using the above equations since $D_0$ never acts as a coupling parent. However, once all of the other parameters are learned, the noise parameter simply provides for any otherwise
Algorithm 2 Binary Tensor Decomposition

Input: Tensor $T$ of size $2 \times 2 \times 2$ which is a joint probability distribution over three variables $(S_a, S_b, S_c)$ which are singly-coupled by disease $Z$. 

Output: Prior probability $p(Z = 1)$, and conditional distributions $p(s_a, s_b, s_c | Z = 0)$, $p(s_a, s_b, s_c | Z = 1)$.

1. Matrix $A_1 = T_{(0,0,0)}$
2. Matrix $A_2 = T_{(1,1,1)}$
3. $Y_2 = X_2 X_1^{-1}$
4. Find eigenvalues of $Y_2$ using quadratic equation:
5. $\lambda_1, \lambda_2 = \text{roots}(\lambda^2 - \text{Tr}(Y_2) \lambda + \text{Det}(Y_2))$
6. $\vec{u}_1 \vec{v}_1^T = (\lambda_1 - \lambda_2)^{-1} (X_2 - \lambda_2 X_1)$
7. $\vec{u}_2 \vec{v}_2^T = -(\lambda_1 - \lambda_2)^{-1} (X_2 - \lambda_1 X_1)$
8. Decompose $\vec{u}_1 \vec{v}_1^T, \vec{u}_2 \vec{v}_2^T$ into $\vec{u}_1, \vec{u}_2, \vec{v}_1, \vec{v}_2$.
9. $\vec{l}_1 = (1 \ - \lambda_1)^T, \vec{l}_2 = (1 \ - \lambda_2)^T$
10. $T_1 = \vec{u}_1 \odot \vec{v}_1 \odot \vec{l}_1, \ T_2 = \vec{u}_2 \odot \vec{v}_2 \odot \vec{l}_2$
11. if $T_{(0,0,0)} > T_{(2,2,2),0,0}$ then swap $T_1, T_2$
12. end if
13. $p(Z = 1) = \sum_{i,j,k} T_{(i,j,k)}$
14. normalize $p(s_a, s_b, s_c | Z = 0) = T_1 / \sum_{i,j,k} T_{(i,j,k)}$
15. normalize $p(s_a, s_b, s_c | Z = 1) = T_2 / \sum_{i,j,k} T_{(i,j,k)}$.

*To decompose the $2 \times 2$ matrix $u \sigma^T$ into vectors $\vec{u}$ and $\vec{v}$, set $\vec{v}^T$ to the top row and $\vec{u}^T = \left( \frac{(\bar{u} \sigma^T)(2,2)}{(\bar{u} \sigma^T)(1,2)} \right)$.

- Notation $T = \vec{u} \odot \vec{v} \odot \vec{l}$ means that $T_{(i,j,k)} = u_{i} v_{j} l_{k}$.

unaccounted observations, i.e.

$$f_{0,j} = \frac{M_j}{\prod_{D_i \in \text{Parents}(S_j)} I_{i,j}}. \quad (5)$$

### 3.2 Adjusting Moments

Consider a triplet $(a, b, c)$ which has a common parent $A$, but is not singly coupled due to the presence of a parent $B$ shared by $b$ and $c$ (Figure 1). If we wish to learn the parameters involving this triplet and $A$ using the methods described above, we would need to form an adjusted moment, $T_{a,b,c}$ which would describe the joint distribution of $(a, b, c)$ if $B$ did not exist.

The influence of $B$ on variables $(b, c)$ is fully described by the parameters $p_B, f_{B,b}, f_{B,c}$. Thus, if we have estimates for these parameters, we can remove the influence of $B$ to form the joint distribution over $(a, b, c)$ as though $B$ did not exist. This can be seen explicitly in Equation 3. In this form, the influence of each parent, if known, can be isolated and removed from the negative moments with a division operation. Since all the variables are binary, the mapping between the negative moments and the joint distribution is simple and the adjusted joint distribution can be formed from the power set of adjusted negative moments.

This procedure of adjusting moments by removing the influence of parents vastly expands the class of networks whose parameters are fully learnable using the singly-coupled triplet method from Section 3.1. Using these methods, complicated real-world networks such as the QMR-DT network can be learned almost fully. The clean up procedure described in the next section will make it possible to learn the remaining parameters of the QMR-DT network.

### 3.3 Extensions of the Main Algorithm

**Learning with singly-coupled pairs.** It is not possible to identify the parameters of a noisy or model by only looking at singly-coupled pairs. However, once we have information about some of the parameters from looking at triplets, we can use it to find more parameter values by examining pairs. For example, in Figure 1, if $p_B$ and $f_{B,d}$ were learned using the triplet $(b, d, c)$, it would be possible to find $f_{B,b,c}$ using only the pairwise moment between $(c, d)$. More generally, for a singly-coupled pair of observables $(S_1, S_2)$ coupled by parent $D_i$, the following linear equation holds and can be used to solve for the unknown $f_{i,k}$ assuming $f_{i,j}$ and $p_i$ are already estimated:

$$\frac{M_{i,j,k}}{M_j M_k} = \frac{1 - p_i + p_i f_{i,j} f_{i,k}}{(1 - p_i + p_i f_{i,j})(1 - p_i + p_i f_{i,k})}. \quad (6)$$

Thus, once some parameters have been estimated, singly-coupled pairs provide an alternative to singly-coupled triplets. Extending Algorithm 1 to search for singly-coupled pairs as well as triplets is trivial. For complex networks, using pairs allows us to learn more parameters with fewer adjustment steps.

**Clean up procedure.** For some Bayesian network structures, after running the main algorithm to completion, we may be left with some unlearned parameters. This occurs because it may be impossible to find enough singly-coupled triplets and pairs.

In these settings, it is natural to ask whether it is possible to uniquely identify the remaining parameters. We use a technique developed by Hsu et al. (2012) to show that most fully connected bipartite networks are locally identifiable, meaning that they are identifiable on all but a measure zero set of parameter settings. In particular, we use their CheckIdentifiability routine, which computes the Jacobian matrix of the system of moment constraint equations and evaluates its rank at a random setting of the parameters. We start with first-order moments and increase the order until the Jacobian is full rank, which implies that the model is locally identifiable with these moments. When the test succeeds it gives hope that, for all but a very small number of pathological cases, the networks can still be identifiable (up to a trivial relabeling of parents).
Table 1 summarizes the results on networks with varying number of children. Even for fully connected networks, third-order moments are sufficient to satisfy the local identifiability criteria provided that there are a sufficient number of children.

At this point, we can make progress by relying on the identifiability of the network from third-order moments and doing a grid search over parameter values to find the values that best match the observed third-order moments. For example, consider the network in Figure 2. This could be a sub-network that is left to learn after a number of other parameters have been learned and possibly removed. If we knew the values for the prior $p_A$ and failure probability $f_{A,a}$, then we would learn all of the edges from $A$ and subtract them off using the pairs learning procedure. When we do not know $p_A$ and $f_{A,a}$, we can search over the range of values and choose the values that yield the closest third-order moments to the observed moments.

Significantly, this method of doing a grid search over two parameters can be used no matter how many children are shared by $A$ and $B$. It only depends on the number of parents whose parameters are not learned. Thus, even if there are a large number of parameters left at the end of the main algorithm, we can proceed efficiently if they belong to a small number of parents. In Section 4.2 we note that in the QMR-DT network, all of the parameters that are left at the end of the main algorithm belong to only two parents and thus can be learned efficiently using the clean up phase.

3.4 Theoretical Properties

Valid schedule. We call a schedule, describing an order of adjustment and learning steps, valid if every learning step operates on a singly-coupled triplet (possibly after adjustment) and every parameter used in an adjustment is learned in a preceding step.

Note that a schedule is completely data independent, and depends only on the structure of the network. Algorithm 1 can be used to find a valid schedule if one exists. A valid schedule can also be used as a certificate of parameter identifiability for noisy-or networks with known structure:

**Theorem 1.** If there exists a valid schedule for a noisy-or network, then all parameters are uniquely identifiable using only third-order moments.

The proof follows from the uniqueness of the tensor decomposition described in Berge (1991).

Computational complexity. We run Algorithm 1 in two passes. In the first pass, we take as input the structure and find a valid schedule. The schedule will use one triplet per edge $f_{ij} \in F$, resulting in at most $|F|$ triplets for which to estimate the moments. Next, we iterate through the data, computing the required statistics. Finally, we do a second pass with the schedule to learn the parameters. The running time without the clean up procedure is $O(nm^2|F|^2 + |F|N)$, where $N$ is the number of samples.

Sample complexity. The parameter learning and adjustments presented above recover the parameters of the network exactly under the assumption that perfect estimates of the moments are available. With finite data sampled i.i.d. from a noisy-or network, the estimates of the moments are subject to sampling noise. In what follows, we bound the error accumulation due to using imperfect estimates of the moments.

Since error accumulates with each learning and ad-
justment step, we define the depth of a parameter \( \theta \) to be the number of extraction and adjustment steps required to reach the state in which \( \theta \) can be learned. This definition is defined recursively:

**Definition 2.** Denote the parameters used in the adjustment step before learning \( \theta \) as \( \Theta_{adj} \). Depth(\( \theta \)) = \( \max_{\theta_i \in \Theta_{adj}} \) Depth(\( \theta_i \)) + 1. If no adjustment is needed to learn \( \theta \) then we say its depth is 0.

To ensure that parameters are learned with the minimum depth, we construct the schedule in rounds. In round \( k \) we learn all parameters that can be learned using parameters learned in previous rounds. We only update the set of known parameters at the end of the round. In this manner we are ensured that at each round, the algorithm learns all of the parameters that can be learned at a given depth.

The sample complexity result will depend on how close the parameters of the model are to 0 or 1. In particular, we define \( p_{\min} \), \( p_{\max} \) as the minimum and maximum disease priors, and \( f_{\max} \) as the maximum failure probability. Additionally, we define \( \bar{M}_{\min} = \min_{S_j \in S} \Pr(S_j = 0) \) to be the minimum marginal probability of any symptom being absent.

Our algorithm makes black-box use of an algorithm for learning mixture models of binary variables. In giving our sample complexity result, we abstract the dependence on the particular mixture model learning algorithm as follows:

**Definition 3.** Let \( f(\bar{M}_{\min}, f_{\max}, p_{\max}, p_{\min}, \bar{\delta}) \) be a function that represents the multiplicative increase in error incurred by learning the parameters of a mixture model from an estimate \( \hat{T}_{a,b,c} \) of the third-order moment \( T_{a,b,c} \), such that for all mixture parameters \( \theta \),

\[
||\hat{T}_{a,b,c} - T_{a,b,c}||_1 < \bar{\epsilon} \Rightarrow ||\hat{\theta} - \theta|| < f(\bar{M}_{\min}, f_{\max}, p_{\max}, p_{\min}, \bar{\delta})\bar{\epsilon}
\]

with probability at least \( 1 - \delta \).

Using this, we obtain the sample complexity result (\( K \) refers to the maximal in-degree of any symptom):

**Theorem 2.** Let \( \Theta \) be the set of parameters to be learned. Given a noisy-or network with known structure and a valid schedule with some constant maximal depth \( d \), after a number of samples equal to

\[
N = \bar{O}\left((f(\bar{M}_{\min}, f_{\max}, p_{\max}, p_{\min}, \frac{\delta}{|\Theta|K^2})^{2d+2} \cdot K^{2d} \bar{M}_{\min}^{-6d} \cdot \epsilon^{-2} \cdot \ln(|\Theta|/\delta))
\]

and with probability \( 1 - \delta \), for all \( \theta \in \Theta \) Algorithm 1 returns an estimate \( \hat{\theta} \) such that \( ||\hat{\theta} - \theta|| < \epsilon \). This holds for \( \epsilon < \frac{1}{2}f(\bar{M}_{\min}, f_{\max}, p_{\max}, p_{\min}, \frac{\delta}{|\Theta|K^2})^{-1} (\bar{M}_{\min}^{3} \bar{S}/2K) \).

The proof consists of bounding the error incurred at each successive operation of learning parameters, using them to adjust the joint distributions, and applying standard sampling error bounds. The multiplicative increase in error with every adjustment and learning step leads to an exponential increase in error when these steps are applied repeatedly in series. The dependence on the maximal in-degree, \( K \), comes from the possibility that in any adjustment step it may be necessary to subtract off the influence of all but one parent of the symptoms in the triplet. The maximum value for \( \epsilon \) comes from division operations in both the learning and adjustment steps. If \( \epsilon \) is not sufficiently small then the error can blow up in these steps.

Using the bounds presented for the mixture model learning approach in Anandkumar et al. (2012a) gives

\[
\frac{f(\bar{M}_{\min}, f_{\max}, p_{\max}, p_{\min}, \bar{\delta})}{\epsilon^{-2} \cdot \ln(1/\delta)}
\]

though these bounds may not be tight. In particularly, the \( \frac{1}{2} \) dependency in \( f \) comes from a randomized step of the learning procedure. For binary variables this step may not be necessary and the \( \frac{1}{5} \) dependency may be avoidable.

We emphasize that although the sample complexity is exponential in the depth, even complex networks like the QMR-DT network can be shown to have very small maximal depths. In fact, the vast majority of the parameters of the QMR-DT network can be learned with no adjustment at all (i.e., at a depth of 0).

### 4 Experiments

Our first set of experiments look at parameter recovery in samples drawn from a simple synthetic network with the structure of Figure 1, and compare against the variational EM algorithm of Singliar & Hauskrecht (2006). This network was chosen because it is the simplest network that requires our method to perform the adjustment procedure to learn some of the parameters.

The comparison is done on a small model to show that even in this simple case, the variational EM baseline performs poorly. Any larger network could have a subnetwork that looks like the network in Figure 1. In our second set of experiments, we apply our algorithm to the large QMR-DT network and show that our algorithm’s performance scales to large models.

### 4.1 Comparison with (Variational) EM

Our method-of-moments algorithm is compared to variational EM on 64 networks with the structure of
Figure 3: (left) Sum of L1 errors from the true parameters. Error bars show standard deviation from the mean. The dotted line for Uniform denotes the average error from estimating the failures of the noise parent as 1 and failures and priors of all other parents uniformly as 0.5. (right) Run time in seconds of a single run using the network structure from Figure 1 (shown in log scale).

Figure 1 and random parameters. The failure and prior parameters of each network were generated uniformly at random in the range [0.2, 0.8]. The noise probabilities are set to $\nu = 0.01$. For all algorithms, the true structure of the network was provided and only the parameters were left to be estimated. With insufficient data, method-of-moments can estimate parameters outside of the range [0,1]. Any invalid parameters are clipped to lie within $[10^{-6}, 1 - 10^{-6}]$. Since the variational algorithm can become stuck at local maxima, it was seeded with 64 random seeds for each random network and the run that has the best variational lower bound on the likelihood was reported.

Figure 3 shows the L1 error in parameters and run times of the algorithms as a function of the number of samples, averaged over the 64 different networks. Error bars show standard deviation from the mean. The timing test was run on a single machine. Variational EM was run using the authors’ C++ implementation of the algorithm and Algorithm 1 was run using a Python implementation. In the large data setting, the method-of-moments algorithm is much faster than variational EM because it only has to iterate through the data once to form empirical estimates of the triplet moments. The variational method requires a pass through the data for every iteration.

In nearly all of the runs, variational EM converges to a set of parameters that effectively assign the children $b$ and $c$ in the network (Figure 1) to one of the two parents $A$ or $B$ by setting the failure probabilities of the other parent to very close to 1. Thus, even though it was provided with the correct structure, the variational EM algorithm effectively pruned out some edges from the network. This bias of the variational EM algorithm towards sparse networks was already noted in Šingliar & Hauskrecht (2006) and appears to be a significant detriment to recovery of the true network parameters.

In addition to the variational EM algorithm, we also show results for EM using exact inference, which is feasible for this simple structure. Exact EM was tested on 16 networks with random parameters and used 4 random initializations, with the run having the best likelihood being reported. These results serve two purposes. First, we want to understand whether the failure of variational EM is due to the error introduced by mean-field inference approximation or due to the fact that EM only reaches a local maxima of the likelihood. The fact that exact EM significantly outperforms variational EM suggests that the problem is with the variational inference. The second purpose is to compare the sample complexity of our method-of-moments approach with a maximum-likelihood based approach. On this small network, the sample complexity of the two approaches appears to be comparable. We emphasize that the exact EM method would be infeasible to run on any reasonably sized network due to the intractability of exact inference in these models.

### 4.2 Synthetic Data from aQMR-DT

We use the Anonymized QMR Knowledge Base which has the same structure as the true network, but the names of the variables have been obscured and the parameters perturbed. To generate the synthetic data, we transform the parameters of the anonymized knowledge base to parameters of a noisy-or Bayesian network using the procedure described in Morris (2001). The disease priors (not given in aQMR-DT) were sampled according to a Zipf law with exponentially more low probability diseases than high probability diseases.

Using Algorithm 1 extended to take advantage of singly-coupled pairs (as described in Section 3.3), we find a schedule with depth 3 that learns all but a single highly connected subnetwork of QMR-DT. This troublesome subnetwork has two parents, each with 61 children, that overlap on all but one child each (similar to Figure 2 but 60 overlapping children instead of 3). It cannot be learned fully using the main algorithm, though it can be learned with the clean up procedure described in Section 3.3.

The pairs method is very useful for decreasing the maximum depth of the network. Figure 4 (right) compares the depths of parameters learned only with the triplet method to those learned using triplets and pairs combined. Using only triplets eventually learns all of...
Figure 4: (Left) Mean parameter error as a function of sample size for the failure parameters learned at different depths on the QMR-DT network. Only a small number of failure parameters are learned at depth 3 so it is not included due to its high variance. (Right) Number of parameters (in log scale) left to learn after learning all of the parameters at a given depth, using a schedule that uses both triplets and pairs, compared to a schedule that only uses triplets. At the outset of the algorithm (depth=-1), all of the parameters remain to be learned. The remaining parameters belong to a single subnetwork in the QMR-DT graph that we can learn with the clean up step.

the same parameters as using both triplets and pairs, but requires more adjustment steps.

Figure 4 (left) shows the average L1 error for parameters learned as a function of the depth they were learned at. As expected the error compounds with depth, but with sufficiently large samples, all of the errors tend toward zero. Additionally, as shown in Figure 4 (right), the vast majority of the parameters are learned at depth 0 and 1.

Timings were reported using an AMD-based Dell R815 machine with 64 cores and 256GB RAM. First, a valid schedule to learn all of the parameters of the aQMR-DT network (except the subnetwork described above) was found using Algorithm 1 extended to use pairs. Finding a schedule took 4.5 hours using 32 processors in parallel. Once the schedule is determined, the learning procedure only requires sufficient statistics in the form of the joint distributions of the triplets and pairs and single variables present in the schedule (36,506 triplets, 7,682 pairs and 4,013 singles). The network was sampled and sufficient statistics were computed from each sample. Updating the sufficient statistics took approximately $2.5 \cdot 10^{-4}$ seconds per sample and can be trivially parallelized. Solving for the network parameters using the sufficient statistics takes under 3 minutes with no parallelization at all.

5 Discussion

We presented a method-of-moments approach to learning the parameters of bipartite noisy-or Bayesian networks of known structure and sufficient sparsity, using unlabeled training data that only needs to observe the bottom layer’s variables. The method is fast, has theoretical guarantees, and compares favorably to existing variational methods of parameter learning. We show that using this method we can learn almost all of the parameters of the QMR-DT Bayesian network and provide local identifiability results and a method that suggests the remaining parameters can be estimated efficiently as well.

The main algorithm presented in this paper uses third-order moments, but only recovers parameters of a bipartite noisy-or network for a restricted family of network structures. The clean up algorithm can recover all locally identifiable network structures, including fully connected networks, but requires grid searches for parameters that can be exponential in the number of parents. This leaves open the question of whether there are efficient algorithms for recovering a more expansive family of network structures than those covered by the main algorithm.

Provably learning the structure of the noisy-or network as well as its parameters from data is more difficult because of identifiability problems. For example, one can show that third-order moments are insufficient for determining the number of hidden variables. We consider this an open problem for further work. Also, in most real-world applications involving expert systems for diagnosis, the hidden variables are not marginally independent (e.g., having diabetes increases the risk of hypertension). It is possible that the techniques described here can be extended to allow for dependencies between the hidden variables.

Another important direction is to attempt to generalize the learning algorithms beyond noisy-or networks of binary variables. The noisy-or distribution is special because adding parents can only decrease the negative moments (Eq. 3), and its factorization allows for the effect of individual parents to be isolated. Moreover, since the noisy-or parameterization has a single parameter per hidden variable and observed variable, it is possible to learn part of the model and then hope to adjust the remaining moments (a more general distribution with the same property is the logistic function). New techniques will likely need to be developed to enable learning of arbitrary discrete-valued Bayesian networks with hidden values.
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Abstract

We introduce stochastic variational inference for Gaussian process models. This enables the application of Gaussian process (GP) models to data sets containing millions of data points. We show how GPs can be variationally decomposed to depend on a set of globally relevant inducing variables which factorize the model in the necessary manner to perform variational inference. Our approach is readily extended to models with non-Gaussian likelihoods and latent variable models based around Gaussian processes. We demonstrate the approach on a simple toy problem and two real world data sets.

1 Introduction

Gaussian processes [GPs, Rasmussen and Williams, 2006] are perhaps the dominant approach for inference on functions. They underpin a range of algorithms for regression, classification and unsupervised learning. Unfortunately, when applying a Gaussian process to a data set of size $n$ exact inference has complexity $O(n^3)$ with storage demands of $O(n^2)$. This hinders the application of these models for many domains. In particular, large spatiotemporal data sets, video, large social network data (e.g. from Facebook), population scale medical data sets, models that correlate across multiple outputs or tasks (for these models complexity is $O(n^3p^3)$ and storage is $O(n^2p^2)$ where $p$ is the number of outputs or tasks). Collectively we can think of these applications as belonging to the domain of ‘big data’.

Traditionally in Gaussian process a large data set is one that contains over a few thousand data points.
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Even to accommodate these data sets, various approximate techniques are required. One approach is to partition the data set into separate groups [e.g. Snelson and Ghahramani, 2007, Urtasun and Darrell, 2008]. An alternative is to build a low rank approximation to the covariance matrix based around ‘inducing variables’ [see e.g. Csató and Opper, 2002, Seeger et al., 2003, Quiñonero Candela and Rasmussen, 2005, Titsias, 2009]. These approaches lead to a computational complexity of $O(nm^2)$ and storage demands of $O(nm)$ where $m$ is a user selected parameter governing the number of inducing variables. However, even these reduced storage are prohibitive for big data, where $n$ can be many millions or billions. For parametric models, stochastic gradient descent is often applied to resolve this storage issue, but in the GP domain, it hasn’t been clear how this should be performed. In this paper we show how recent advances in variational inference [Hensman et al., 2012, Hoffman et al., 2012] can be combined with the idea of inducing variables to develop a practical algorithm for fitting GPs using stochastic variational inference (SVI).

2 Sparse GPs Revisited

We start with a succinct rederivation of the variational approach to inducing variables of Titsias [2009]. This allows us to introduce notation and derive expressions which allow for the formulation of a SVI algorithm.

Consider a data vector 1 $y$, where each entry $y_i$ is a noisy observation of the function $f(x_i)$, for all the points $X = \{x_i\}_{i=1}^n$. We consider the noise to be independent Gaussian with precision $\beta$. Introducing a Gaussian process prior over $f(\cdot)$, let the vector $f$ contain values of the function at the points $X$. We shall also introduce a set of inducing variables: let the vector $u$ contain values of the function $f$ at the points $Z = \{z_i\}_{i=1}^m$ which live in the same space as $X$. Us-

---

1Our derivation trivially extends to multiple independent output dimensions, but we omit them here for clarity.
ing standard Gaussian process methodologies, we can write
\[ p(y | f) = \mathcal{N}(y | f, \beta^{-1}I) , \]
\[ p(f | u) = \mathcal{N}(f | K_{mm}^{-1}u, \tilde{K}) , \]
\[ p(u) = \mathcal{N}(u | 0, K_{mm}) , \]
where \( K_{mm} \) is the covariance function evaluated between all the inducing points and \( K_{nm} \) is the covariance function between all inducing points and training points and we have defined with \( \tilde{K} = K_{nn} - K_{nm}K_{mm}^{-1}K_{mn} \).

We first apply Jensen's inequality on the conditional probability \( p(y | u) \):
\[
\log p(y | u) = \log \langle p(y | f) \rangle_{p(f | u)} \\
\geq \langle \log p(y | f) \rangle_{p(f | u)} \triangleq \mathcal{L}_1 ,
\]
where \( \langle \cdot \rangle_{p(x)} \) denotes an expectation under \( p(x) \). For Gaussian noise the expectation taking inside the log is tractable, but it results in an expression containing \( K_{mn}^{-1} \), which has a computational complexity of \( O(n^3) \). Bringing the expectation outside the log gives a lower bound, \( \mathcal{L}_1 \), which can be computed with has complexity \( O(m^3) \). Further, when \( p(y | f) \) factorises across the data,
\[ p(y | f) = \prod_{i=1}^{n} p(y_i | f_i) , \]
then this lower bound can be shown to be separable across \( y \) giving
\[
\exp(\mathcal{L}_1) = \prod_{i=1}^{n} \mathcal{N}(y_i | \mu_i, \beta^{-1}) \exp \left( -\frac{1}{2} \beta \tilde{k}_{i,i} \right) \tag{2}
\]
where \( \mu = K_{nm}K_{mm}^{-1}u \) and \( \tilde{k}_{i,i} \) is the \( i \)th diagonal element of \( \tilde{K} \). Note that the difference between our bound and the original log likelihood is given by the Kullback Leibler (KL) divergence between the posterior over the mapping function given the data and the inducing variables and the posterior of the mapping function given the inducing variables only,
\[
\text{KL} (p(f | u) \| p(f | u, y)) .
\]
This KL divergence is minimized when there are \( m = n \) inducing variables and they are placed at the training data locations. This means that \( u = f, K_{nm} = K_{nm} = K_{nn} \) meaning that \( \tilde{K} = 0 \). In this case we recover \( \exp(\mathcal{L}_1) = p(y | f) \) and the bound becomes equality because \( p(f | u) \) is degenerate. However, since \( m = n \) and that there would be no computational or storage advantage from the representation. When \( m < n \) the bound can be maximised with respect to \( Z \) (which are variational parameters). This minimises the KL divergence and ensures that \( Z \) are distributed amongst the training data \( X \) such that all \( \tilde{k}_{i,i} \) are small. In practice this means that the expectations in (1) are only taken across a narrow domain (\( \tilde{k}_{i,i} \) is the marginal variance of \( p(f_i | u) \)), keeping Jensen's bound tight.

Before deriving the expressions for stochastic variational inference using \( \mathcal{L}_1 \), we recover the bound of Titsias [2009] by marginalising the inducing variables,
\[
\log p(y | X) = \log \int p(y | u)p(u) \, du \\
\geq \log \int \exp \{ \mathcal{L}_1 \} p(u) \, du \triangleq \mathcal{L}_2 , \tag{3}
\]
which with some linear algebraic manipulation leads to
\[
\mathcal{L}_2 = \log \mathcal{N}(y | 0, K_{mn}^{-1}K_{mm} + \beta^{-1}I) - \frac{1}{2} \beta \text{tr}(\tilde{K}) ,
\]
matching the result of Titsias, with the implicit approximating distribution \( q(u) \) having precision
\[
\Lambda = \beta K_{nm}^{-1}K_{mn}, K_{mm}^{-1} + K_{mm}^{-1}
\]
and mean
\[
\tilde{u} = \beta K_{nm}K_{mm}^{-1}K_{mm}y.
\]

3 SVI for GPs

One of the novelties of the Titsias bound was that, rather than explicitly representing a variational distribution for \( q(u) \), these variables are ‘collapsed’ [Hensman et al., 2012]. However, for stochastic variational inference to work on Gaussian processes, it turns out we need to maintain an explicit representation of these inducing variables.

Stochastic variational inference (SVI) allows variational inference for very large data sets, but it can only be applied to probabilistic models which have a set of global variables, and which factorise in the observations and latent variables as Figure 1(a). Gaussian Processes do not have global variables and exhibit no such factorisation (Figure 1(b)). By introducing inducing variables \( u \), we have an appropriate model for SVI (Figure 1(c)). Unfortunately, marginalising \( u \) re-introduces dependencies between the observations, and eliminates the global parameters. In the following, we derive a lower bound on \( \mathcal{L}_2 \) which includes an explicit variational distribution \( q(u) \), enabling SVI. We then derive the required natural gradients and discuss how latent variables might be used.

Because there are a fixed number of inducing variables (specified by the user at algorithm design time) we can perform stochastic variational inference, greatly increasing the size of data sets to which we can apply Gaussian processes.
3.1 Global Variables

To apply stochastic variational inference to a Gaussian process model, we must have a set of global variables. The variables \( u \) will perform this role, and we introduce a variational distribution \( q(u) \), and use it to lower bound the quantity \( p(y \mid X) \).

\[
\log p(y \mid X) \geq \langle L_1 + \log p(u) - \log q(u) \rangle_{q(u)} = L_3.
\]

From the above we know that the optimal distribution is Gaussian, and we parametrise it as \( q(u) = \mathcal{N}(u \mid m, S) \). The bound \( L_3 \) becomes

\[
L_3 = \sum_{i=1}^{n} \left\{ \log \mathcal{N} \left( y_i \mid k_i^T K_{mm}^{-1} m, \beta^{-1} \right) - \frac{1}{2} \beta k_{i,i} - \frac{1}{2} \text{tr}(SA_i) \right\} - \text{KL} \left( q(u) \parallel p(u) \right) \tag{4}
\]

with \( k_i \) being a vector of the \( i \)th column of \( K_{mm} \) and \( \Lambda_i = \beta K_{mm}^{-1} k_i k_i^T K_{mm}^{-1} \). The gradients of \( L_3 \) with respect to the parameters of \( q(u) \) are

\[
\frac{\partial L_3}{\partial m} = \beta K_{mm}^{-1} k_i y_i - \Lambda m,
\]
\[
\frac{\partial L_3}{\partial S} = \frac{1}{2} S^{-1} \Lambda - \frac{1}{2} \Lambda.
\]

(5)

Setting the derivatives to zero recovers the optimal solution found in the previous section, namely \( S = \Lambda^{-1}, \quad m = \hat{u} \). It follows that \( L_2 \geq L_3 \), with equality at this unique maximum.

The key property of \( L_3 \) is that is can be written as a sum of \( n \) terms, each corresponding to one input-output pair \( \{x_i, y_i\} \): we have induced the necessary factorisation to perform stochastic gradient methods on the distribution \( q(u) \).

3.2 Natural Gradients

Stochastic variational inference works by taking steps in the direction of the approximate natural gradient \( \tilde{g}(\theta) \), which is given by the usual gradient re-scaled by the inverse Fisher information: \( \tilde{g}(\theta) = G(\theta)^{-1} \frac{\partial L}{\partial \theta} \).

To work with the natural gradients of the distribution \( q(u) \), we first recall the canonical and expectation parameters

\[
\theta_1 = S^{-1} m, \quad \theta_2 = -\frac{1}{2} S^{-1}
\]

and

\[
\eta_1 = m, \quad \eta_2 = mm^T + S.
\]

In the exponential family, properties of the Fisher information reveal the following simplification of the natural gradient [Hensman et al., 2012],

\[
\tilde{g}(\theta) = G(\theta)^{-1} \frac{\partial L_3}{\partial \theta} = \frac{\partial L_3}{\partial \eta} \tag{6}
\]

A step of length \( \ell \) in the natural gradient direction, using \( \theta_{(t+1)} = \theta_{(t)} + \ell \frac{\partial L_3}{\partial \theta} \), yields

\[
\theta_1_{(t+1)} = S_{(t+1)}^{-1} m_{(t+1)} = -\frac{1}{2} S_{(t)}^{-1} + \ell \left( -\frac{1}{2} \Lambda + \frac{1}{2} S_{(t)}^{-1} \right),
\]

and taking a step of unit length then recovers the same solution as above by either (3) or (5). This confirms the result discussed in Hensman et al. [2012], Hoffman et al. [2012], that taking this unit step is the same as
performing a VB update. We can now obtain stochastic approximations to the natural gradient by considering the data either individually or in mini-batches.

We note the convenient result that the natural gradient for $\theta_2$ is positive definite (note $\Lambda = K_{mm^{-1}} + \sum \Lambda_i$). This means that taking a step in that direction always leads to a positive definite matrix, and our implementation need not parameterise $S$ in any way so as to ensure positive-definiteness, cf. standard gradient approaches on covariance matrices.

To optimise the kernel hyper-parameters and noise precision $\beta$, we take derivatives of the bound $L_3$ and compute standard stochastic gradient descent algorithmically. An illustration is presented in Figure 2.

3.3 Latent Variables

The above derivations enable online learning for Gaussian process regression using SVI. Several GP based models involve inference of $X$, such as the GP latent variable model [Lawrence, 2005, Titsias and Lawrence, 2010] and its extensions [e.g. Damianou et al., 2011, 2012].

To perform stochastic variational inference with latent variables, we require a factorisation as illustrated by Figure 1(a): this factorisation is provided by (4). To get a model like the Bayesian GPLVM, we need a lower bound on $\log p(y)$. In Titsias and Lawrence [2010] this was achieved through approximate marginalisation of $L_3$, w.r.t. $X$, which leads to an expression depending only on the parameters of $q(X)$. However this formulation scales poorly, and the variables of the optimisation are closely connected due to the marginalisation of $u$. The above enables a lower bound to which SVI is immediately applicable:

$$\log p(y) = \log \int p(y \mid X) p(X) \text{d}X$$

$$\geq \int q(X) \{ L_3 + \log p(X) - \log q(X) \} \text{d}X.$$ 

It is straightforward to introduce $p$ output dimensions for the data $Y$, and following Titsias and Lawrence [2010], we use a factorising normal distribution $q(X) = \prod_{i=1}^{n} q(x_i)$. The relevant expectations of $L_3$ are tractable for various choices of covariance function.

To perform SVI in this model, we now alternate between selecting a minibatch of data, and optimising the relevant variables of $q(X)$ with $q(u)$ fixed, and updating $q(u)$ using the approximate natural gradient. We note that the form of (4) means that each of the latent variable distributions may be updated individually, enabling parallelisation across the minibatch.

3.4 Non-Gaussian likelihoods

Another advantage of the factorisation of (4) is that it enables a simple routine for inference with non-Gaussian likelihoods. The usual procedure for fitting GPs with non-Gaussian likelihoods is to approximate the likelihood using either a local variational lower bound [Gibbs and MacKay, 2000], or by expectation propagation [Kuss and Rasmussen, 2005]. These approximations to the likelihood are required because of the connections between the variables $f$.

In $L_3$, the bound factorises in such a way that some non-Gaussian likelihoods may be marginalised exactly, given the existing approximations. To see this, consider that we are presented not with the vector $y$, but by a binary vector $t$ with $t_i \in \{0, 1\}$, and the likelihood $p(t \mid y) = \prod_{i=1}^{n} \sigma(y_i)^t_i (1 - \sigma(y_i))^{1-t_i}$, as in the case of classification. We can bound the marginal likelihood using $p(t \mid X) \geq \int p(t \mid y) \exp \{ L_3 \} \text{d}y$ which involves $n$ independent one dimensional integrals due to the factorising nature of $L_3$. For the probit likelihood each of these integrals is tractable.

This kind of approximation, where the likelihood is integrated exactly is amenable to SVI in the same manner as the regression case above through computation of the natural gradient.

4 Experiments

4.1 Toy Data

To demonstrate our algorithm we begin with two simple toy datasets based on sinusoidal functions. In the first experiment we show how the approximation converges towards the true solution as mini-batches are included. Figure 2 shows the nature of our approximation: the variational approximation to the inducing function variables is shown.

The second toy problem (Figure 3) illustrates the convergence of the algorithm on a two dimensional problem, again based on sinusoids. Here, we start with a random initialisation for $q(u)$, and the model converges after 2000 iterations. We found empirically that holding the covariance parameters fixed for the first epoch results in more reliable convergence, as can be seen in Figure 4.

4.2 UK Apartment Price Data

Our first large scale Gaussian process models the changing cost of apartments in the UK. We downloaded the monthly price paid data for the period February to October 2012 from http://data.gov.uk/dataset/
Figure 2: Stochastic variational inference on a trivial GP regression problem. Each pane shows the posterior of the GP after a batch of data, marked as solid points. Previously seen (and discarded) data are marked as empty points, the distribution $q(u)$ is represented by vertical errorbars.

Figure 3: A two dimensional toy demo, showing the initial condition and final condition of the model. Data are marked as colored points, and the model’s prediction is shown as (similarly colored) contour lines. The positions of the inducing variables are marked as empty circles.
land-registry-monthly-price-paid-data/, which covers England and Wales, and filtered for apart-
ments. This resulted in a data set with 75,000 entries, which we cross referenced against a postcode database
to get latitude and longitude, on which we regressed the normalised logarithm of the apartment prices.

Randomly selecting 10,000 data as a test set, we build a GP as described with a covariance function $k(\cdot, \cdot)$ consisting of four parts: two squared exponential co-
variances, initialised with different length scales were used to account for national and regional variations in property prices, a constant (or 'bias') term allowed for non-zero mean data, and a noise variance accounted for variation that could not be modelled using simply latitude and longitude.

We selected 800 inducing input sites using a $k$-means algorithm, and optimised the parameters of the co-
variance function alongside the variational parameters. We performed some manual tuning of the learning rates: empirically we found that the step length should be much higher for the variational parameters of $q(\mathbf{u})$ than for the values of the covariance function parameters. We used 0.01 and $1 \times 10^{-5}$. Also, we included a momentum term for the covariance function parameters (set to 0.9). We tried including momentum terms for the variational parameters, but we found this hindered performance. A large mini-batch size (1000) reduced the stochasticity of the gradient computations. We judged that the algorithm had converged after 750 iterations, as the stochastic estimate of the marginal lower bound on the marginal likelihood failed to in-
crease further.

For comparison to our model, we constructed a se-
ries of GPs on subsets of the training data. Splitting the data into sets of 500, 800, 1000 and 1200, we fit-
ted a GP with the same covariance function as our stochastic GP. Parameters of the covariance function were optimised using type-II maximum likelihood for each batch. Table 1 reports the mean squared error in our model’s prediction of the held out prices, as well as the same for the random sub-set approach (along with two standard deviations of the inter-sub-set vari-
ability).

Table 1: Mean squared errors in predicting the log-
apartment prices across England and Wales by latti-
tude and longitude

<table>
<thead>
<tr>
<th></th>
<th>Mean square Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVIGP</td>
<td>0.426</td>
</tr>
<tr>
<td>Random sub-set (N=500)</td>
<td>0.522 +/- 0.018</td>
</tr>
<tr>
<td>Random sub-set (N=800)</td>
<td>0.510 +/- 0.015</td>
</tr>
<tr>
<td>Random sub-set (N=1000)</td>
<td>0.503 +/- 0.011</td>
</tr>
<tr>
<td>Random sub-set (N=1200)</td>
<td>0.502 +/- 1.012</td>
</tr>
</tbody>
</table>

4.3 Airline Delays

The second large scale dataset we considered consists of flight arrival and departure times for every commer-
cial flight in the USA from January 2008 to April 2008. This dataset contains extensive information about almost 2 million flights, including the delay (in minutes) in reaching the destination. The average delay of a flight in the first 4 months of 2008 was of 30 minutes. Of course, much better estimates can be given by ex-
ploting the enourmous wealth of data available, but rich models are often overlooked in these cases due
to the sheer size of the dataset. We randomly selected 800,000 datapoints, using a random subset of 700,000 samples to train the model and 100,000 to test it. We chose to include into our model 8 of the many variables available for this dataset: the age of the aircraft (number of years since deployment), distance that needs to be covered, airtime, departure time, arrival time, day of the week, day of the month and month.

We built a Gaussian process with a squared exponential covariance function with a bias and noise term. In order to discard irrelevant input dimensions, we allowed a separate lengthscale for each input. For our experiments, we used $m = 1000$ inducing inputs and a mini-batch size of 5000. The learning rate for the variational parameters of $q(\mathbf{u})$ was set to 0.01, while the learning rate for the covariance function parameters was set to $1 \times 10^{-5}$. We also used a momentum term of 0.9 for the covariance parameters.

For the purpose of comparison, we fitted several GPs with an identical covariance function on subsets of the data. We split the data into sets of 800, 1000 and 1200 samples and optimised the parameters using type-II maximum likelihood. We repeated this procedure 10 times.

The left pane of Figure 7 shows the root mean squared error (RMSE) obtained by fitting GPs on subsets of the data. The right pane of figure 7 shows the RMSE obtained by fitting 10 SVI GPs as a function of the iteration. The individual runs are shown in light gray, while the blue line shows the average RMSE across runs.

One of the main advantages of the approach presented here is that the computational complexity is independent from the number of samples $n$. This allowed us to use a much larger number of inducing inputs than has traditionally been possible. Conventional sparse GPs have a computational complexity of $O(nm^2)$, so for large $n$ the typical upper bound for $m$ is between 50 and 100. The impact on the prediction performance is quite significant, as highlighted in Figure 8, where we fit several SVI GPs using different numbers of inducing inputs.

Looking at the inverse lengthscales in Figure 9, it’s possible to get a better idea of the relevance of the different features available in this dataset. The most relevant variable turned out to be the time of departure of the flight, closely followed by the distance that needs
to be covered. Distance and airtime should in theory be correlated, but they have very different relevances. This can be intuitively explained by considering that on longer flights it’s easier to make up for delays at departure.

5 Discussion

We have presented a method for inference in Gaussian process models using stochastic variational inference. These expressions allow for the transfer of a multitude of Gaussian process techniques to big data.

We note several interesting results. First, the our derivation disusses the bound on $p(y|u)$ in detail, showing that it becomes tight when $Z = X$.

Also, we have that there is a unique solution for the parameters of $q(u)$ such that the bound associated with the standard variational sparse GP [Titsias, 2009] is recovered.

Further, since the complexity of our model is now $O(m^3)$ rather than $O(nm^2)$, we are free to increase $m$ to much greater values than the sparse GP representation. The effect of this is that we can have much richer models: for a squared exponential covariance function, we have far more basis-functions with which to model the data. In our UK apartment price example, we had no difficulty setting $m$ to 800, much higher than experience tells us is feasible with the sparse GP.

The ability to increase the number of inducing variables and the applicability to unlimited data make our method suitable for multiple output GPs [Álvarez and Lawrence, 2011]. We have also briefly discussed how this framework fits with other Gaussian process based models such as the GPLVM and GP classification. We leave the details of these implementations to future work.

In all our experiments our algorithm was run on a single CPU using the GPy Gaussian process toolkit https://github.com/SheffieldML/GPy.
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Abstract

We propose maximum likelihood estimation for learning Gaussian graphical models with a Gaussian ($\ell_2^2$) prior on the parameters. This is in contrast to the commonly used Laplace ($\ell_1$) prior for encouraging sparseness. We show that our optimization problem leads to a Riccati matrix equation, which has a closed form solution. We propose an efficient algorithm that performs singular value decomposition of the training data. Our algorithm is $O(NT^2)$-time and $O(NT)$-space for $N$ variables and $T$ samples. Our method is tailored to high-dimensional problems ($N \gg T$), in which sparseness promoting methods become intractable. Furthermore, instead of obtaining a single solution for a specific regularization parameter, our algorithm finds the whole solution path. We show that the method has logarithmic sample complexity under the spiked covariance model. We also propose sparsification of the dense solution with provable performance guarantees. Finally, we show promising results in several gene expressions datasets.

1 Introduction

Estimation of large inverse covariance matrices, particularly when the number of variables $N$ is significantly larger than the number of samples $T$, has attracted increased attention recently. One of the main reasons for this interest is the need for researchers to discover interactions between variables in high dimensional datasets, in areas such as genetics, neuroscience and meteorology. For instance in gene expression datasets, $N$ is in the order of 20 thousands to 2 millions, while $T$ is in the order of few tens to few hundreds. Inverse covariance (precision) matrices are the natural parameterization of Gaussian graphical models.

In this paper, we propose maximum likelihood estimation for learning Gaussian graphical models with a Gaussian ($\ell_2^2$) prior on the parameters. This is in contrast to the commonly used Laplace ($\ell_1$) prior for encouraging sparseness. We consider the computational aspect of this problem, under the assumption that the number of variables $N$ is significantly larger than the number of samples $T$, i.e. $N \gg T$.

Our technical contributions in this paper are the following. First, we show that our optimization problem leads to a Riccati matrix equation, which has a closed form solution. Second, we propose an efficient algorithm that performs singular value decomposition of the sample covariance matrix, which can be performed very efficiently through singular value decomposition of the training data. Third, we show logarithmic sample complexity of the method under the spiked covariance model. Fourth, we propose sparsification of the dense solution with provable performance guarantees. That is, there is a bounded degradation of the Kullback-Leibler divergence and expected log-likelihood. Finally, we provide techniques for using our learnt models, such as removing unimportant variables, computing likelihoods and conditional distributions. Finally, we show promising results in several gene expressions datasets.
Table 1: Notation used in this paper.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{A} \succeq 0$</td>
<td>$\mathbf{A} \in \mathbb{R}^{N \times N}$ is symmetric and positive semidefinite</td>
</tr>
<tr>
<td>$\mathbf{A} &gt; 0$</td>
<td>$\mathbf{A} \in \mathbb{R}^{N \times N}$ is symmetric and positive definite</td>
</tr>
<tr>
<td>$|\mathbf{A}|_1$</td>
<td>$\ell_1$-norm of $\mathbf{A} \in \mathbb{R}^{N \times M}$, i.e. $\sum_{nm}</td>
</tr>
<tr>
<td>$|\mathbf{A}|_\infty$</td>
<td>$\ell_\infty$-norm of $\mathbf{A} \in \mathbb{R}^{N \times M}$, i.e. $\max_{nm}</td>
</tr>
<tr>
<td>$|\mathbf{A}|_2$</td>
<td>Spectral norm of $\mathbf{A} \in \mathbb{R}^{N \times N}$, i.e. the maximum eigenvalue of $\mathbf{A}$</td>
</tr>
<tr>
<td>$|\mathbf{A}|_F$</td>
<td>Frobenius norm of $\mathbf{A} \in \mathbb{R}^{N \times M}$, i.e. $\sqrt{\sum_{nm} a_{nm}^2}$</td>
</tr>
<tr>
<td>$\text{tr}(\mathbf{A})$</td>
<td>Trace of $\mathbf{A} \in \mathbb{R}^{N \times N}$, i.e. $\text{tr}(\mathbf{A}) = \sum a_{nn}$</td>
</tr>
<tr>
<td>$(\mathbf{A}, \mathbf{B})$</td>
<td>Scalar product of $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{N \times M}$, i.e. $\sum_{nm} a_{nm} b_{nm}$</td>
</tr>
<tr>
<td>$\mathbf{A} # \mathbf{B}$</td>
<td>Geometric mean of $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{N \times N}$, i.e. the matrix $\mathbf{Z} \succeq 0$ with maximum singular values such that $[\mathbf{A} \mathbf{Z} \mathbf{B}] \succeq 0$</td>
</tr>
</tbody>
</table>

Gaussian graphical model is simply reflected in the zero entries of the precision matrix $\mathbf{\Omega} = \mathbf{\Sigma}^{-1}$ (Lauritzen, 1996). Let $\Omega = \{\omega_{n_1n_2}\}$, two variables $n_1$ and $n_2$ are conditionally independent if and only if $\omega_{n_1n_2} = 0$.

The log-likelihood of a sample $\mathbf{x} \in \mathbb{R}^N$ in a Gaussian graphical model with mean $\mu$ and precision matrix $\mathbf{\Omega}$ is given by:

$$\mathcal{L}(\mathbf{\Omega}, \mathbf{x}) \equiv \log \det \mathbf{\Omega} - (\mathbf{x} - \mu)^\top \mathbf{\Omega}(\mathbf{x} - \mu) \quad (1)$$

In this paper, we use a short hand notation for the average log-likelihood of $T$ samples $\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(T)} \in \mathbb{R}^N$. Given that this average log-likelihood depends only on the sample covariance matrix $\mathbf{\Sigma}$, we define:

$$\mathcal{L}(\mathbf{\Omega}, \mathbf{\Sigma}) \equiv \frac{1}{T} \sum_t \mathcal{L}(\mathbf{\Omega}, \mathbf{x}^{(t)}) = \log \det \mathbf{\Omega} - (\mathbf{\Sigma}, \mathbf{\Omega}) \quad (2)$$

A very well known technique for the estimation of precision matrices is Tikhonov regularization (Duchi et al., 2008). Given a sample covariance matrix $\mathbf{\Sigma} \succeq 0$, the Tikhonov-regularized problem is defined as:

$$\max_{\Omega > 0} \mathcal{L}(\mathbf{\Omega}, \mathbf{\Sigma}) - \rho \text{tr}(\mathbf{\Omega}) \quad (3)$$

for regularization parameter $\rho > 0$. The term $\mathcal{L}(\mathbf{\Omega}, \mathbf{\Sigma})$ is the Gaussian log-likelihood as defined in eq.(2). The optimal solution of eq.(3) is given by:

$$\hat{\mathbf{\Omega}} = (\mathbf{\Sigma} + \rho \mathbf{I})^{-1} \quad (4)$$

The estimation of sparse precision matrices was first introduced in (Dempster, 1972). It is well known that finding the most sparse precision matrix which fits a dataset is a NP-hard problem (Banerjee et al., 2006; Banerjee et al., 2008). Since the $\ell_1$-norm is the tightest convex upper bound of the cardinality of a matrix, several $\ell_1$-regularization methods have been proposed. Given a dense sample covariance matrix $\mathbf{\Sigma} \succeq 0$, the $\ell_1$-regularized problem is defined as:

$$\max_{\Omega > 0} \mathcal{L}(\mathbf{\Omega}, \mathbf{\Sigma}) - \rho \|\mathbf{\Omega}\|_1 \quad (5)$$

for regularization parameter $\rho > 0$. The term $\mathcal{L}(\mathbf{\Omega}, \mathbf{\Sigma})$ is the Gaussian log-likelihood as defined in eq.(2). The term $\|\mathbf{\Omega}\|_1$ encourages sparseness of the precision matrix.

From a Bayesian viewpoint, eq.(5) is equivalent to maximum likelihood estimation with a prior that assumes that each entry in $\mathbf{\Omega}$ is independent and each of them follow a Laplace distribution ($\ell_1$-norm).

Several algorithms have been proposed for solving eq.(5): sparse regression for each variable (Meinshausen & Bühlmann, 2006; Zhou et al., 2011), determinant maximization with linear inequality constraints (Yuan & Lin, 2007), a block coordinate descent method with quadratic programming (Banerjee et al., 2006; Banerjee et al., 2008) or sparse regression (Friedman et al., 2007), a Cholesky decomposition approach (Rothman et al., 2008), a projected gradient method (Duchi et al., 2008), a projected quasi-Newton method (Schmidt et al., 2009), Nesterov’s smooth optimization technique (Lu, 2009), an alternating linearization method (Scheinberg et al., 2010), a greedy coordinate descent method (Scheinberg & Rish, 2010), a block coordinate gradient descent method (Yin et al., 2011), quadratic approximation (Hsieh et al., 2011), Newton-like methods (Olsen et al., 2012), iterative thresholding (Guillot et al., 2012), greedy forward and backward steps (Johnson et al., 2012) and divide and conquer (Hsieh et al., 2012).

Additionally, a general rule that uses the sample covariance $\mathbf{\Sigma}$ and splits the graph into connected components was proposed in (Mazumder & Hastie, 2012). After applying this rule, one can use any of the above methods for each component separately. This technique enables the use of $\ell_1$-regularization methods to very high dimensional datasets. To the best of our knowledge, (Mazumder & Hastie, 2012) reported results on the highest dimensional dataset (24,481 genes).

### 3 Problem Setup

In this paper, we assume that the number of variables $N$ is significantly larger than the number of samples $T$, i.e. $N \gg T$. This is a reasonable assumption is sev-
eral contexts, for instance in gene expression datasets where \( N \) is in the order of 20 thousands to 2 millions, while \( T \) is in the order of few tens to few hundreds.

Given a sample covariance matrix \( \hat{\Sigma} \succeq 0 \), we define the Riccati-regularized problem as:

\[
\max_{\Omega \succ 0} \mathcal{L}(\Omega, \hat{\Sigma}) - \frac{\rho}{2} \| \Omega \|_F^2 \tag{6}
\]

for regularization parameter \( \rho > 0 \). The term \( \mathcal{L}(\Omega, \hat{\Sigma}) \) is the Gaussian log-likelihood as defined in eq.(2). The term \( \| \Omega \|_F^2 \) is the Frobenius norm. We chose the name “Riccati regularizer” because the optimal solution of eq.(6) leads to a Riccati matrix equation.

From a Bayesian viewpoint, eq.(6) is equivalent to maximum likelihood estimation with a prior that assumes that each entry in \( \Omega \) is independent and each of them follow a Gaussian distribution (\( \ell_2^2 \)-norm).

Surprisingly, the problem in eq.(6) has not received much attention. The problem was briefly mentioned in (Witten & Tibshirani, 2009) as a subproblem of a regression technique. A tangentially related prior is the \( \ell_2^2 \)-norm regularization of the Cholesky factors of the precision matrix (Huang et al., 2006).

It is well known that \( \ell_1 \)-regularization allows obtaining an inverse covariance matrix that is “simple” in the sense that it is sparse, with a small number of non-zero entries. Our proposed \( \ell_2^2 \)-regularizer allows obtaining an inverse covariance that is also “simple” in the sense that it is low-rank as we will show in Section 4. On the other hand, the solution of the \( \ell_1 \)-regularized problem in eq.(5) is full-rank with \( N \) different eigenvalues, even for simple cases such as datasets consisting of just two samples. One seemingly unavoidable bottleneck for \( \ell_1 \)-regularization is the computation of the covariance matrix \( \Sigma \in \mathbb{R}^{N \times N} \) which is \( O(N^2 \cdot T) \)-time and \( O(N^2) \)-space. Moreover, the work of (Banerjee et al., 2006) showed that in order to obtain an \( \varepsilon \)-accurate solution, we need \( O(N^{4.5}/\varepsilon) \)-time. It is also easy to argue that without further assumptions, sparseness promoting algorithms are \( O(N^3) \)-time and \( O(N^2) \)-space. This is prohibitive for very high dimensional datasets. The method of connected components (Mazumder & Hastie, 2012) can reduce the requirement of \( O(N^3) \)-time. Unfortunately, in order to make the biggest connected component of a reasonable size \( N' = 500 \) (as prescribed in (Mazumder & Hastie, 2012)), a very large regularization parameter \( \rho \) is needed. As a result, the learnt models do not generalize well as we will show experimentally in Section 5.

4 Linear-Time and Space Algorithms

In this section, we propose algorithms with time-complexity \( O(NT^2) \) and space-complexity \( O(NT) \) by using a low-rank parameterization. Given our assumption that \( N \gg T \), we can say that our algorithms are linear time and space, i.e. \( O(N) \).

4.1 Solution of the Riccati Problem

Here we show that the solution of our proposed Riccati-regularized problem leads to the Riccati matrix equation, which has a closed form solution.

Theorem 1. For \( \rho > 0 \), the optimal solution of the Riccati-regularized problem in eq.(6) is given by:

\[
\hat{\Omega} = \lim_{\varepsilon \to 0^+} \left( \frac{1}{\rho} \hat{\Sigma} + \frac{1}{4\rho} \hat{\Sigma}^{-1} \left( \frac{1}{\rho} \hat{\Sigma}^{-1} + \frac{4}{\rho} \hat{\Sigma}^{-1} \right) - \frac{1}{2\rho} \hat{\Sigma}^{-1} \right)\tag{7}
\]

where \( \hat{\Sigma} = \hat{\Sigma} + \varepsilon I \).

Proof. First, we consider \( \hat{\Sigma} = \hat{\Sigma} + \varepsilon I > 0 \) for some small \( \varepsilon > 0 \) instead of \( \hat{\Sigma} \succeq 0 \). The \( \varepsilon \)-corrected version of eq.(6), that is \( \max_{\Omega \succ 0} \mathcal{L}(\Omega, \hat{\Sigma}) - \frac{\rho}{2} \| \Omega \|_F^2 \) has the minimizer \( \Omega_\varepsilon \) if and only if the derivative of the objective function at \( \Omega = \Omega_\varepsilon \) is equal to zero. That is, \( \hat{\Sigma} - \hat{\Sigma}_\varepsilon - \rho \Omega_\varepsilon = 0 \). The latter equation is known as the Riccati matrix equation, which by virtue of Theorem 3.1 in (Lim, 2006) has the solution \( \hat{\Omega}_\varepsilon = \left( \frac{1}{\rho} \hat{\Sigma} \right) \left( \hat{\Sigma}_\varepsilon^{-1} + \frac{4}{\rho} \hat{\Sigma}_\varepsilon^{-1} \right) - \frac{1}{2\rho} \hat{\Sigma}_\varepsilon \). By taking the limit \( \varepsilon \to 0^+ \), we prove our claim.

Although the optimal solution in eq.(7) seems to require \( \Omega(N^2) \) and \( O(N^3) \) operations, in the next section we show efficient algorithms when \( N \gg T \).

4.2 Spectral Method for the Riccati and Tikhonov Problems

In what follows, we provide a method for computing the optimal solution of the Riccati-regularized problem as well as the Tikhonov-regularized problem by using singular value decomposition of the training data. First, we focus on the Riccati-regularized problem.

Theorem 2. Let \( \hat{\Sigma} = U \Sigma U^T \) be the singular value decomposition of \( \hat{\Sigma} \), where \( U \in \mathbb{R}^{N \times T} \) is an orthonormal matrix (i.e. \( U^T U = I \)) and \( \Sigma \in \mathbb{R}^{T \times T} \) is a diagonal matrix. For \( \rho > 0 \), the optimal solution of the Riccati-regularized problem in eq.(6) is given by:

\[
\hat{\Omega} = U \hat{\Sigma} U^T + \frac{1}{\sqrt{\rho}} I\tag{8}
\]

where \( \hat{\Sigma} \in \mathbb{R}^{T \times T} \) is a diagonal matrix with entries \( (\forall t) \hat{\sigma}_{tt} = \sqrt{\frac{1}{\rho} + \frac{\sigma_{tt}}{\rho^2}} - \frac{\sigma_{tt}}{2\rho} - \frac{1}{2\rho^2} \).

Proof Sketch. We consider an over-complete singular value decomposition by adding columns to \( U \), thus obtaining \( \hat{U} \in \mathbb{R}^{N \times N} \) such that \( \hat{U} \hat{U}^T = I \), which allows
obtaining a singular value decomposition for $\hat{\Sigma}$. Then we apply Theorem 1 and properties of the geometric mean for general as well as diagonal matrices.

(Please, see Appendix B for detailed proofs.)

Next, we focus on the Tikhonov-regularized problem.

**Theorem 3.** Let $\hat{\Sigma} = UDU^T$ be the singular value decomposition of $\Sigma$, where $U \in \mathbb{R}^{N \times T}$ is an orthonormal matrix (i.e. $U^T U = I$) and $D \in \mathbb{R}^{T \times T}$ is a diagonal matrix. For $\rho > 0$, the optimal solution of the Tikhonov-regularized problem in eq.(3) is given by:

$$\hat{\Omega} = U\hat{D}U^T + \frac{1}{\rho} I$$

where $\hat{D} \in \mathbb{R}^{T \times T}$ is a diagonal matrix with entries $(\forall t) \hat{d}_t = \frac{-d_{tt}}{\rho(d_{tt} + \rho)}$.

**Proof Sketch.** We consider an over-complete singular value decomposition by adding columns to $U$, thus obtaining $U \in \mathbb{R}^{N \times N}$ such that $UU^T = I$, which allows obtaining a singular value decomposition for $\Omega$. The final result follows from eq.(4).

Note that computing $\hat{\Sigma} \in \mathbb{R}^{N \times N}$ is $O(N^2T)$-time. In fact, in order to solve the Riccati-regularized problem as well as the Tikhonov-regularized problem, we do not need to compute $\hat{\Sigma}$ but its singular value decomposition. The following remark shows that we can obtain the singular value decomposition of $\hat{\Sigma}$ by using the singular value decomposition of the training data, which is $O(NT^2)$-time.

**Remark 4.** Let $X \in \mathbb{R}^{N \times T}$ be a dataset composed of $T$ samples, i.e. $X = (x^{(1)}, \ldots, x^{(T)})$. Without loss of generality, let assume $X$ has zero mean, i.e. $\mu = \frac{1}{T} \sum x^{(i)} = 0$. The sample covariance matrix is given by $\hat{\Sigma} = \frac{1}{T} XX^T \succeq 0$. We can obtain the singular value decomposition of $\hat{\Sigma}$ by using the singular value decomposition of $X$. That is, $X = UV^T$ where $U, V \in \mathbb{R}^{N \times T}$ are orthonormal matrices (i.e. $U^T U = V^T V = I$) and $D \in \mathbb{R}^{T \times T}$ is a diagonal matrix. We can recover $D$ from $\hat{D}$ by using $D = \frac{1}{T} \hat{D}^2$. Finally, we have $\hat{\Sigma} = UDV^T$.

The following remark shows that instead of obtaining a single solution for a specific value of the regularization parameter $\rho$, we can obtain the whole solution path.

**Remark 5.** Note that the optimal solutions of the Riccati-regularized problem as well as the Tikhonov-regularized problem have the form $UDU^T + cI$. In these solutions, the diagonal matrix $\hat{D}$ is a function of $D$ and the regularization parameter $\rho$, while $c$ is a function of $\rho$. Therefore, we need to apply the singular value decomposition only once in order to produce a solution for any value of $\rho$. Furthermore, producing each of those solutions is $O(T)$-time given that $D \in \mathbb{R}^{T \times T}$ is a diagonal matrix.

### 4.3 Bounds for the Eigenvalues

Here we show that the optimal solution of the Riccati-regularized problem is well defined (i.e. positive definite with finite eigenvalues).

**Corollary 6.** For $\rho > 0$, the optimal solution of the Riccati-regularized problem in eq.(6) is bounded as follows:

$$\alpha I \preceq \hat{\Omega} \preceq \beta I$$

where $\alpha = \sqrt{\frac{1}{\rho} + \frac{1}{\rho^2} \|\Sigma\|_2^2 - \frac{1}{\rho^2} \|\Sigma\|_2} + \beta = \frac{1}{\rho}$.

That is, the eigenvalues of the optimal solution $\hat{\Omega}$ are in the range $[\alpha; \beta]$ and therefore, $\hat{\Omega}$ is a well defined precision matrix.

**Proof Sketch.** Theorem 2 gives the eigendecomposition of the solution $\hat{\Omega}$. That is, the diagonal $\hat{D} + \frac{1}{\sqrt{\rho}} I$ contains the eigenvalues of $\hat{\Omega}$. Then we bound the values in the diagonal.

**Remark 7.** We can obtain bounds for the Tikhonov-regularized problem in eq.(3) by arguments similar to the ones in Corollary 6. That is, the eigenvalues of the optimal solution $\hat{\Omega}$ are in the range $[\alpha; \beta]$ where $\alpha = \frac{1}{\|\Sigma\|_2 + \rho}$ and $\beta = \frac{1}{\rho}$.

### 4.4 Logarithmic Sample Complexity

The $\ell_1$ regularizer for Gaussian graphical models has a sample complexity that scales logarithmically with respect to the number of variables $N$ (Ravikumar et al., 2011). On the other hand, it is known that in general, $\ell_2$ regularization has a worst-case sample complexity that scales linearly with respect to the number of variables, for problems such as classification (Ng, 2004) and compressed sensing (Cohen et al., 2009).

In this section, we prove the logarithmic sample complexity of the Riccati problem under the spiked covariance model originally proposed by (Johnstone, 2001). Without loss of generality, we assume zero mean as in (Ravikumar et al., 2011). First we present the generative model.

**Definition 8.** The spiked covariance model for $N$ variables and $K \ll N$ components is a generative model $P$ parameterized by $(U, D, \beta)$, where $U \in \mathbb{R}^{N \times K}$ is an orthonormal matrix (i.e. $U^T U = I$), $D \in \mathbb{R}^{K \times K}$ is a positive diagonal matrix, and $\beta > 0$. A sample $x \in \mathbb{R}^N$ is generated by first sampling the independent random vectors $y \in \mathbb{R}^K$ and $\xi \in \mathbb{R}^N$, both
with uncorrelated sub-Gaussian entries with zero mean and unit variance. Then we generate the sample \( x \) as follows:

\[
x = \mathbf{UD}^{1/2} y + \sqrt{\frac{\beta}{N}} \xi
\]

(11)

Furthermore, it is easy to verify that:

\[
\Sigma = \mathbb{E}_P[xx^\top] = \mathbf{UDU}^\top + \frac{\beta}{N} \mathbf{I}
\]

(12)

(Please, see Appendix B for a detailed proof.)

Note that the above model is not a Gaussian distribution in general. It is Gaussian if and only if the random variables \( y \) and \( \xi \) are Gaussians.

Next we present a concentration inequality for the approximation of the ground truth covariance.

**Lemma 9.** Let \( P \) be a ground truth spiked covariance model for \( N \) variables and \( K \ll N \) components, parameterized by \( (\mathbf{U}^*, \mathbf{D}^*, \beta^*) \) with covariance \( \Sigma^* \) as in Definition 8. Given a sample covariance matrix \( \hat{\Sigma} \) computed from \( T \) samples \( x^{(1)}, \ldots, x^{(T)} \in \mathbb{R}^N \) drawn independently from \( P \). With probability at least 1 – \( \delta \), the sample covariance fulfills the following concentration inequality:

\[
\|\hat{\Sigma} - \Sigma^*\|_\delta \leq 40(K \sqrt{\|\mathbf{D}^*\|_\delta} + \sqrt{\beta^*})^2 \times \frac{4 \log(N + K) + 2 \log \frac{4}{\delta}}{T}
\]

(13)

**Proof Sketch.** By the definition of the sample covariance, matrix norm inequalities and a concentration inequality for the \( \ell_\infty \)-norm of a sample covariance matrix from sub-Gaussian random variables given by Lemma 1 in (Ravikumar et al., 2011).

Armed with the previous result, we present our logarithmic sample complexity for the Riccati problem under the spiked covariance model.

**Theorem 10.** Let \( P \) be a ground truth spiked covariance model for \( N \) variables and \( K \ll N \) components, parameterized by \( (\mathbf{U}^*, \mathbf{D}^*, \beta^*) \) with covariance \( \Sigma^* \) as in Definition 8. Let \( Q^* \) be the distribution generated by a Gaussian graphical model with zero mean and precision matrix \( \Omega^* = \Sigma^{-1} \). That is, \( Q^* \) is the projection of \( P \) to the family of Gaussian distributions. Given a sample covariance matrix \( \hat{\Sigma} \) computed from \( T \) samples \( x^{(1)}, \ldots, x^{(T)} \in \mathbb{R}^N \) drawn independently from \( P \). Let \( \hat{\Omega} \) be the distribution generated by a Gaussian graphical model with zero mean and precision matrix \( \hat{\Omega} \), the solution of the Riccati-regularized problem in eq.(6).

With probability at least 1 – \( \delta \), we have:

\[
\mathcal{KL}(P||\hat{\Omega}) - \mathcal{KL}(P||Q^*) = \mathbb{E}_P[\mathcal{L}(\Omega^*, x) - \mathcal{L}(\hat{\Omega}, x)]
\]

\[
\leq 40(K \sqrt{\|\mathbf{D}^*\|_\delta} + \sqrt{\beta^*})^2 \times \frac{4 \log(N + K) + 2 \log \frac{4}{\delta}}{T}
\]

(14)

where \( \mathcal{L}(\Omega, x) \) is the Gaussian log-likelihood as defined in eq.(1).

**Proof.** Let \( p(x) \), \( q(x) \) and \( q^*(x) \) be the probability density functions of \( P \), \( \hat{\Omega} \) and \( Q^* \) respectively. Note that \( \mathcal{KL}(P||\hat{\Omega}) = \mathbb{E}_P[\log p(x) - \log q(x)] = -\mathcal{H}(P) - \mathbb{E}_P[\mathcal{L}(\hat{\Omega}, x)] \). Similarly, \( \mathcal{KL}(P||Q^*) = -\mathcal{H}(P) - \mathbb{E}_P[\mathcal{L}(\Omega^*, x)] \). Therefore, \( \mathcal{KL}(P||\hat{\Omega}) - \mathcal{KL}(P||Q^*) = \mathbb{E}_P[\mathcal{L}(\Omega^*, x) - \mathcal{L}(\hat{\Omega}, x)] \).

By using the definition of the Gaussian log-likelihood in eq.(1), the expected log-likelihood is given by:

\[
\mathcal{L}^*(\Omega) \equiv \mathbb{E}_P[\mathcal{L}(\Omega, x)] = \log \det \Omega - \langle \hat{\Sigma}, \Omega \rangle
\]

Similarly, define the shorthand notation for the finite-sample log-likelihood in eq.(2) as follows:

\[
\hat{\mathcal{L}}(\Omega) \equiv \mathcal{L}(\Omega, \hat{\Sigma}) = \log \det \Omega - \langle \hat{\Sigma}, \Omega \rangle
\]

From the above definitions we have:

\[
\mathcal{L}^*(\Omega) - \hat{\mathcal{L}}(\Omega) = \langle \hat{\Sigma} - \Sigma^*, \Omega \rangle
\]

By the Cauchy-Schwarz inequality and Lemma 9:

\[
|\mathcal{L}^*(\Omega) - \hat{\mathcal{L}}(\Omega)| \leq \|\hat{\Sigma} - \Sigma^*\|_\delta \|\Omega\|_\delta \leq \gamma \|\Omega\|_\delta
\]

for \( \gamma = 40(K \sqrt{\|\mathbf{D}^*\|_\delta} + \sqrt{\beta^*})^2 \sqrt{4 \log(N + K) + 2 \log \frac{4}{\delta}}/T \). Thus, we obtained a “uniform convergence” statement for the loss.

Note that \( \hat{\Omega} \) (the minimizer of the regularized finite-sample loss) and \( \Omega^* \) (the minimizer of the expected loss) fulfill by definition:

\[
\hat{\Omega} = \arg \max_{\Omega} \hat{\mathcal{L}}(\Omega) - \frac{\rho}{2} \|\Omega\|_\delta^2
\]

\[
\Omega^* = \arg \max_{\Omega} \mathcal{L}^*(\Omega)
\]

Therefore, by optimality of \( \hat{\Omega} \) we have:

\[
\hat{\mathcal{L}}(\Omega^*) - \frac{\rho}{2} \|\Omega^*\|_\delta^2 \leq \hat{\mathcal{L}}(\Omega) - \frac{\rho}{2} \|\Omega\|_\delta^2
\]

\[
\Rightarrow \hat{\mathcal{L}}(\Omega^*) - \hat{\mathcal{L}}(\Omega) \leq \frac{\rho}{2} \|\Omega^*\|_\delta^2 - \frac{\rho}{2} \|\Omega\|_\delta^2
\]

By using the “uniform convergence” statement, the above results and setting \( \rho = 2\gamma \):

\[
\mathcal{L}^*(\Omega^*) - \mathcal{L}^*(\hat{\Omega}) \leq \hat{\mathcal{L}}(\Omega^*) - \hat{\mathcal{L}}(\hat{\Omega}) + \gamma \|\Omega^*\|_\delta + \gamma \|\hat{\Omega}\|_\delta
\]

\[
\leq \frac{\rho}{2} \|\Omega^*\|_\delta^2 - \frac{\rho}{2} \|\hat{\Omega}\|_\delta^2 + \gamma \|\Omega^*\|_\delta + \gamma \|\hat{\Omega}\|_\delta
\]

\[
= \gamma(\|\Omega\|_\delta - \|\hat{\Omega}\|_\delta + \|\Omega^*\|_\delta + \|\Omega^*\|_\delta)
\]
By noting that $\|\mathbf{\bar{\Omega}}\|_2^2 - \|\mathbf{\tilde{\Omega}}\|_2^2 \leq \frac{1}{4}$, we prove our claim.

\[4.5 \text{ Spectral Method for the Sparse Problem}\]

In this section, we propose sparsification of the dense solution and show an upper bound of the degradation of the Kullback-Leibler divergence and expected log-likelihood.

First, we study the relationship between the sparseness of the low-rank parameterization and the generated precision matrix. We analyze the expected value of densities of random matrices. We assume that each entry in the matrix is statistically independent, which is not a novel assumption. From a Bayesian viewpoint, the $\ell_1$-regularized problem in eq.(5) assumes that each entry in the precision matrix $\mathbf{\Omega}$ is independent. We also made a similar assumption for our Riccati-regularized problem in eq.(6).

Lemma 11. Let $\mathbf{A} \in \mathbb{R}^{N \times T}$ be a random matrix with statistically independent entries and expected density $p$, i.e. $(\forall n, t) \mathbb{P}[a_{nt} \neq 0] = p$. Furthermore, assume that conditional distribution of $a_{nt} \mid a_{nt} \neq 0$ has a domain with non-zero Lebesgue measure. Let $\mathbf{D} \in \mathbb{R}^{T \times T}$ be a diagonal matrix such that $(\forall t) \mathbf{d}_t \neq 0$. Let $c$ be an arbitrary real value. Let $\mathbf{B} = \mathbf{A} \mathbf{D} \mathbf{A}^T + c \mathbf{I}$. The expected non-diagonal density of $\mathbf{B} \in \mathbb{R}^{N \times N}$ is given by:

\[(\forall n_1 \neq n_2) \mathbb{P}[b_{n_1, n_2} \neq 0] = 1 - (1 - p^2)^T \quad (15)\]

Proof Sketch. Note that for $n_1 \neq n_2$, we have $b_{n_1, n_2} = \sum_t d_t a_{nt} a_{n't}$. We argue that the probability that $b_{n_1, n_2} \neq 0$ is equal to the probability that $a_{nt} \neq 0$ and $a_{n't} \neq 0$ for at least one $t$. The final result follows from independence of the entries of $\mathbf{A}$.

It is easy to construct (non-random) specific instances in which the density of $\mathbf{A}$ and $\mathbf{B}$ are unrelated. Consider two examples in which $\mathbf{D} = \mathbf{I}$, $c = 0$ and therefore $\mathbf{B} = \mathbf{A} \mathbf{A}^T$. As a first example, let $\mathbf{A}$ have zero entries except for $(\forall n) \ a_{n1} = 1$. That is, $\mathbf{A}$ is very sparse but $\mathbf{B} = \mathbf{A} \mathbf{A}^T = \mathbf{11}^T$ is dense. As a second example, let $\mathbf{B}$ have zero entries except for $(\forall n) \ b_{n1} = b_{1n} = 1, b_{nn} = N$. That is, $\mathbf{B} = \mathbf{A} \mathbf{A}^T$ is very sparse but its Cholesky decomposition $\mathbf{A}$ is dense.

Next, we show that sparsification of a dense precision matrix produces a precision matrix that is close to the original one. Furthermore, we show that such matrix is positive definite.

Theorem 12. Let $\mathbf{\Omega} = \mathbf{U} \mathbf{D} \mathbf{U}^T + \beta \mathbf{I}$ be a precision matrix, where $\mathbf{U} \in \mathbb{R}^{N \times T}$ is an orthonormal matrix (i.e. $\mathbf{U}^T \mathbf{U} = \mathbf{I}$), $\beta > \alpha > 0$ and $\mathbf{D} \in \mathbb{R}^{T \times T}$ is a negative diagonal matrix such that $(\forall t) \ - (\beta - \alpha) < d_{tt} \leq 0$ (or equivalently $\alpha \mathbf{I} \leq \mathbf{\Omega} \leq \beta \mathbf{I}$). Let $\mathbf{\bar{U}} \in \mathbb{R}^{N \times T}$ be a sparse matrix constructed by soft-thresholding:

\[(\forall n, t) \ \mathbf{\bar{u}}_{nt} = \text{sign}(u_{nt}) \max(0, |u_{nt}| - \frac{\lambda}{\sqrt{NT}}) \quad (16)\]

or by hard-thresholding:

\[(\forall n, t) \ \mathbf{\bar{u}}_{nt} = u_{nt} 1[|u_{nt}| \geq \frac{\lambda}{\sqrt{NT}}] \quad (17)\]

for some $\lambda > 0$. The sparse precision matrix $\mathbf{\bar{\Omega}} = \mathbf{\bar{U}} \mathbf{D} \mathbf{\bar{U}}^T + \beta \mathbf{I}$ satisfies:

\[\|\mathbf{\bar{\Omega}} - \mathbf{\Omega}\|_2 \leq (2\lambda + \lambda^2)(\beta - \alpha) \quad (18)\]

Furthermore, $\mathbf{\bar{\Omega}}$ preserves positive definiteness of the dense precision matrix $\mathbf{\Omega}$. More formally:

\[\alpha \mathbf{I} \preceq \mathbf{\bar{\Omega}} \preceq \beta \mathbf{I} \quad (19)\]

That is, the eigenvalues of $\mathbf{\bar{\Omega}}$ are in the range $[\alpha, \beta]$ and therefore, $\mathbf{\bar{\Omega}}$ is a well defined sparse precision matrix.

Proof Sketch. The claims in eq.(18) and eq.(19) follow from matrix norm inequalities. Additionally, eq.(19) follows from showing that $\mathbf{\bar{U}} \mathbf{D} \mathbf{\bar{U}}^T$ is negative semidefinite and that $\|\mathbf{\bar{U}}\|_2 \leq 1$.

Finally, we derive an upper bound of the degradation of the Kullback-Leibler divergence and expected log-likelihood. Thus, sparsification of a dense solution has provable performance guarantees.

Theorem 13. Let $\mathbf{P}$ be the ground truth distribution of the data sample $\mathbf{x}$. Let $\mathbf{Q}$ be the distribution generated by a Gaussian graphical model with mean $\mu$ and precision matrix $\mathbf{\Omega}$. Let $\mathbf{\bar{Q}}$ be the distribution generated by a Gaussian graphical model with mean $\mu$ and precision matrix $\mathbf{\bar{\Omega}}$. Assume $\alpha \mathbf{I} \preceq \mathbf{\Omega} \preceq \beta \mathbf{I}$ for $\alpha > 0$. The Kullback-Leibler divergence from $\mathbf{P}$ to $\mathbf{\bar{Q}}$ is close to the Kullback-Leibler divergence from $\mathbf{P}$ to $\mathbf{Q}$. More formally:

\[
\mathcal{K.L}(\mathbf{P} \mid \mathbf{\bar{Q}}) - \mathcal{K.L}(\mathbf{P} \mid \mathbf{Q}) = \mathbb{E}_\mathbf{P}[\mathcal{L}(\mathbf{\Omega}, \mathbf{x}) - \mathcal{L}(\mathbf{\bar{\Omega}}, \mathbf{x})] \\
\leq \left(1 + \mathbb{E}_\mathbf{P}[\|\mathbf{x} - \mu\|^2]\right) \|\mathbf{\bar{\Omega}} - \mathbf{\Omega}\|_2 \quad (20)
\]

where $\mathcal{L}(\mathbf{\Omega}, \mathbf{x})$ is the Gaussian log-likelihood as defined in eq.(1). Moreover, the above bound is finite provided that $\|\mathbb{E}_\mathbf{P}[\mathbf{x}]\|_2$ and $\|\mathbb{E}_\mathbf{P}[\mathbf{x}\mathbf{x}^T]\|_2$ are finite.

Proof Sketch. By definition of the Kullback-Leibler divergence, the Gaussian log-likelihood in eq.(1) and by showing that the resulting expression is Lipschitz continuous with respect to the spectral norm.

\[4.6 \text{ Using the Learnt Models in Linear-Time}\]

Next we provide techniques for using our learnt models, such as removing unimportant variables, computing likelihoods and conditional distributions.
Removal of Unimportant Variables. Recall that the final goal for a data analyst is not only to be able to learn models from data but also to browse such learnt models in order to discover “important” interactions. We define the unimportant variable set as the set of variables in which the absolute value of every partial correlation is lower than a specified threshold.

Definition 14. An unimportant variable set of a Gaussian graphical model defined by the precision matrix \( \Omega = \{\omega_{ni}\} \) for threshold \( \varepsilon > 0 \) is a set \( S \subseteq \{1, \ldots, N\} \) such that:

\[
(\forall n_1, n_2 \in S) \quad \frac{|\omega_{n_1n_2}|}{\sqrt{\omega_{n_1n_1}\omega_{n_2n_2}}} \leq \varepsilon \tag{21}
\]

Note that our definition does not require that the size of \( S \) is maximal. Here we provide a technique that discovers the unimportant variable set in linear-time.

Lemma 15. Let \( \Omega = ADA^T + cI \) be a precision matrix, where \( A \in \mathbb{R}^{N \times T} \) is an arbitrary matrix, \( D \in \mathbb{R}^{T \times T} \) is an arbitrary diagonal matrix, and \( c \) is an arbitrary real value, such that \( \Omega \) is a well defined precision matrix (i.e. \( \Omega > 0 \)). An unimportant variable set of the Gaussian graphical model defined by \( \Omega = \{\omega_{ni}\} \) for threshold \( \varepsilon > 0 \) can be detected by applying the rule:

\[
(\forall n_1, n_2 \in S) \quad \frac{|\omega_{n_1n_2}|}{\sqrt{\omega_{n_1n_1}\omega_{n_2n_2}}} \leq \min (q(n_1), q(n_2)) \leq \varepsilon \tag{22}
\]

where \( q(n_i) = \sum_j |d_{ij} a_{ij} + \max_{n_2} |a_{n_2i}| / |\min_{n_2} r(n_2)| \) and \( r(n_i) = \sum_j d_{ij} a_{ij}^2 + c \). Furthermore, this operation has time-complexity \( O(NT) \) when applied to all variables in \( \{1, \ldots, N\} \).

Proof Sketch. Straightforward, from algebra.

Computation of the Likelihood. In tasks such as classification, we would assign a given sample to the class whose model produced the highest likelihood among all classes. Here we provide a method for computing the likelihood of a given sample in the learnt model.

Lemma 16. Let \( \Omega = ADA^T + cI \) be a precision matrix, where \( A \in \mathbb{R}^{N \times T} \) is an arbitrary matrix, \( D \in \mathbb{R}^{T \times T} \) is an arbitrary diagonal matrix, and \( c \) is an arbitrary real value, such that \( \Omega \) is a well defined precision matrix (i.e. \( \Omega > 0 \)). The log-likelihood of a sample \( x \) in a Gaussian graphical model with mean \( \mu \) and precision matrix \( \Omega \) is given by:

\[
L(\Omega, x) = \log \det \left( \mathbf{I} + \frac{1}{c} A^T A \right) - \frac{1}{2} \log c - \frac{1}{2} (x - \mu)^T A \left( A^T A \right)^{-1} (x - \mu) - \frac{1}{2} c (x - \mu)^T (x - \mu) \tag{23}
\]

where \( L(\Omega, x) \) is the Gaussian log-likelihood as defined in eq.(1). Furthermore, this operation has time-complexity \( O(NT^2) \).

Proof Sketch. By the matrix determinant lemma.

Conditional Distributions. In some contexts, it is important to perform inference for some unobserved variables when given some observed variables. Here we provide a method for computing the conditional distribution that takes advantage of our low-rank parameterization. First, we show how to transform from a non-orthonormal parameterization to an orthonormal one.

Remark 17. Let \( A \in \mathbb{R}^{N \times T} \) be an arbitrary matrix. Let \( D \in \mathbb{R}^{T \times T} \) be a negative diagonal matrix (i.e. \( \forall t d_{tt} < 0 \)). Let \( B = ADA^T \). Since \( B \) has rank at most \( T \), we can compute its singular value decomposition \( B = UDU^T \) where \( U \in \mathbb{R}^{N \times T} \) is an orthonormal matrix (i.e. \( U^T U = I \)) and \( D \in \mathbb{R}^{T \times T} \) is a negative diagonal matrix (i.e. \( \forall t d_{tt} < 0 \)). In order to do this, we compute the singular value decomposition of \( A(-D)^{1/2} = UDV^T \). We can recover \( D \) from \( D \) by using \( D = -\tilde{D}^2 \).

Given the previous observation, our computation of conditional distributions will focus only on orthonormal parameterizations.

Lemma 18. Let \( \Omega = UDU^T + cI \) be a precision matrix, where \( U \in \mathbb{R}^{N \times T} \) is an orthonormal matrix (i.e. \( U^T U = I \)), \( D \in \mathbb{R}^{T \times T} \) is an arbitrary diagonal matrix, and \( c \) is an arbitrary real value, such that \( \Omega \) is a well defined precision matrix (i.e. \( \Omega > 0 \)). Assume that \( x \) follows a Gaussian graphical model with mean \( \mu \) and precision matrix \( \Omega \), and assume that we partition the variables into two sets as follows:

\[
x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \mu = \begin{bmatrix} \mu_1 \\ \mu_2 \end{bmatrix}, U = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix} \tag{24}
\]

The conditional distribution of \( x_1 \mid x_2 \) is a Gaussian graphical model with mean \( \mu_{1|2} \) and precision matrix \( \Omega_{1|1} \), such that:

i. \( \mu_{1|2} = \mu_1 - U_1 \tilde{D} U_2^T (x_2 - \mu_2) \)

ii. \( \Omega_{1|1} = U_1 \tilde{D} U_1^T + cI \) \tag{25}

where \( \tilde{D} \in \mathbb{R}^{T \times T} \) is a diagonal matrix with entries \( \forall t d_{tt} = \frac{d_{tt}}{d_{tt} + c} \).

Proof Sketch. By definition of conditional distributions of Gaussians (Lauritzen, 1996) and Theorem 3.
Figure 1: Kullback-Leibler divergence between the ground truth spiked covariance model and the learnt models for different (a) inverse covariance densities, (b) number of components, (c) samples and (d) variables (error bars shown at 90% confidence interval). The Riccati (Ric) method performs better for ground truth with moderate to high density, while the sparse method (Sp) performs better for low densities. The sparse method performs better for ground truth with large number of components, while the Riccati method performs better for small number of components. The behavior of both methods is similar with respect to the number of samples. The sparse method degrades more than the Riccati method with respect to the number of variables.

Table 2: Gene expression datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Disease</th>
<th>Samples</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSE1898</td>
<td>Liver cancer</td>
<td>182</td>
<td>21,794</td>
</tr>
<tr>
<td>GSE29638</td>
<td>Colon cancer</td>
<td>50</td>
<td>22,011</td>
</tr>
<tr>
<td>GSE30378</td>
<td>Colon cancer</td>
<td>95</td>
<td>22,011</td>
</tr>
<tr>
<td>GSE20194</td>
<td>Breast cancer</td>
<td>278</td>
<td>22,283</td>
</tr>
<tr>
<td>GSE22219</td>
<td>Breast cancer</td>
<td>216</td>
<td>24,332</td>
</tr>
<tr>
<td>GSE13294</td>
<td>Colon cancer</td>
<td>155</td>
<td>54,675</td>
</tr>
<tr>
<td>GSE17951</td>
<td>Prostate cancer</td>
<td>154</td>
<td>54,675</td>
</tr>
<tr>
<td>GSE18105</td>
<td>Colon cancer</td>
<td>111</td>
<td>54,675</td>
</tr>
<tr>
<td>GSE1476</td>
<td>Colon cancer</td>
<td>150</td>
<td>59,381</td>
</tr>
<tr>
<td>GSE14322</td>
<td>Liver cancer</td>
<td>76</td>
<td>104,702</td>
</tr>
<tr>
<td>GSE18638</td>
<td>Colon cancer</td>
<td>98</td>
<td>235,826</td>
</tr>
<tr>
<td>GSE33011</td>
<td>Ovarian cancer</td>
<td>80</td>
<td>367,657</td>
</tr>
<tr>
<td>GSE30217</td>
<td>Leukemia</td>
<td>54</td>
<td>964,431</td>
</tr>
<tr>
<td>GSE33848</td>
<td>Lung cancer</td>
<td>30</td>
<td>1,852,426</td>
</tr>
</tbody>
</table>

Table 3: Runtimes for gene expression datasets. Our Riccati method is considerably faster than sparse method.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sparse</th>
<th>Riccati</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSE1898,29638,30378,20194,22219</td>
<td>3.8 min</td>
<td>1.2 sec</td>
</tr>
<tr>
<td>GSE13294,17951,18105,1476</td>
<td>14.9 min</td>
<td>1.6 sec</td>
</tr>
<tr>
<td>GSE14322</td>
<td>30.4 min</td>
<td>1.0 sec</td>
</tr>
<tr>
<td>GSE18638</td>
<td>3.1 hr</td>
<td>2.6 sec</td>
</tr>
<tr>
<td>GSE33011</td>
<td>6.0 hr</td>
<td>2.5 sec</td>
</tr>
<tr>
<td>GSE30217</td>
<td>1.3 days</td>
<td>3.8 sec</td>
</tr>
<tr>
<td>GSE33848</td>
<td>5.4 days</td>
<td>2.8 sec</td>
</tr>
</tbody>
</table>

Figure 2: Negative test log-likelihood for gene expression datasets (error bars shown at 90% confidence interval). Our Riccati (Ric) and sparse Riccati (RicSp) methods perform better than the sparse method (Sp), Tikhonov method (Tik) and the fully independent model (Ind). Since the method of (Mazumder & Hastie, 2012) requires high regularization for producing reasonably sized components, the performance of the sparse method (Sp) when using all the variables degrades considerably when compared to 200 variables.

Definition 8 for $N = 100$ variables, $K = 3$ components and $\beta = 1$. Additionally, we control for the density of the related ground truth inverse covariance matrix. We performed 20 repetitions. For each repetition, we generate a different ground truth model at random.

5 Experimental Results

We begin with a synthetic example to test the ability of the method to recover the ground truth distribution from data. We used the spiked covariance model as in
We then produce $T = 3 \log N$ samples for training and the same number of samples for validation. In our experiments, we test different scenarios, by varying the density of the ground truth inverse covariance, the number of components, samples and variables.

In Figure 1, we report the Kullback-Leibler divergence between the ground truth and the learnt models. For learning sparse models, we used the method of (Friedman et al., 2007). The Riccati method performs better for ground truth with moderate to high density, while the sparse method performs better for low densities. The sparse method performs better for ground truth with large number of components (as expected when $K \in O(N)$), while the Riccati method performs better for small number of components (as expected when $K \ll N$). The behavior of both methods is similar with respect to the number of samples. The sparse method degrades more than the Riccati method with respect to the number of variables.

For experimental validation on real-world datasets, we used 14 cancer datasets publicly available at the Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/). Table 2 shows the datasets as well as the number of samples and variables on each of them. We preprocessed the data so that each variable is zero mean and unit variance across the dataset. We performed 50 repetitions. For each repetition, we used one third of the samples for training, one third for validation and the remaining third for testing. We report the negative log-likelihood on the testing set (after subtracting the entropy measured on the testing set in order to make it comparable to the Kullback-Leibler divergence).

Since regular sparseness promoting methods do not scale to our setting of more than 20 thousands variables, we validate our method in two regimes. In the first regime, for each of the 50 repetitions, we select $N = 200$ variables uniformly at random and use the sparse method of (Friedman et al., 2007). In the second regime, we use all the variables in the dataset, and use the method of (Mazumder & Hastie, 2012) so that the biggest connected component has at most $N' = 500$ variables (as prescribed in (Mazumder & Hastie, 2012)). The technique of (Mazumder & Hastie, 2012) computes a graph from edges with an absolute value of the covariance higher than the regularization parameter $\rho$ and then splits the graph into its connected components. Since the whole sample covariance matrix could not fit in memory, we computed it in batches of rows (Mazumder & Hastie, 2012). Unfortunately, in order to make the biggest connected component of a reasonable size $N' = 500$ (as prescribed in (Mazumder & Hastie, 2012)), a high value of $\rho$ is needed. In order to circumvent this problem, we used a high value of $\rho$ for splitting the graph into its connected components, and allowed for low values of $\rho$ for computing the precision matrix for each component. For our sparse Riccati method, we used soft-thresholding of the Riccati solution with $\lambda = \rho$.

In Figure 2, we observe that our Riccati and sparse Riccati methods perform better than the comparison methods. Since the method of (Mazumder & Hastie, 2012) requires high regularization for producing reasonably sized components, the performance of the sparse method when using all the variables degrades considerably when compared to 200 variables.

In Figure 3, we show the interaction between a set of genes that were selected after applying our rule for removing unimportant variables.

Finally, we show average runtimes in Table 3. In order to make a fair comparison, the runtime includes the time needed to produce the optimal precision matrix from a given input dataset. This includes not only the time to solve each optimization problem but also the time to compute the covariance matrix (if needed). Our Riccati method is considerably faster than the sparse method.

### 6 Concluding Remarks

We can generalize our penalizer to one of the form $\|A\Omega\|^2_\diamond$ and investigate under which conditions, this problem has a low-rank solution. Another extension includes finding inverse covariance matrices that are both sparse and low-rank. While in this paper we show loss consistency, we could also analyze conditions for which the recovered parameters approximate the ground truth, similar to the work of (Rothman et al., 2008; Ravikumar et al., 2011). Proving consistency of sparse patterns is a challenging line of research, since our low-rank estimators would not have enough degrees of freedom in order to accommodate for all possible sparseness patterns. We conjecture that such results might be possible by borrowing from the literature on principal component analysis (Nadler, 2008).
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Abstract

We present a very general approach to learning the structure of causal models based on d-separation constraints, obtained from any given set of overlapping passive observational or experimental data sets. The procedure allows for both directed cycles (feedback loops) and the presence of latent variables. Our approach is based on a logical representation of causal pathways, which permits the integration of quite general background knowledge, and inference is performed using a Boolean satisfiability (SAT) solver. The procedure is complete in that it exhausts the available information on whether any given edge can be determined to be present or absent, and returns “unknown” otherwise. Many existing constraint-based causal discovery algorithms can be seen as special cases, tailored to circumstances in which one or more restricting assumptions apply. Simulations illustrate the effect of these assumptions on discovery and how the present algorithm scales.

1 INTRODUCTION

One of the main goals in many fields of science is to identify the causal relations existing among some set of variables of interest. Such causal knowledge may be inferred both from experimental data (randomized controlled trials) and passive observational measurements. In general the information available from multiple such studies may need to be combined to obtain an accurate picture of the underlying system. In recent years, many approaches to this causal discovery problem have been suggested (Spirtes et al., 1999; Richardson and Spirtes, 1999; Schmidt and Murphy, 2009; Claassen and Heskes, 2010; Peters et al., 2010; Triantafillou et al., 2010), building on the framework of causal Bayes networks (Spirtes et al., 1993; Pearl, 2000). In this framework, causal relations among a set of variables $V$ are represented by a directed graph $G$ in which each variable is represented by a node in the graph, and an arrow from node $x$ to node $y$ indicates that $x$ is a direct cause of $y$ (with respect to $V$).

Although causal models based on directed graphs are often restricted to be acyclic, causal feedback can be represented by permitting directed cycles in $G$, i.e. directed paths from a node back to itself. In addition, unmeasured common causes of two or more nodes in $V$ are commonly represented by allowing bi-directed arrows ($\leftrightarrow$) between any pair of confounded nodes. If there are no such confounders, the set $V$ is said to be causally sufficient.) Thus, in the most general case of cyclic causal structures with latent variables, any pair of nodes $x, y \in V$, with $x \neq y$, can be connected by any combination of the edges $x \rightarrow y$, $y \rightarrow x$, and $x \leftrightarrow y$ (see Figure 1 for examples).

One of the key theoretical concepts in causal models based on directed graphs is the notion of d-separation, due to Geiger et al. (1990). This is a graphical separation criterion that provides the structural counterpart to (conditional) independencies in the probability distribution generated by the model. D-separation is based on paths in the graph. Since a single pair of nodes can be connected by multiple edges, in our model space a path is defined as a sequence of consecutive edges in the graph, without any restrictions on the types or orientations of the edges involved.

Definition 1 (D-separation) A path $p$ is said to be d-separated (or blocked) by a set of nodes $C$ if and only if (i) $p$ contains a chain $i \rightarrow m \rightarrow j$ or a fork $i \leftarrow m \rightarrow j$ such that the middle node $m$ is in $C$, or (ii) $p$ contains an inverted fork (or collider) $i \rightarrow m \leftarrow j$.

1In this representation a latent variable affecting more than two observed variables is represented by two-way confounders (bi-directed edges) between all pairs of nodes corresponding to the affected observed variables.
such that the middle node $m$ is not in $C$ and such that no descendant of $m$ is in $C$. A set $C$ is said to d-separate $x$ from $y$ if and only if $C$ blocks every path from $x$ to $y$. (Pearl, 2000)

When applying Definition 1 to graphs with bi-directed edges such as in Figure 1(b), the bidirected edge $z \leftarrow w \rightarrow w$ can be viewed as a latent structure $z \leftarrow l_{zw} \rightarrow w$.

In acyclic models, such as causal Bayes networks, if two nodes $x$ and $y$ are d-separated given a set $C$ then the corresponding random variables are statistically independent when conditioning on $C$ in the probability distribution generated by the model. If there are no statistical independencies in the distribution other than those implied by d-separation applied to the underlying graph, the distribution is said to be faithful to the graph. Thus, under an assumption of faithfulness causal discovery procedures can use the outcomes of statistical independence tests, applied to the observed data, to infer d-separation and hence structural properties of the underlying graph. For example, if in a set of four variables $V = \{x, y, z, w\}$ it is found that (i) $x$ is unconditionally independent of $y$, (ii) $x$ is independent of $w$ given $z$, (iii) $y$ is independent of $w$ given $z$, and (iv) no other unconditional independencies are found, then the well-known PC-algorithm (Spirtes et al., 1993) will infer that the underlying causal structure is the one in Figure 1(a).

While the correspondence between probabilistic independence and d-separation is known to hold generally for acyclic models (even when there are latent variables), the case is not as clear for cyclic models. The correspondence is known to hold for linear causal relations with Gaussian error terms, i.e. non-recursive linear Gaussian structural equation models (Spirtes, 1995), and can be extended to models with correlated error terms, which is one way to account for causally insufficient sets of variables. A general characterization of the parameterizations of cyclic models (with latent variables), for which the correspondence between d-separation and probabilistic independence holds, is not known (Pearl and Dechter, 1996; Neal, 2000).

Following the standard approach of non-parametric causal discovery algorithms, we use d-separation relations as the basic input to our procedure, but acknowledge that in the cyclic case only the linear Gaussian models are known to provide the appropriate correspondence with statistical independence. We allow for a set-up similar to the overlapping data sets approach of the ION-procedure (Tillman et al., 2009) in that we do not restrict ourselves to a single data set measured over some set of observed nodes, but can handle d-separation relations that were obtained from different (overlapping) sets $V_i$ of nodes. Analogously to Hyttinen et al. (2012) we generalize the overlapping data sets case to allow that the $V_i$ can contain nodes that are known to have been subject to a randomized experiment. Nevertheless, the target of our discovery procedure is the underlying causal graph $G$ over the set of nodes $V = \bigcup_i V_i$, implying that $G$ may contain edges between nodes that are never measured together in the same data set.

2 PROBLEM SETTING

We consider the space of cyclic causal models $G$ over the (jointly) causally insufficient set of nodes $V = \bigcup_i V_i$, where each $V_i$ specifies the nodes present in experiment $E_i = (J_i, U_i)$. $J_i$ and $U_i$ form a partition of $V_i$ such that the nodes in $J_i$ are randomized simultaneously and independently and the nodes in $U_i$ are passively observed ($J_i$ can be empty to allow for passive observational settings). We use the following simplification of the d-separation criterion:

**Definition 2 (D-separation)** A path is d-connecting with respect to a conditioning set $C$ if every collider $c$ on the path is in $C$ and no other nodes on the path are in $C$, otherwise the path is d-separated (or “blocked”).

Definition 2 is equivalent to Definition 1 when an edge can be used multiple times in a path (Studený, 1998; Koster, 2002). For example, the sequence of edges $x \rightarrow z \rightarrow w \leftarrow z \leftarrow y$ in the graph in Figure 1(a) is d-connecting with respect to conditioning set $C = \{w\}$. The extension of d-separation to experimental settings is straightforward: a d-connecting path may only contain a node $x \in J$ if $x \notin C$ and $x$ is a fork (common cause) on the path or the source of the path. We write $x \perp y \ | C \ | J$ (resp. $x \perp y \ | C \ | J$) to denote that $x$ is d-separated from (resp. d-connected to) $y$ given $C$ in the experiment with intervention set $J$. We assume we have a d-separation oracle that returns the truth values of statements of the form $x \perp y \ | C \ | J_i$ in the true graph $G$, for any pair of distinct nodes $x, y$ and set of nodes $C$ that occur together in some $V_i$.

It is well known that even in the presence of randomized experiments the set of all d-separation relations over the set of nodes in general underdetermines the true causal structure even for much more restricted model spaces than we consider here. So the discov-
every task is to determine for each pair of nodes in \( V \) and for each edge type \((\leftarrow, \rightarrow, \leftrightarrow)\) whether the edge is present, absent or if its existence is unknown. In addition we determine possible indirect (ancestral) causal relations: for each ordered pair of nodes \((x, y)\), whether a directed path \( x \rightarrow \cdots \rightarrow y \) exists, does not exist or if its existence is unknown.

3 SAT AND BACKBONES

Our algorithm for causal structure discovery is based on computing the so-called backbone of a given formula in propositional logic. We employ a Boolean satisfiability (SAT) solver (Biere et al., 2009) to determine the backbone, which can be directly interpreted as the solution to the structure discovery task. This section provides an overview on SAT and backbones.

Propositional formulas are built from Boolean variables by repeated application of the connectives \( \neg \) (negation), \( \lor \) (disjunction, logical OR), \( \land \) (conjunction, logical AND), \( \Rightarrow \) (implication) and \( \Leftrightarrow \) (equivalence). Any propositional formula can be represented in *conjunctive normal form* (CNF) using a standard linear-size encoding (Tseitin, 1983). For a Boolean variable \( X \), there are two literals, \( X \) and \( \neg X \). A *clause* is a disjunction of literals; a CNF formula is a conjunction of clauses. A truth assignment is a function \( \tau \) from Boolean variables to \{0, 1\}. A clause \( C \) is satisfied by \( \tau \) if \( \tau(X) = 1 \) for some literal \( X \) in \( C \), or \( \tau(X) = 0 \) for some literal \( \neg X \) in \( C \). A CNF formula \( F \) is satisfiable if there is an assignment that satisfies all clauses in \( F \), and unsatisfiable otherwise. The NP-complete Boolean satisfiability (SAT) problem asks whether a given CNF formula \( F \) is satisfiable.

Implementations of decision procedures for SAT, so-called SAT solvers, can in practice not only determine satisfiability of CNF formulas, but also produce a satisfying truth assignment for satisfiable formulas. The most efficient SAT solvers are based on the complete conflict-driven clause learning (CDCL) search algorithm (Marques-Silva and Sakallah, 1999; Moskewicz et al., 2001; Eén and Sörensson, 2004). Central to CDCL is the ability to derive lemmas (in terms of new CNF clauses) based on non-solutions detected during search, which makes the search performed by CDCL SAT solvers differ from standard depth-first backtracking search. In many cases, the state-of-the-art CDCL SAT solvers can solve SAT instances consisting of millions of clauses and variables (Järvisalo et al., 2012).

If a Boolean variable \( X \) takes the same value in all satisfying truth assignments of a given CNF formula \( F \), \( X \) is called a *backbone variable* of \( F \); the value \( X \) is assigned to in all satisfying assignments is called the polarity of \( X \). The set of backbone variables (or simply, the backbone) of a formula \( F \) can be computed by a linear number of calls (in the number of variables in \( F \)) to a SAT solver: if exactly one of \( F \land X \) and \( F \land \neg X \) is satisfiable, then \( X \) is in the backbone of \( F \).

4 ENCODING D-SEPARATION

Figure 2 shows our propositional encoding for the d-connection property. The encoding allows to represent both d-separation and d-connection relations as constraints directly on the edges present or absent in the underlying causal graph. In essence, the encoding spells out Definition 2 (extended to experiments) by expressing the conditions for paths being blocked or unblocked.

In the encoding, Boolean variables \([x \rightarrow y]\) and \([x \leftrightarrow y]\) represent the underlying causal graph. For each pair of distinct nodes \( x, y \in V \), the Boolean variable \([x \rightarrow y]\) (variable \([x \leftrightarrow y]\), respectively) takes the value 1 if and only if the edge \( x \rightarrow y \) (edge \( x \leftrightarrow y \), respectively) is present in the graph.\(^2\) The Boolean variable \([x \not\perp y | C | J]\) is 1 if and only if \( x \) and \( y \) are d-connected in the underlying graph when conditioning on \( C \) and intervening on \( J \). To encode the different types of d-connecting paths of length \( l \) between pairs of nodes \( x, y \) when conditioning on \( C \) and intervening on \( J \) (Eqs. 1–7), Boolean variables \([x_{\max} \cdots y_{\max}]\), \([x \rightarrow_{C, J} y]\), \([x \leftarrow_{C, J} y]\) and \([y \rightarrow_{C, J} x]\) are introduced, with the respective arrowheads and edge-tails as indicated.

In general, d-connecting paths in a cyclic graph can have infinite length, length of a path being the number of its edges. However, as shown in Appendix B, only paths of a maximum length \( l_{\max} = 2|V| - 4 \) need to be considered. These Boolean variables are hence defined for all paths (of the four types) of length \( l = 1, \ldots, l_{\max} \) and for all pairs of nodes in \( V \).

The constraint requiring that a specific d-connection \( x \not\perp y | C | J \) is present is constructed by taking the conjunction of the variable \([x \not\perp y | C | J]\) and Equations 1–7. Similarly, the constraint requiring that a specific d-separation \( x \perp y | C | J \) is present is the conjunction of \( \neg[x \not\perp y | C | J]\) and Equations 1–7.

From a causal perspective, for a d-connection \( x \not\perp y | C | J \) the encoding splits the d-connecting paths into four groups (Eq. 1): (i) paths that start with an edge-tail at \( x \) and end with an arrowhead at \( y \), (ii) paths that start with an arrowhead at \( x \) and end with an edge-tail at \( y \), (iii) paths that start with an arrowhead at \( x \) and end with an arrowhead at \( y \), and (iv)

\(^2\)We omit self-loops, i.e. edges from a node to itself, as they do not affect the d-connectedness of a graph.
Encoding of d-connection between nodes \( x, y \) given conditioning set \( C \) and intervention set \( J \).

\[
[x \perp y | C] \iff \bigvee_{l=1}^{l_{\text{max}}} \left( [x \frac{l}{C,J} > y] \lor [y \frac{l}{C,J} > x] \lor [x \frac{l-1}{C,J} > y] \lor [x \frac{l-1}{C,J} \leq y] \right)
\]  

(1)

Paths of length 1:

\[
[x \frac{1}{C,J} > y] \iff \begin{cases} [x \rightarrow y] & \text{if } y \notin J \\ 0 & \text{otherwise} \end{cases}
\]  

(2)

\[
[x \frac{1}{C,J} < y] \iff \begin{cases} [x \leftrightarrow y] & \text{if } x \notin J \text{ and } y \notin J \\ 0 & \text{otherwise} \end{cases}
\]  

(3)

\[
[x \frac{1}{C,J} \leq y] \iff 0
\]  

(4)

Paths of length \( l = 2, \ldots, l_{\text{max}} \):

\[
[x \frac{l}{C,J} > y] \iff \bigvee_{z \in C} \left( [x \frac{1}{C,J} > z] \land [z \frac{l-1}{C,J} > y] \right) \lor \bigvee_{z \in C} \left( [y \frac{l-1}{C,J} > z] \land [z \frac{l-1}{C,J} > y] \right)
\]  

(5)

\[
[x \frac{l}{C,J} < y] \iff \bigvee_{z \in C} \left( [x \frac{1}{C,J} < z] \land [z \frac{l-1}{C,J} > y] \right) \lor \bigvee_{z \in C} \left( [y \frac{l-1}{C,J} > z] \land [z \frac{l-1}{C,J} > y] \right)
\]  

(6)

\[
[x \frac{l}{C,J} \leq y] \iff \bigvee_{z \in C} \left( [x \frac{1}{C,J} \leq z] \land [z \frac{l-1}{C,J} > y] \right) \lor \bigvee_{z \in C} \left( [y \frac{l-1}{C,J} > z] \land [y \frac{l-1}{C,J} > z] \right)
\]  

(7)

Figure 2: Encoding d-connection via paths between pairs of nodes.

paths that start with an edge-tail at \( x \) and end with an edge-tail at \( y \). The paths are built up recursively in terms of length \( l \) (Eqs. 5, 6, and 7). By keeping track of the path lengths we ensure that each path bases out through Eqs. 2 and 3 on the actual edges in the graph, whose presence is represented by Boolean variables \([x \rightarrow y]\) and \([x \leftrightarrow y]\). There are no paths of type (iv) with length 1, as such a path must involve at least one collider (in \( C \)) to have tails at both ends (hence Eq. 4). The shortest valid case is of length \( l = 2 \) and results from the second half of Eq. 7. By explicitly keeping track of the terminal edge-marks in each path variable, the encoding ensures that all colliders on a d-connecting path are in the conditioning set \( C \), and all non-colliders are not in \( C \). The base cases (Eqs. 2 and 3) ensure that there is no path with an edge into a variable that is intervened on (into \( y \in J \)).

For each given d-separation relation \( x \perp y | C \) (or similarly each d-connection relation \( x \not\perp y | C \)), the whole encoding, including Eqs. 1–7, is cubic in the number \(|V|\) of nodes. Furthermore, it is important to notice that our algorithm, as described next, does not generate the constraints in Eqs. 1–7 for all possible d-separation and d-connection relations at once. The constraints for individual relations are generated only on demand during the execution of the algorithm, in many cases avoiding generating an exponential number of constraints needed to represent all possible d-separation and d-connection relations.

The SAT-based approach to causal structure discovery by Triantafillou et al. (2010) uses an encoding based on partial ancestral graphs (PAGs), a particular form of equivalence class. Their encoding does not suffice for our purposes, since it is restricted to acyclic causal structures in non-experimental settings, and given experiments it is often possible to distinguish between different graphs that for passive observational data belong to the same PAG.

5 ALGORITHM

The encoding of d-separation relations presented in the previous section can be used for a variety of discovery applications. For the purpose of illustration we will present here one algorithm for a common discovery setting. The extension to other settings is then easily explained. Algorithm 1 iterates over three steps until all d-separation relations are known: (1) finding a set of d-separation/connection tests \( T_c \) (in order of increasing conditioning set size) with currently unknown result, and determining those relations \( D_c \); (2) generating the additional constraints encoding the relations in \( D_c \) (recall the encoding in Figure 2), and (3) computing the backbone over the propositional formula.
Algorithm 1 SAT-based causal structure discovery

Initialize solution $S$ for the edge variables $[x \rightarrow y], [x \leftrightarrow y]$ of each pair of distinct nodes $x, y \in V$ to status unknown.

Initialize $\varphi$ to be the empty propositional formula.

For conditioning set size $c$ from 0 to $|V| - 2$:

1. Determine d-separation/connection relations.
   - Find a set $T_c$ of d-separation/connection tests with conditioning set size $c$ that are undetermined given $S$.
   - Determine the d-separation/connection relation for each test in $T_c$, and let set $D_c$ consist of these relations.

2. Refine the working formula $\varphi$.
   - For each $x \perp y | C || J$ in $D_c$:
     - $Encode \ x \perp y | C || J$ using equations 1-7: $\varphi := \varphi \land E(x \perp y | C || J)$.
   - For each $x \not\perp y | C || J$ in $D_c$:
     - $Encode \ x \not\perp y | C || J$ using equations 1-7: $\varphi := \varphi \land E(x \not\perp y | C || J)$.

3. Incremental backbone computation with SAT solver
   - Compute $B$: the set of edge-variables $[x \rightarrow y], [x \leftrightarrow y]$ in the backbone of $\varphi$.
   - For each edge variable $e$ in $B$:
     - If $e \in B$ with polarity 1, set status of $e$ to present in $S$.
     - If $e \in B$ with polarity 0, set status of $e$ to absent in $S$.

Output $S$: the status of each edge.

consisting of the constraints generated so far.

In Step 1 we apply a pruning heuristic (described in Appendix A) that guarantees that all unknown d-separation relations are found, but remains computationally tractable. We use a d-separation oracle (see Section 2) to determine the result of each test.

In Step 2, given a d-connection relation $x \not\perp y | C || J$, the subroutine $Encode$ returns the conjunction of $[x \not\perp y | C || J]$ and the formulas in Eqs. 1–7. Similarly, given a d-separation relation $x \perp y | C || J$, the subroutine $Encode$ returns the conjunction of $[x \not\perp y | C || J]$ and the formulas in Eqs. 1–7. Note that for each combination of $C$ and $J$, Eqs. 2–7 need to be added only once into $\varphi$ (also guaranteed by our current implementation). This is important in practice, so that the SAT solver is not suffocated with many copies of the same constraints.

In Step 3, a SAT solver is used incrementally for determining which of the edge-variables in the current working formula $\varphi$ are in the backbone of $\varphi$. The polarity of these backbone variables determines whether the corresponding edges are present or absent.

Like other constraint based causal discovery algorithms, Algorithm 1 considers d-separation relations in order of the size of the conditioning set $C$. For sparse graphs, this enables a rapid pruning of the constraint generation on the basis of the simplest tests.

But unlike other constraint based algorithms, Algorithm 1 can explicitly include known d-connections, rather than assuming that there is a d-connection whenever no d-separation is found (see also Section 7).

Algorithm 1 is easily adjusted to consider an arbitrary set of d-separation/connection relations as input, as long as the set of nodes $V$ is specified from the outset. If the set is small, one can just run step 2 and 3 to compute the backbone using all available relations, otherwise one can run the full procedure, simply omitting relations from $D_c$ that are not available in the set. It will terminate when all relations are encoded or when no more are needed, as determined by step 1.

In Algorithm 1 we use the status on each edge as the output. If other aspects of the graphs are of interest, one can easily define other variables and compute the backbone over them. In Section 6 we use this feature to determine which ancestral relationships are known.

5.1 BACKGROUND KNOWLEDGE AND MODEL SPACE ASSUMPTIONS

Although we have considered a very general model space, restricting the procedure to smaller spaces is simple. Focusing on just one data set rather than a set of overlapping data sets, or only considering passive observational data and no experiments, requires no adjustments of Algorithm 1. If one has reason to believe that there are no unmeasured nodes, i.e. that $V$ is (jointly) causally sufficient, then setting

$$[x \leftrightarrow y] \iff 0$$

for all pairs of nodes in the encoding will enforce this restriction. If one is only interested in acyclic causal structures, then adding the constraint

$$\neg[x \not\perp y | \emptyset || \{x\}] \lor \neg[x \not\perp y | \emptyset || \{y\}]$$

for each pair of nodes, together with the respective path definitions (Eqs. 2–7), is sufficient. Eq. 9 disallows cycles by enforcing that there cannot be a directed path from $x$ to $y$ and a directed path from $y$ to $x$. Since the conditioning set in each of the d-connection claims in Eq. 9 is empty, there cannot exist any colliders in the d-connecting paths. The intervention on $x$ and $y$, respectively, in each of the claims in Eq. 9 ensures that d-connections due to common causes are excluded. Only directed paths are involved in $x \not\perp y | \emptyset || \{x\}$ and $x \not\perp y | \emptyset || \{y\}$. In Section 5.2 we use this flexibility to generate the same causal inferences as other d-separation based algorithms.

More generally, the encoding allows for including various types of background knowledge. One can enforce that a particular edge is present or absent, that particular ancestral relations are maintained or disallowed,
that specific paths (with, if needed, particular way-points and of a specific length) are present or absent. The type of knowledge that can be encoded is more general than any other constraint based procedure we are aware of, including the additions to the cSAT+ algorithm by Borboudakis et al. (2011). One is in principle only limited by what can be encoded in terms of a Boolean constraint over the edge and path variables. We think this could be of enormous utility to applications with significant domain knowledge or when qualitative causal relations are discovered by other means (e.g. using the additive noise or non-Gaussian techniques of Peters et al. (2010) and Hoyer et al. (2008)).

5.2 COMPLETENESS

For more restricted model spaces, graphical represen-
tations of the classes of d-separation-equivalent graphs have been developed (e.g. partial ancestral graphs). We do not have a similar representation for our more general model space and it is unclear whether an easily interpretable representation is possible, since there can be graphs that share the same d-separation relations, but differ in adjacencies, orientations and ancestral relationships. By only providing the status of each edge as output of Algorithm 1, we follow Triantafillou et al. (2010) who used this solution format in light of the often (even computationally) unmanageable output of the ION-algorithm (which does not consider cyclic graphs). The downside is that this output is not fully informative about the solution space. For example, if d-separation relations were obtained from a passive observation of the graph \( x \rightarrow y \rightarrow z \), then the current output does not represent that \( x \rightarrow y \leftarrow z \) is not a solution. Instead, it would (among other things) mark all edges of adjacent nodes as unknown, since \( x \leftarrow y \leftarrow z \) is also a solution. Nevertheless, it is trivial to query our procedure about graphical aspects that are not represented in the output. Since the complete solution space is implicitly represented by the working formula \( \varphi \), the SAT-solver can easily determine that \( x \rightarrow y \leftarrow z \) is not a valid solution in this example. Similarly, one can query the status of any other structural proposition by constructing a Boolean variable \( X \) for it using the edge or path variables in the encoding, and determining whether \( X \) is in the backbone of \( \varphi \) or not. If it is, then polarity 1 indicates that \( X \) is true for all graphs that satisfy \( \varphi \), while polarity 0 indicates that \( X \) is false for all graphs that satisfy \( \varphi \). If \( X \) is not in the backbone, then there is a graph \( G_{x} \) that satisfies \( \varphi \), for which \( X \) is true, and a graph \( G_{\neg X} \) that satisfies \( \varphi \), but for which \( X \) is false. This is one, given the encoding perhaps trivial, sense in which our procedure is complete for any propositional query given the d-separation/connection relations (and any model space restrictions) as input. We call this query-completeness.

A different type of completeness is used in the context of other constraint based algorithms. Given the d-separation tests that an algorithm performs, we say that an algorithm is d-separation complete if all d-separation relations over the set of nodes are known. The PC-algorithm (for acyclic graphs over a causally sufficient set of nodes), the FCI-algorithm (for acyclic graphs over a causally insufficient set of nodes) and the CCD-algorithm (for cyclic graphs over a causally sufficient set of nodes) are all d-separation complete for their model spaces, respectively (Spirtes et al., 1993; Richardson, 1996; Spirtes et al., 1999). Relying on the model space assumptions, the algorithms conduct just enough d-separation tests to determine all d-separation relations of the graphs in the solution space, even relations that the algorithms did not explicitly test. None of these algorithms are d-separation complete when their model space assumptions are violated: Figure 1(b) gives a cyclic graph for which FCI is not d-separation complete, since it does not test whether \( x \perp y | \{w, z\} \). The graph with latent confounders in Figure 3 is an example for which CCD is not d-separation complete, because it does not determine the d-separation \( x_{1} \perp x_{5} | \{x_{2}, x_{3}, x_{4}\} \). PC does not handle either graph. These limitations illustrate that achieving d-separation completeness without performing all tests is a non-trivial problem in the general model space we consider (containing both graphs). Once we consider overlapping data sets, there are d-separation relations involving nodes that do not occur together in any \( V_{i} \). Sometimes these can be determined from the other d-separation relations, but often they remain undetermined even when all the d-separation relations within each \( V_{i} \) are established. For this setting we adjust the definition of d-separation completeness to require that exactly those relations that cannot be determined (in the sense just described) are left unknown and all others are determined.

For cyclic models with latent variables in overlapping experimental or observational data sets, Algorithm 1 is d-separation complete, and in general it will not test all available d-separation relations. But in the present implementation (of step 1) we resort to simple safe heuristics to avoid some redundant tests, and otherwise apply brute force (see Appendix A). It is an open challenge to further reduce the number of tests performed while preserving d-separation completeness. We cannot employ a simple variant of the efficient test schedules of FCI and CCD, as they select subsequent tests on the basis of a graphical representation of the knowledge acquired so far that is specific to their restricted model spaces. But given those restrictions, we can adopt the test schedules: Using FCI as basis, the ION-algorithm (which also assumes acyclicity) is d-separation complete for pas-
Figure 3: An (acyclic) graph with latents for which the CCD-algorithm is not d-separation complete.

sively observed overlapping data sets (Tillman et al., 2009). Similarly, if we assume acyclicity, we can use instead of our heuristic the test schedule of FCI in Algorithm 1 when analyzing overlapping experimental data sets: run FCI on each individual data set (experimental or not) and input to Algorithm 1 the results of the tests that FCI considered on each individual data set (together with the acyclicity constraints in (9) for the FCI model space). Algorithm 1 will then combine the information across data sets and output all information available on the status of each edge in the true graph. The set of d-separation relations tested by FCI is sufficient for d-separation completeness for the V_i in that data set. Interventions do not affect the d-separation completeness, since the manipulated graph in any experiment still satisfies all model space assumptions of FCI. (One could avoid some tests by further book-keeping of the information about the interventions, but for d-separation completeness it is unnecessary.) Given FCI’s d-separation completeness on each data set, the constraints generated by feeding the test results to Algorithm 1 imply that all d-separations relations that could be tested, are already determined. Any d-separation relation still unknown cannot be determined. By assuming acyclicity we thus obtain d-separation completeness using the efficient FCI schedule of tests for overlapping data sets with experiments. As Algorithm 1 is also query-complete, we have a general procedure for the approaches of Lagani et al. (2012).

An analogous argument for cyclic graphs without latent nodes, using the test schedule of CCD, can only be made if we assume that the nodes in V are all observed in all (possibly experimental) data sets. In the overlapping setting, causal sufficiency can be violated in the individual data sets and, as shown above, CCD is not d-separation complete for such a model space.

6 SIMULATIONS

To determine the effectiveness of the proposed approach, we implemented Algorithm 1 and investigated the properties of the method empirically. Our implementation is based on the MiniSAT solver (Eén and Sörensson, 2004, 2003). The code is available at http://www.cs.helsinki.fi/group/neuroinf/nonparam/.

First, we investigated the extent to which our approach, and in particular the SAT solver used, is able to solve the large problem instances generated by non-trivial graphs. We generated random directed graphs of size n = 5 . . . 12 nodes, in which each of the edges (both directed and bidirected) was independently included with probability 0.2. We then generated a random set of 10 overlapping experiments, in each of which each node was independently and with equal probability chosen to be either intervened, passively observed, or unobserved. Finally, we computed all observable d-separation/connection relations; these constituted the input to our procedure.

Figure 4(a) gives, for each value of n, the median runtime based on 100 random problem instances, for the complete procedure (solid curve), and when only considering conditioning sets C with two or fewer elements (dotted curve). Note that most instances involving a relatively small number of nodes (on the order of 10 or less) can be solved by the complete procedure in minutes, if not seconds. We emphasize that these are not trivial problems: No other existing causal discovery procedure can handle our model space (allowing both latents and cycles), nor our very general experimental setup (overlapping data sets including interventions).

At the same time, it is quite clear that, at least in its current implementation, the method does not scale to much larger numbers of variables. Scalability could be achieved with a more efficient search for unknown d-separations in Step 1 of the algorithm.

An effective way to reduce the run-time of the algorithm is to limit the size of the conditioning sets considered (dotted line in Figure 4(a)). While this means that completeness is not guaranteed, Figure 4(b) shows that in most cases very little is lost in terms of identifiability. We randomly sampled 100 problem instances as above, except that we now fixed the number of nodes to n = 8. The red solid curve shows the proportion of true directed edges (i.e. x → y in the true graph) which were identified as a direct edge (as opposed to unknown, since no errors are made). Similarly, the red dashed curve shows the identification of absences of direct edges, and the remaining curves indicate the amount of bidirected edges and existence of directed paths (ancestral relationships) identified. A key observation is that tests of higher order (roughly |C| ≥ 3) provide very little additional information over those involving smaller conditioning sets.

Finally, we investigated the extent to which our very general model space (allowing both cycles and latents) is detrimental to identification when the true model is more restricted. We generated a total of 300 random problem instances using the same procedure as above, each with n = 8 nodes, where the first 100 models were restricted to being acyclic, the second 100 were restricted to contain no latents (i.e. no edges of the form x ↔ y in the true graph over V), and the remaining
Figure 4: (a) Median run-time of the procedure as a function of the total number of nodes in the model. The dotted line gives the median run-time when restricting to $\max |C| = 2$. (b) Proportion of edges (solid lines) and absences of edges (dashed lines) identified, as a function of $\max |C|$. Directed edges are shown in red, bidirected edges (confounders) in green, and directed paths (ancestral relationships) in blue.

100 were both acyclic and contained no latents. Figure 5 shows the proportion of direct edges identified, and the proportion of absences of direct edges identified, as a function of the assumptions used (assuming an acyclic model, assuming no latents, assuming both, or assuming neither). The general message is that very little identifiability seems to be lost when assuming the more general model spaces in this experimental setup.

7 DISCUSSION

By focusing exclusively on d-separation and d-connection relations obtained without errors we have so far taken the approach used by other constraint-based algorithms in the literature (PC, FCI, CCD, ION, IOD, cSAT+ etc.) to separate the causal from the statistical inference. As an important direction for future work, we now briefly discuss integrating statistical inference.

In most realistic situations d-separation/connection relations are determined by independence tests from statistical data. Such tests, especially when performed in large numbers, produce errors due to the finite number of samples available and problems of multiple testing. All other constraint-based causal discovery algorithms face similar problems. In our case, the errors can result in d-separation/connection relations that are contradictory. Since the logical encoding is simply unsatisfiable in such cases, no output is given. But there are more interesting features of the encoding and the algorithm that hold promise to be useful with actual statistical data. First, since no definite answer is required of a d-separation test, we can enforce different p-value thresholds to detect independencies and dependencies (see Tsamardinos et al. (2012)). If a p-value of a test falls between the thresholds, the d-separation relation can be treated as unknown, by just not adding any constraints into the working formula $\varphi$. This approach does not completely avoid conflicts, but reduces their number and allows for at least some more control than many extant algorithms are able to offer. A second approach to dealing with statistical issues would be to exploit extensions of SAT, especially Boolean optimization in terms of maximum satisfiability (MaxSAT) of propositional formulas (Biere et al., 2009), where the task is to find a truth assignment that satisfies the maximum number of CNF clauses. Hence a MaxSAT solver could be used for discovering causal models that entail a minimal number of contradictory d-separation/connection relations in the input.

8 CONCLUSION

We presented a causal discovery procedure for a very general model space: to our knowledge, it is currently the only nonparametric causal discovery algorithm that allows for a model space that includes graphs with cycles and latent confounders (recall the discussion on cycles and d-separation in Section 1). The algorithm can be applied to overlapping data sets, whether they are experimental or passive observational, and can incorporate a large variety of different background information if available. It does not depend on parametric restrictions such as linearity (Hyttinen et al., 2012), and requires only the ability to test for d-separation/connection relations.

SAT-based procedures have been previously proposed for the more restricted space of acyclic causal models (Triantafillou et al., 2010; Borboudakis and Tsamardinos, 2012). However, ours is the first procedure that is complete with respect to overlapping surgical experiments, and additionally handles a model...
space that allows for cycles. In order to capture the more general model space, we employ a novel logical encoding of d-separation and d-connection relations. The Boolean constraints for individual relations are generated iteratively and only on demand during the execution of our procedure, and an incremental SAT solver is used for iteratively computing the backbone of the Boolean constraints. Our procedure can also be easily used for the more restricted model spaces by introducing additional Boolean constraints. By constraining the model space to causally sufficient or acyclic causal structures we can perform the inferences of the standard algorithms in the literature, such as PC, FCI, ION, IOD, eSAT+ and CCD for moderately sized graphs. The inferences made are complete in the most general and in the more restricted settings.

A PRUNING HEURISTICS

In the (intermediary) solution \(S\) describing our current knowledge some edges are present, some are absent and the presence of some edges is unknown. We consider two graphs \(G_1\) and \(G_2\), such that they agree on all the edges that are determined, but \(G_1\) omits all undetermined edges, while \(G_2\) includes all undetermined edges as present. As removing edges can only result in more d-separation relations, a d-connection relation present in \(G_1\) must be present in all solutions. Similarly, a d-separation relation present in \(G_2\) must be present in all possible solutions. Only the remaining tests are possibly informative. This is a safe heuristic that turns out to be computationally feasible, as forward calculation of d-separation/connection relations for a fully defined graph is fast for the model sizes we are considering. In addition, we also omit tests with conditioning sets that contain nodes that cannot be on a d-connecting path between the nodes in question.

B LIMIT ON THE PATH LENGTH

Written solely in terms of edge variables, the right-hand side of Eq. 1 is a large disjunction of d-connecting paths up to length \(l_{\text{max}}\) for the relation on the left-hand side. As a path of arbitrary length can be d-connecting, \(l_{\text{max}}\) should be infinite to guarantee soundness of the formulation. Here we show that only paths of lengths up to a certain upper bound need to be considered. The following lemma, proven at the end of this appendix, is essential in showing this.

**Lemma 1** If there exists a path that is d-connecting with respect to \(x \perp y | C \perp J\) and longer than \(2|V| - |C \cup J \cup \{x, y\}| - 1\) edges, then there exists a shorter path that is d-connecting with respect to the same relation.

Consider a path \(p_{\text{long}}\) that is d-connecting for \(x \perp y | C \perp J\) and longer than \(2|V| - |C \cup J \cup \{x, y\}| - 1\). By Lemma 1 there is a path \(p_{\text{short}}\) with at most length \(2|V| - |C \cup J \cup \{x, y\}| - 1\) edges that is d-connecting with respect to the same relation. Now the expanded version of the right hand side of Equation 1 has the form: \(\ldots \lor [p_{\text{short}}] \lor [p_{\text{long}}] \lor \ldots\). The only situation where such a constraint may have a different value than \(\ldots \lor [p_{\text{short}}] \lor \ldots\) is when \(p_{\text{long}}\) exists and \(p_{\text{short}}\) does not. This is impossible by the construction of \(p_{\text{short}}\) using Lemma 1. We can thus ignore \([p_{\text{long}}]\) and all paths longer than \(2|V| - |C \cup J \cup \{x, y\}| - 1\). We can set \(l_{\text{max}} = 2|V| - 4\), since if \(C = \emptyset\), then paths have at most length \(|V| - 1\).

**Proof of Lemma 1** The following six rules always give a shorter d-connecting path with respect to the same relation. The deleted part is underlined on the left. Circles indicate arrowhead or tail.

\[
\begin{align*}
\text{If } x_1 \ldots x_n y & \Rightarrow x_1 \ldots x_n y \\
\text{If } x_1 \ldots y & \Rightarrow x_1 \ldots y \\
\text{If } \ldots \Rightarrow \ldots & \Rightarrow \ldots \\
\text{If } \ldots \Rightarrow \ldots & \Rightarrow \ldots \\
\text{If } \ldots & \Rightarrow \ldots \\
\text{If } \ldots & \Rightarrow \ldots 
\end{align*}
\]

The rules imply that if a middle node \(z\) appears three times on a d-connecting path, the path will necessarily have at least one of the forms on the left in (12-15). (A path can never be d-connecting if the same node appears both as a collider and a non-collider somewhere on the path.) Thus a node can appear at most two times in paths that cannot be shortened.

First, consider the case with no colliders on the path. The only situation where a d-connecting path cannot be shortened and a node appears twice, occurs when the path has the form \(\ldots z \ldots z \ldots z \ldots\). This path cannot be d-connecting without a collider between the instances of \(z\). Thus, without colliders a path that cannot be shortened has at most \(|V|\) nodes and thus length \(|V| - 1\). Second, if the path cannot be shortened, each node in \(C \cup J \cup \{x, y\}\) can appear at most once due to (10-15). The remaining nodes can appear at most twice. This makes a total of \(2|V| - |C \cup J \cup \{x, y\}|\) nodes. Hence the length of the path is at most \(2|V| - |C \cup J \cup \{x, y\}| - 1\).
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Abstract

A mixture of Gaussians fit to a single curved or heavy-tailed cluster will report that the data contains many clusters. To produce more appropriate clusterings, we introduce a model which warps a latent mixture of Gaussians to produce nonparametric cluster shapes. The possibly low-dimensional latent mixture model allows us to summarize the properties of the high-dimensional clusters (or density manifolds) describing the data. The number of manifolds, as well as the shape and dimension of each manifold is automatically inferred. We derive a simple inference scheme for this model which analytically integrates out both the mixture parameters and the warping function. We show that our model is effective for density estimation, performs better than infinite Gaussian mixture models at recovering the true number of clusters, and produces interpretable summaries of high-dimensional datasets.

1 Introduction

Probabilistic mixture models are often used for clustering. However, if the mixture components are parametric (e.g. Gaussian), then the clustering obtained can be heavily dependent on how well each actual cluster can be modeled by a Gaussian. For example, a heavy tailed or curved cluster may need many components to model it. Thus, although mixture models are widely used for probabilistic clustering, their assumptions are generally inappropriate if the primary goal is to discover clusters in data. Dirichlet process mixture models can alleviate the problem of an unknown number of clusters, but this does not address the problem that real clusters may not be well matched by any parametric density.

In this paper, we propose a nonparametric Bayesian model that can find nonlinearly separable clusters with complex shapes. The proposed model assumes that each observation has coordinates in a latent space, and is generated by warping the latent coordinates via a nonlinear function from the latent space to the observed space. By this warping, complex shapes in the observed space can be modeled by simpler shapes in the latent space. In the latent space, we assume an infinite Gaussian mixture model [1], which allows us to automatically infer the number of clusters. For the prior on the nonlinear mapping function, we use Gaussian processes [2], which enable us to flexibly infer the nonlinear warping function from the data. We call the proposed model the infinite warped mixture model (iWMM). Figure 1 shows a set of manifolds and data points sampled from the prior defined by this model.

To our knowledge this is the first probabilistic generative model for clustering with flexible nonparametric component densities. Since the proposed model is generative, it can be used for density estimation as well as clustering. It can also be extended to handle missing data, integrate with other probabilistic models, and...
use other families of distributions for the latent components.

We derive an inference procedure for the iWMM based on Markov chain Monte Carlo (MCMC). In particular, we sample the cluster assignments using Gibbs sampling, sample the latent coordinates using hybrid Monte Carlo, and analytically integrate out both the mixture parameters (weights, means and covariance matrices), and the nonlinear warping function.

2 Gaussian Process Latent Variable Model

In this section, we give a brief introduction to the Gaussian process latent variable model (GPLVM) [3], which can be viewed as a special case of the iWMM. The GPLVM is a probabilistic model of nonlinear manifolds. While not typically thought of as a density model, the GPLVM does in fact define a posterior density over observations [4]. It does this by smoothly warping a single, isotropic Gaussian density in the latent space into a more complicated distribution in the observed space.

Suppose that we have a set of observations \( Y = (y_1, \cdots, y_N)^T \), where \( y_n \in \mathbb{R}^D \), and they are associated with a set of latent coordinates \( X = (x_1, \cdots, x_N)^T \), where \( x_n \in \mathbb{R}^Q \). The GPLVM assumes that observations are generated by mapping the latent coordinates through a set of smooth functions, over which Gaussian process priors are placed. Under the GPLVM, the probability of observations given the latent coordinates, integrating out the mapping functions, is

\[
p(Y|X, \theta) = (2\pi)^{-D/2} |K|^{-1/2} \exp \left( -\frac{1}{2} \text{tr}(Y^T K^{-1} Y) \right),
\]

where \( K \) is the \( N \times N \) covariance matrix defined by the kernel function \( k(x_n, x_m) \), and \( \theta \) is the kernel hyperparameter vector. In this paper, we use an RBF kernel with an additive noise term:

\[
k(x_n, x_m) = \alpha \exp \left( -\frac{1}{2\sigma^2} (x_n - x_m)^T (x_n - x_m) \right) + \delta_{nm} \beta^{-1}.
\]

This likelihood is simply the product of \( D \) independent Gaussian process likelihoods, one for each output dimension.

Typically, the GPLVM is used for dimensionality reduction or visualization, and the latent coordinates are determined by maximizing the posterior probability of the latent coordinates, while integrating out the warping function. In that setting, the Gaussian prior density on \( x \) is essentially a regularizer which keeps the latent coordinates from spreading arbitrarily far apart. In contrast, we instead integrate out the latent coordinates as well as the warping function, and place a more flexible parameterization on \( p(x) \) than a single isotropic Gaussian.

Just as the GPLVM can be viewed as a manifold learning algorithm, the iWMM can be viewed as learning a set of manifolds, one for each cluster.

3 Infinite Warped Mixture Model

In this section, we define in detail the infinite warped mixture model (iWMM). In the same way as the GPLVM, the iWMM assumes a set of latent coordinates and a smooth, nonlinear mapping from the latent space to the observed space. In addition, the iWMM assumes that the latent coordinates are generated from a Dirichlet process mixture model. In particular, we use the following infinite Gaussian mixture model,

\[
p(x|\lambda_c, \mu_c, R_c) = \sum_{c=1}^{\infty} \lambda_c N(x|\mu_c, R_c^{-1}),
\]

where \( \lambda_c, \mu_c \) and \( R_c \) is the mixture weight, mean, and precision matrix of the \( c \)th mixture component. We place Gaussian-Wishart priors on the Gaussian parameters \( \{\mu_c, R_c\} \),

\[
p(\mu_c, R_c) = N(\mu_c|u, (rR_c)^{-1})W(R_c|S^{-1}, \nu),
\]

where \( u \) is the mean of \( \mu_c \), \( r \) is the relative precision of \( \mu_c \), \( S^{-1} \) is the scale matrix for \( R_c \), and \( \nu \) is the number of degrees of freedom for \( R_c \). The Wishart distribution is defined as follows:

\[
W(R|S^{-1}, \nu) = \frac{1}{G |R|^{\nu/2 - q - 1}} \exp \left( -\frac{1}{2} \text{tr}(SR) \right),
\]

where \( G \) is the normalizing constant. Because we use conjugate Gaussian-Wishart priors for the parameters of the Gaussian mixture components, we can analytically integrate out those parameters, given the assignments of points to components. Let \( z_n \) be the latent assignment of the \( n \)th point. The probability of latent coordinates \( X \) given latent assignments \( Z = (z_1, \cdots, z_N) \) is obtained by integrating out the Gaussian parameters \( \{\mu_c, R_c\} \) as follows:

\[
p(X|Z, S, \nu, r) = \prod_{c=1}^{\infty} \frac{n_c!}{\Gamma(n_c/2) \Gamma((\nu_c)^{-1}/2)}
\times \prod_{q=1}^{Q} \frac{\Gamma((\nu_q)^{-1}/2)}{\Gamma((\nu_{q+1})^{-1}/2)}
\]

where \( N_c \) is the number of data points assigned to the \( c \)th component, \( \Gamma(\cdot) \) is Gamma function, and

\[
r_c = r + N_c, \quad \nu_c = \nu + N_c,
\]

and
\[ \mathbf{u}_c = \frac{r \mathbf{u} + \sum_{n: z_n = c} \mathbf{x}_n}{r + N_c}, \]

\[ \mathbf{S}_c = \mathbf{S} + \sum_{n: z_n = c} \mathbf{x}_n \mathbf{x}_n^\top + r \mathbf{u} \mathbf{u}^\top - r, \mathbf{u}, \mathbf{u}^\top, \]

are the posterior Gaussian-Wishart parameters of the \( c \)th component. We use a Dirichlet process with concentration parameter \( \eta \) for infinite mixture modeling [5] in the latent space. Then, the probability of \( \mathbf{Z} \) is given as follows:

\[ p(\mathbf{Z}|\eta) = \frac{\eta^C \prod_{c=1}^{C} (N_c - 1)!}{\eta(\eta+1) \cdots (\eta+N-1)}, \]

where \( C \) is the number of components for which \( N_c > 0 \). The joint distribution is given by

\[ p(\mathbf{Y}, \mathbf{X}, \mathbf{Z}|\theta, \mathbf{S}, \nu, \mathbf{u}, r, \eta) = p(\mathbf{Y}|\mathbf{X}, \theta)p(\mathbf{X}|\mathbf{Z}, \mathbf{S}, \nu, \mathbf{u}, r)p(\mathbf{Z}|\eta), \]

where factors in the right hand side can be calculated by (1), (6) and (8), respectively.

In summary, the infinite warped mixture model generates observations \( \mathbf{Y} \) according to the following generative process:

1. Draw mixture weights \( \lambda \sim \text{GEM}(\eta) \)
2. For each component \( c = 1, \ldots, \infty \)
   (a) Draw precision \( \mathbf{R}_c \sim \mathcal{W}(\mathbf{S}^{-1}, \nu) \)
   (b) Draw mean \( \mathbf{z}_c \sim \mathcal{N}(\mathbf{u}, (r \mathbf{R}_c)^{-1}) \)
3. For each observed dimension \( d = 1, \ldots, D \)
   (a) Draw function \( f_d(\mathbf{x}) \sim \text{GP}(m(\mathbf{x}), k(\mathbf{x}, \mathbf{x}')) \)
4. For each observation \( n = 1, \ldots, N \)
   (a) Draw latent assignment \( z_n \sim \text{Mult}(\lambda) \)
   (b) Draw latent coordinates \( \mathbf{x}_n \sim \mathcal{N}(\mathbf{z}_n, \mathbf{R}_c^{-1}) \)
   (c) For each observed dimension \( d = 1, \ldots, D \)
      i. Draw feature \( y_{nd} \sim \mathcal{N}(f_d(\mathbf{x}_n), \beta^{-1}) \)

Here, GEM(\( \eta \)) is the stick-breaking process [6] that generates mixture weights for a Dirichlet process with parameter \( \eta \). Mult(\( \lambda \)) represents a multinomial distribution with parameter \( \lambda \), \( m(\mathbf{x}) \) is the mean function of the Gaussian process, and \( \mathbf{x}, \mathbf{x}' \in \mathbb{R}^Q \). Figure 2 shows the graphical model representation of the proposed model. Here, we assume a Gaussian for the mixture component, although we could in principle use other distributions such as Student’s t-distribution or the Laplace distribution.

The iWMM can be seen as a generalization of either the GPLVM or the infinite Gaussian mixture model (iGMM). To be precise, the iWMM with a single fixed spherical Gaussian density on the latent coordinates corresponds to the GPLVM, while the iWMM with fixed direct mapping function \( f_d(\mathbf{x}) = x_d \) and \( Q = D \) corresponds to the iGMM.

The iWMM offers attractive properties that do not exist in other probabilistic models; principally, the ability to model clusters with nonparametric densities, and to infer a separate dimension for manifold.

### 4 Inference

We infer the posterior distribution of the latent coordinates \( \mathbf{X} \) and cluster assignments \( \mathbf{Z} \) using Markov chain Monte Carlo (MCMC). In particular, we alternate collapsed Gibbs sampling of \( \mathbf{Z} \), and hybrid Monte Carlo sampling of \( \mathbf{X} \). Given \( \mathbf{X} \), we can efficiently sample \( \mathbf{Z} \) using collapsed Gibbs sampling, integrating out the mixture parameters. Given \( \mathbf{Z} \), we can calculate the gradient of the unnormalized posterior distribution of \( \mathbf{X} \), integrating over warping functions. This gradient allows us to sample \( \mathbf{X} \) using hybrid Monte Carlo.

First, we explain collapsed Gibbs sampling for \( \mathbf{Z} \). Given a sample of \( \mathbf{X} \), \( p(\mathbf{Z}|\mathbf{X}, \mathbf{S}, \nu, \mathbf{u}, r, \eta) \) does not depend on \( \mathbf{Y} \). This lets resample cluster assignments, integrating out the iGMM likelihood in close form. Given the current state of all but one latent component \( z_n \), a new value for \( z_n \) is sampled from the following probability:

\[ p(z_n = c| \mathbf{X}, \mathbf{Z}_{\setminus n}, \mathbf{S}, \nu, \mathbf{u}, r, \eta) \]

\[ \propto \left\{ \begin{array}{ll} N_{c\setminus n} \cdot p(\mathbf{x}_n|\mathbf{x}_{c\setminus n}, \mathbf{S}, \nu, \mathbf{u}, r) & \text{existing components} \\
\eta \cdot p(\mathbf{x}_n|\mathbf{S}, \nu, \mathbf{u}, r) & \text{a new component} \end{array} \right. \]

where \( \mathbf{X}_c = \{ \mathbf{x}_n|z_n = c \} \) is the set of latent coordinates assigned to the \( c \)th component, and \( \setminus n \) represents the value or set when excluding the \( n \)th data point. We
can analytically calculate \( p(x_n | X_{c \setminus n}, S, \nu, u, r) \) as follows:

\[
p(x_n | X_{c \setminus n}, S, \nu, u, r) = \pi^{-\frac{Q}{2}} \frac{Q}{2} \frac{\Gamma(\nu + 1 - d)}{\Gamma(\nu/2)} \prod_{c=1}^{C} \Gamma(\nu_{c} + 1 - d), \tag{11}
\]

where \( \nu_{c}', \nu_{c}', u_{c}' \) and \( S_{c}' \) represent the posterior Gaussian-Wishart parameters of the \( c \)th component when the \( n \)th data point is assigned to the \( c \)th component. We can efficiently calculate the determinant by using the rank one Cholesky update. In the same way, we can analytically calculate the likelihood for a new component \( p(x_n | S, \nu, u, r) \).

Hybrid Monte Carlo (HMC) sampling of \( X \) from posterior \( p(X | Z, Y, \theta, S, \nu, u, r) \) requires computing the gradient of the log of the unnormalized posterior log \( p(Y | X, \theta) + p(X | Z, S, \nu, u, r) \). The first term of the gradient can be calculated by

\[
\frac{\partial \log p(Y | X, \theta)}{\partial K} = -\frac{1}{2} DK^{-1} + \frac{1}{2} K^{-1} YY^T K^{-1}, \tag{12}
\]

and

\[
\frac{\partial k(x_n, x_m)}{\partial x_n} = -\frac{\alpha}{\ell^2} \exp\left( -\frac{1}{2\ell^2} (x_n - x_m)^T (x_n - x_m) \right) (x_n - x_m), \tag{13}
\]

using the chain rule. The second term can be calculated as follows:

\[
\frac{\partial \log p(X | Z, S, \nu, u, r)}{\partial x_n} = -\nu_{x_n} S_{x_n}^{-1} (x_n - u_{x_n}). \tag{14}
\]

We also infer kernel hyperparameters \( \theta = \{ \alpha, \beta, \ell \} \) via HMC, using the gradient of the log unnormalized posterior with respect to the kernel hyperparameters. The complexity of each iteration of HMC is dominated by the \( \mathcal{O}(N^3) \) computation of \( K^{-1} \).

In summary, we obtain samples from the posterior \( p(X | Z, Y, \theta, S, \nu, u, r) \) by iterating the following procedures:

1. For each observation \( n = 1, \cdots, N \), sample the component assignment \( z_n \) by collapsed Gibbs sampling (10).
2. Sample latent coordinates \( X \) and kernel parameters \( \theta \) using hybrid Monte Carlo.

\[\text{This complexity could be improved by making use of an inducing point approximation such as } [7, 8] \]

4.1 Posterior Predictive Density

In the GPLVM, the predictive density of at test point \( y^* \) is usually computed by finding the point \( x^* \) which is most likely to be mapped to \( y^* \), then using the density of \( p(x^*) \) and the Jacobian of the warping at that point to approximately compute the density at \( y^* \). When inference is done by simply optimizing the location of the latent points, this estimation method simply requires solving a single optimization for each \( y^* \).

For our model, we use approximate integration to estimate \( p(y^*) \). This is done for two reasons: First, multiple latent points (possibly from different clusters) can map to the same observed point, meaning the standard method can underestimate \( p(y^*) \). Second, because we do not optimize the latent coordinates but rather sample them, we would need to perform optimizations for each \( p(y^*) \) separately for each sample. Our method gives estimates for all \( p(y^*) \) at once, but may not be accurate in very high dimensions.

The posterior density in the observed space given the training data is simply:

\[
p(y^* | Y) = \int \int p(y^*, x^*, X | Y) dx^* dX = \int \int p(y^* | x^*, Y) p(x^* | X, Y) p(X | Y) dx^* dX. \tag{15}
\]

We approximate \( p(X | Y) \) using the samples from the Gibbs and hybrid Monte Carlo samplers. We approximate \( p(x^* | X, Y) \) by sampling points from the latent mixture and warping them, using the following procedure:

1. Draw latent assignment \( z^* \sim \text{Mult}(\frac{N_1}{N + \eta}, \cdots, \frac{N_C}{N + \eta}) \)
2. Draw precision matrix \( R^* \sim \mathcal{W}(S_{z^*}^{-1}, \nu_{z^*}) \)
3. Draw mean \( \mu^* \sim \mathcal{N}(u_{z^*}, (r_{z^*} R^*)^{-1}) \)
4. Draw latent coordinates \( x^* \sim \mathcal{N}(\mu^*, R^{* -1}) \)

When a new component \( C + 1 \) is assigned to \( z^* \), the prior Gaussian-Wishart distribution is used for sampling in steps 2 and 3. The first factor of (15) can be calculated by

\[
p(y^* | x^*, X, Y) = \mathcal{N}(k^{*\top} K^{-1} Y, k(x^*, x^*) - k^{*\top} K^{-1} k^*), \tag{16}
\]
where \( k^* = (k(x^*, x_1), \cdots, k(x^*, x_N))^\top \). Each step of this procedure is exact. Since the observations \( y^* \) are conditionally normally distributed, each one adds a smooth local contribution to the empirical Monte Carlo estimate of the posterior density, as opposed to a point mass. This procedure was used to generate the plots of posterior density in Figures 1, 4, and 6.

5 Related work

Latent Variable Models  The GPLVM is effective as a nonlinear latent variable model in a wide variety of applications [3, 9, 10]. The latent positions \( \mathbf{X} \) in the GPLVM are typically obtained by maximum a posteriori estimation or variational Bayesian inference [11], placing a single fixed spherical Gaussian prior on \( \mathbf{x} \). A prior which penalizes a high-dimensional latent space is introduced by [12], in which the latent variables and their intrinsic dimensionality are simultaneously optimized. The iWMM can also infer the intrinsic dimensionality of each manifolds: inferring the Gaussian covariance for each latent cluster allows the variance along irrelevant dimensions to become small. Because each latent cluster has a different set of parameters, the effective dimension of each cluster can vary, allowing manifolds of different dimension in the observed space. This ability is demonstrated in Figure 4 (c).

The iWMM can also be viewed as a generalization of the mixture of probabilistic principle component analyzers [13], or mixture of factor analyzers [14], where the linear mapping of the mixtures is generalized to a nonlinear mapping by Gaussian processes, and number of components is infinite.

Clustering Methods  There exist non-probabilistic clustering methods which can find clusters with complex shapes, such as spectral clustering [15] and non-linear manifold clustering [16, 17]. Spectral clustering finds clusters by first forming a similarity graph, then finding a low-dimensional latent representation using the graph, and finally, clustering the latent coordinates via k-means. The performance of spectral clustering depends on parameters which are usually set manually, such as the number of clusters, the number of neighbors, and the variance parameter used for constructing the similarity graph. In contrast, the iWMM infers such parameters automatically. One of the main advantages of the iWMM over these methods is that there is no need to construct a similarity graph.

The kernel Gaussian mixture model [18] can also find non-Gaussian shaped clusters. This model estimates a GMM in the implicit high-dimensional feature space defined by the kernel mapping of the observed space. However, the kernel GMM uses a fixed nonlinear mapping function, with no guarantee that the latent points will be well-modeled by a GMM. In contrast, the iWMM infers the mapping function such that the latent co-ordinates will be well-modeled by a GMM.

For one-dimensional data, [19] introduce a nonparameteric model of unimodal clusters, where each cluster’s density function decreases away from its mode.

6 Experimental results

Clustering Faces  We first examined our model’s ability to model images without pre-processing. We constructed a dataset consisting of 50 greyscale 32x32 pixel images of two individuals from the UMIST faces dataset [20]. Both series of images capture a person turning his head to the right. Figure 3 shows a sample from the posterior over the latent coordinates and density model. The model has recovered three relevant, interpretable features of the dataset. First, that there are two distinct faces. Second, that each set of images lies approximately along a smooth one-dimensional manifold. Third, that the two manifolds share roughly the same structure: the front-facing images of both individuals lie close to one another, as do
the side-facing images.

### 6.1 Synthetic Datasets

Next, we demonstrate the proposed model on the four synthetic datasets shown in Figure 4. None of these four datasets can be appropriately clustered by Gaussian mixture models (GMM). For example, consider the 2-curve data shown in Figure 4 (a), where 100 data points lie in one of two curved lines in a two-dimensional observed space. A GMM with two components cannot separate the two curved lines, while a GMM with many components could separate the two lines only by breaking each line into many clusters. In contrast, in the iWMM, the two non-Gaussian-shaped clusters in the observed space were represented by two Gaussian-shaped clusters in the latent space, as shown at the bottom row of Figure 4 (a). The iWMM separated the two curved lines by nonlinearly warping two Gaussians from the latent space to the observed space.

Figure 4 (c) shows an interesting manifold learning challenge: a dataset consisting of two circles. The outer circle is modeled in the latent space by a Gaussian with effectively one degree of freedom. This linear topology fits the outer circle in the observed space by bending the two ends until they overlap. In contrast, the sampler fails to discover the 1D topology of the inner circle, modeling it with a 2D manifold instead. This example demonstrates that each cluster manifold in the iWMM can have a different effective dimension.

### 6.2 Mixing

An interesting side-effect of learning the number of latent clusters is that this added flexibility can help the sampler escape local minima, helping the sampler to mix properly. Figure 5 shows the samples of the latent coordinates and clusters of the iWMM over time, when modeling the 2-curve data. 5(a) shows the latent coordinates initialized at the observed coordinates, starting with one latent component. At the 500th iteration 5(b), each curved line is modeled by two components. At the 1800th iteration 5(c), the left curved line is modeled by a single component. At the 3000th iteration 5(d), the right curved line is also modeled by a single component, and the dataset is appropriately clustered. This configuration was relatively stable, and a similar state was found at the 5000th iteration.

### 6.3 Density Estimation

Figure 6 (a) shows the posterior density in the observed space inferred by the iWMM on the 2-curve dataset.
The inferred infinite GMMs over iterations in the two-dimensional latent space with the iWMM using the 2-curve data. Labels indicate the number of iterations of the sampler, and the color of each point represents its ordering in the observed coordinates.

The posterior density in the observed space with the 2-curve data inferred by the iWMM (a), and that inferred by the iWMM with one component (b). Data, computed using 1000 samples from the Markov chain. The two separate manifolds of high density implied by the two curved lines was recovered by the iWMM. Note also that the density along the manifold varies with the density of data shown in Figure 4 (a). This result can be compared to a special case of our model, which uses only a single Gaussian to model the latent coordinates instead of an infinite GMM. Figure 6 (b) shows that the result of the iWMM with $C = 1$, where posterior is forced to place significant density connecting the two clusters. Figure 6 (b) shows that the single-cluster variant of the iWMM posterior is forced to place significant density connecting the two clusters.

### 6.4 Visualization

Next, we briefly investigate the potential of the iWMM for visualization. Figure 7 (a) shows the latent coordinates obtained by averaging over 1000 samples from the posterior of the iWMM. Because rotating the latent coordinates does not change their probability, averaging may not be an adequate way to summarize the posterior. However, we show this result in order to show the characteristics of latent coordinates obtained by the iWMM. The estimated latent coordinates are clearly separated, and they form two straight lines. This result indicates that in some cases, the iWMM can recover the topology of the data before it has been warped into a manifold. For comparison, Figure 7 (b) shows the latent coordinates estimated by the iWMM when forced to use a single cluster: the latent coordinates lie in two sections of a single straight line. Figures 7 (c) and (d) show the latent coordinates estimated by the GPLVM when optimizing or integrating out the latent coordinates, respectively. Recall that the iWMM ($C = 1$) is a more flexible model than the GPLVM, since the GPLVM enforces a spherical covariance in the latent space. These methods did not unfold the two curved lines, since the effective dimension of their latent representation is fixed beforehand. In contrast, the iWMM effectively formed a low-dimensional representation in the latent space.

Regardless of the dimension of the latent space, the iWMM will tend to model each cluster with as low-dimensional a Gaussian as possible. This is because, if the data in a cluster can be made to lie in a low-dimensional plane, a narrowly-shaped Gaussian will assign the latent coordinates much higher likelihood than a spherical Gaussian.

### 6.5 Clustering Performance

We more formally evaluated the density estimation and clustering performance of the proposed model using four real datasets: iris, glass, wine and vowel, obtained from LIBSVM multi-class datasets [21], in addition to the four synthetic datasets shown above: 2-curve, 3-semi, 2-circle and Pinwheel [22]. The statistics of these datasets are summarized in Table 1. In each experiment, we show the results of 20-fold cross-validation. Results in bold are not significantly different from the best performing method in each column.
Figure 7: The estimated latent coordinates of the 2-curve data by (a) iWMM, (b) iWMM (C = 1), (c) GPLVM, and (d) Bayesian GPLVM.

Table 1: The statistics of datasets used for evaluation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>2-curve</th>
<th>3-semi</th>
<th>2-circle</th>
<th>Pinwheel</th>
<th>Iris</th>
<th>Glass</th>
<th>Wine</th>
<th>Vowel</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of samples: N</td>
<td>100</td>
<td>300</td>
<td>100</td>
<td>250</td>
<td>150</td>
<td>214</td>
<td>178</td>
<td>528</td>
</tr>
<tr>
<td>observed dimensionality: D</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>9</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>number of clusters: C</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>7</td>
<td>3</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 2: Average Rand index for evaluating clustering performance.

<table>
<thead>
<tr>
<th></th>
<th>2-curve</th>
<th>3-semi</th>
<th>2-circle</th>
<th>Pinwheel</th>
<th>Iris</th>
<th>Glass</th>
<th>Wine</th>
<th>Vowel</th>
</tr>
</thead>
<tbody>
<tr>
<td>iGMM</td>
<td>0.52</td>
<td>0.79</td>
<td>0.83</td>
<td>0.81</td>
<td>0.78</td>
<td>0.60</td>
<td>0.72</td>
<td>0.76</td>
</tr>
<tr>
<td>iWMM(Q=2)</td>
<td>0.86</td>
<td>0.99</td>
<td>0.89</td>
<td>0.94</td>
<td>0.81</td>
<td>0.65</td>
<td>0.65</td>
<td>0.50</td>
</tr>
<tr>
<td>iWMM(Q=D)</td>
<td>0.86</td>
<td>0.99</td>
<td>0.89</td>
<td>0.94</td>
<td>0.77</td>
<td>0.62</td>
<td>0.77</td>
<td>0.76</td>
</tr>
</tbody>
</table>

according to a paired t-test.

Table 2 compares the clustering performance of the iWMM with the iGMM, quantified by the Rand index [23], which measures the correspondence between inferred clusters and true clusters. The iGMM is another probabilistic generative model commonly used for clustering, which can be seen as a special case of the iWMM in which the Gaussian clusters are not warped. These experiments demonstrate the extent to which nonparametric cluster shapes allow a mixture model to recover more meaningful clusters.

Table 3 lists average test log likelihood, comparing the proposed models with kernel density estimation (KDE), and the infinite Gaussian mixture model (iGMM). In KDE, the kernel width is estimated by maximizing the leave-one-out log densities. Since the manifold on which the observed data lies can be at most D-dimensional, we set the latent dimension Q equal to the observed dimension D in iWMMs. We also include the Q = 2 case in an attempt to characterize how much modeling power is lost by forcing the latent representation to be visualizable. The proposed models achieved high test log likelihoods compared with the KDE and iGMM.

6.6 Source code

Code to reproduce all the above experiments is available at github.com/duvenaud/warped-mixtures.

7 Future work

The Dirichlet process mixture of Gaussians in the latent space of our model could easily be replaced by a more sophisticated density model, such as a hierarchical Dirichlet process [24], or a Dirichlet diffusion tree [25]. Another straightforward extension of our model would be making inference more scalable by using sparse Gaussian processes [7, 8] or more advanced hybrid Monte Carlo methods [26]. An interesting but more complex extension of the iWMM would be a semi-supervised version of the model. The iWMM could allow label propagation along regions of high density in the latent space, even if those regions were stretched along low-dimensional manifolds in the observed space. Another natural extension would be to allow a separate warping for each cluster, which would also improve inference speed.
8 Conclusion

In this paper, we introduced a simple generative model of non-Gaussian density manifolds which can infer non-linearly separable clusters, low-dimensional representations of varying dimension per cluster, and density estimates which smoothly follow data contours. We then introduced an efficient sampler for this model which integrates out both the cluster parameters and the warping function exactly. We further demonstrated that allowing non-parametric cluster shapes improves clustering performance over the Dirichlet process Mixture of Gaussians.

Many methods have been proposed which can perform some combination of clustering, manifold learning, density estimation and visualization. We demonstrated that a simple but flexible probabilistic generative model can perform well at all these tasks.
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Abstract

We extend the recently introduced theory of Lovász Bregman (LB) divergences [19] in several ways. We show that they represent a distortion between a “score” and an “ordering”, thus providing a new view of rank aggregation and order based clustering with interesting connections to web ranking. We show how the LB divergences have a number of properties akin to many permutation based metrics, and in fact have as special cases forms very similar to the Kendall-τ metric. We also show how the LB divergences subsume a number of commonly used ranking measures in information retrieval, like NDCG [22] and AUC [35]. Unlike the traditional permutation based metrics, however, the LB divergence naturally captures a notion of “confidence” in the orderings, thus providing a new representation to applications involving aggregating scores as opposed to just orderings. We show how a number of recently used web ranking models are forms of Lovász Bregman rank aggregation and also observe that a natural form of Mallow’s model using the LB divergence has been used as conditional ranking models for the “Learning to Rank” problem.

1 Introduction

The Bregman divergence first appeared in the context of relaxation techniques in convex programming [5], and has found numerous applications as a general framework in clustering [3], proximal minimization ([7]), and others. Many of these applications are due to the nice properties of the Bregman divergence, and the fact that they are parameterized by a single convex function. They also generalize a large class of divergences between vectors.

In this paper, we investigate a specific class of Bregman divergences, parameterized via the Lovász extension of a submodular function. Submodular functions are a special class of discrete functions with interesting properties. Let \( V \) refer to a finite ground set \( \{1, 2, \ldots, |V|\} \). A set function \( f : 2^V \to \mathbb{R} \) is submodular if for all \( S, T \subseteq V \), \( f(S) + f(T) \geq f(S \cup T) + f(S \cap T) \). Submodular functions have attractive properties that make their exact or approximate optimization efficient and often practical [17, 21]. They also naturally arise in many problems in machine learning, computer vision, economics, operations research, etc. A link between convexity and submodularity is seen via the Lovász extension ([13, 29]) of the submodular function. While submodular functions are growing phenomenon in machine learning, recently there has been an increasing set of applications for the Lovász extension. In particular, recent work [1, 2] has shown nice connections between the Lovász extension and structured sparsity inducing norms.

This work is concerned with yet another application of the Lovász extension, in the form of the Lovász-Bregman divergence. This was first introduced in Iyer & Bilmes [19], in the context of clustering ranked vectors. We extend our work in several ways, mainly theoretically, by both showing a number of connections to the permutation based metrics, to rank aggregation, to rank based clustering and to the “Learning to Rank” problem in web ranking.

1.1 Motivation

The problems of rank aggregation and rank based clustering are ubiquitous in machine learning, information retrieval, and social choice theory. Below is a partial list of some of these applications.

Meta Web Search: We are given a collection of search engines, each providing a ranking or a score vector, and the task is to aggregate these to generate a combined result [27].

Learning to Rank: The “Learning to rank” problem, which is a fundamental problem in machine learning, involves constructing a ranking model from training data. This problem has gained significant
interest in web ranking and information retrieval [28].

**Voter or Rank Clustering:** This is an important
problem in social choice theory, where each voter
provides a ranking or assigns a score to every item. A
natural problem here is to meaningfully combine these
rankings [26]. Sometimes however the population is
heterogeneous and a mixture of distinct populations,
each with its own aggregate representative, fits better.

**Combining Classifiers and Boosting:** There has
been an increased interest in combining the output of
different systems in an effort to improve performance
of pattern classifiers, something often used in Machine
Translation [34] and Speech Recognition[24]. One way
doing this [27] is to treat the output of every classifier
as a ranking and combine the individual rankings of
weak classifiers to obtain the overall classification. This
is akin to standard boosting techniques [16], except that
we consider rankings rather than just the valuations.

### 1.2 Permutation Based Distance Metrics

First a bit on notation – a permutation $\sigma$ is a bi-
jection from $[n] = \{1, 2, \cdots, n\}$ to itself. Given a
permutation $\sigma$, we denote $\sigma^{-1}$ as the inverse per-
mutation such that $\sigma(i)$ is the item assigned rank
$i$, while $\sigma^{-1}(j)$ is the rank\(^1\) assigned to item $j$ and
hence $\sigma(\sigma^{-1}(i)) = i$. We shall use $\sigma_x$ to denote a
permutation induced through the ordering of a vec-
tor $x$ such that $x(\sigma_x(1)) \geq x(\sigma_x(2)) \cdots \geq x(\sigma_x(n))$.
Without loss of generality, we assume that the permu-
tation is defined via a decreasing order of elements.
We shall use $v(i), v[i]$ and $v_i$ interchangeably to denote
the $i$-th element in $v$. Given two permutations $\pi, \sigma$, we
can define $\sigma \pi$ as the combined permutation, such
that $\sigma \pi(i) = \sigma(\pi(i))$. Also given a vector $x$ and a
permutation $\sigma$, define $x\sigma$ such that $x(\sigma(i)) = x(\sigma(i))$.
We also define $\sigma x$ as $x\sigma(i) = x(\sigma^{-1}(i))$.

Recently a number of papers [27, 26, 23, 31] have
addressed the problem of combining rankings using
permutation based distance metrics. Denote $\Sigma$ as the set
of permutations over $[n]$. Then $d : \Sigma \times \Sigma \rightarrow \mathbb{R}^+$
is a permutation based distance metric if it satisfies the
usual notions of a metric, viz., $\forall \sigma, \pi, \tau \in \Sigma, d(\sigma, \pi) \geq 0$
and $d(\sigma, \pi) = 0$ iff $\sigma = \pi$, $d(\sigma, \pi) = d(\pi, \sigma)$ and
$d(\sigma, \pi) \leq d(\sigma, \tau) + d(\tau, \pi)$. In addition, to represent
a distance amongst permutations, another property
which is usually required is that of left invariance to
reorderings, i.e., $d(\sigma, \pi) = d(\tau \sigma, \tau \pi)^2$. The most stan-
dard notion of a permutation based distance metric is

\[ d_T(\sigma, \pi) = \sum_{i,j,i<j} I(\sigma^{-1} \pi(i) > \sigma^{-1} \pi(j)) \tag{1} \]

Where $I(.)$ is the indicator function. This distance
metric represents the number of swap operations
required to convert a permutation $\sigma$ to $\pi$. It’s not hard
to see that it is a metric and it satisfies the ordering
invariance property. Other often used metrics include
the Spearman’s footrule $d_S$ and rank correlation $d_R$ [10]:

\[ d_S(\sigma, \pi) = \sum_{i=1}^{n} |\sigma^{-1}(i) - \pi^{-1}(i)| \tag{2} \]

\[ d_R(\sigma, \pi) = \sum_{i=1}^{n} (\sigma^{-1}(i) - \pi^{-1}(i))^2 \tag{3} \]

A natural extension to a ranking model is the Mallows
model [30], which is an exponential model defined based
on these permutation based distance metrics. This is
defined as:

\[ p(\pi|\theta, \sigma) = \frac{1}{Z(\theta)} \exp(-\theta d(\pi, \sigma)), \text{ with } \theta \geq 0. \tag{4} \]

This model has been generalized by [14] and also
extended to multistage ranking by [15]. Lebanon
and Lafferty [27] were amongst the first to use these
models in machine learning by proposing an extended
mallsow model [14] to combine rankings in a manner
like adaboost [16]. Similarly Meila et al [31] use
the generalized Mallsow model to infer the optimal
combined ranking. Another related though different
problem is clustering ranked data, investigated by [32],
where they provide a $k$-means style algorithm. This
was also extended to a machine learning context by [6].

### 1.3 Score based Permutation divergences

In this paper, we motivate another class of divergences,
which capture the notion of distance between permuta-
tions. Unlike the permutation based distance metrics,
however, these are distortion functions between a
“score” and a permutation. This, as we shall see,
offers a new view of rank aggregation and order based
clustering problems. We shall also see a number of
interesting connections to web ranking.

Consider a scenario where we are given a collection of
scores $x^1, x^2, \cdots, x^n$ as opposed to just a collection
of orderings – i.e., each $x^i$ is an ordered vector and not
just a permutation. This occurs in a number of real
world applications. For example, in the application of
combining classifiers [27], the classifiers often output
scores (in the form of say normalized confidence or
probability distributions). While the rankings
themselves are informative, it is often more beneficial
to use the additional information in the form of scores

\[ \text{This is opposite from the convention used in [27, 26, } \]
\[ 23, 31] \text{ but follows the convention of [17].} \]
\[ \text{While in the literature this is called right invariance, } \]
\[ \text{we have left invariance due to our notation } \]
if available. This in some sense combines the approach of Adaboost [16] and Cranking [27], since the former is concerned only with the scores while the latter takes only the orderings. The case of voting is similar, where each voter might assign scores to every candidate (which can sometimes be easier than assigning an ordering). This also applies to web-search where often the individual search engines (or possibly features) provide a confidence score for each webpage. Since these applications provide both the valuations and the rankings, we call these score based ranking applications.

A score based permutation divergence is defined as follows. Given a convex set $\mathcal{S}$, denote $d : \mathcal{S} \times \Sigma \rightarrow \mathbb{R}_+$ as a score based permutation divergence if $\forall x \in \mathcal{S}, \sigma \in \Sigma, d(x||\sigma) \geq 0$ and $d(x||\sigma) = 0$ if and only if $\sigma_x = \sigma$.

Another desirable property is that of left invariance, viz. $d(x||\sigma) = d(x||\sigma \tau), \forall \tau, \sigma \in \Sigma, x \in \mathcal{S}$.

It is then immediately clear how the score based permutation divergence naturally models the above scenario. The problem becomes one of finding a representative ordering, i.e., find a permutation $\sigma$ that minimizes the average distortion to the set of points $x^1, \ldots, x^n$. Similarly, in a clustering application, to cluster a set of ordered scores, a score based permutation divergence fits more naturally. The representatives for each cluster are permutations, while the objects themselves are ordered vectors. Notice that in both cases, a purely permutation based distance metric would completely ignore the values, and just consider the induced orderings or permutations. To our knowledge, this work is the first time that the notion of a score based permutation divergence has been introduced formally, thus providing a novel view to the rank aggregation and rank based clustering problems.

### 1.4 Our Contributions

In this paper, we investigate several theoretical properties of one such score based permutation divergence – the LB divergence. This work builds on our previous work [19], where we introduce the Lovász-Bregman divergence. Our focus therein is mainly on the connections between the Lovász Bregman and a discrete Bregman divergence connected with submodular functions and we also provide a k-means framework for clustering ordered vectors. In the present paper, however, we make the connection to rank aggregation and clustering more precise, by motivating the class of score based permutation divergences and showing relations to permutation based metrics and web ranking.

The following are some of our main results. We introduce a novel notion of the generalized Bregman divergence based on a “subgradient map”. While this is of independent theoretical interest, it helps us characterize the Lovász-Bregman divergence. We then show that the LB divergence is indeed a score based permutation divergence with several similarities to permutation based metrics. In fact, we show that a form of weighted Kendall $\tau$, and a form related to the Spearman’s Footrule, occurs as instances of the Lovász-Bregman divergences. We also show how a number of loss functions used in IR and web ranking like the Normalized Discounted Cumulative Gain (NDCG) [22] and the Area Under the Curve (AUC) [35] occur as instances of the LB. We then demonstrate some unique properties of the Lovász Bregman divergence not present in permutation-distance metrics. Notable amongst these are the properties that the Lovász-Bregman naturally captures a notion of “confidence” of an ordering, and exhibits a priority for higher rankings, both of which are desirable in score based ranking applications. We then define a Lovász-Mallows model as a conditional model over both the scores and the ranking. We finally connect the Lovász Bregman to rank aggregation and rank based clustering. We show in fact that a number of ranking models for web ranking used in the past are instances of Lovász Bregman rank aggregation. We moreover show that a number of conditional models used in the past for learning to Rank are closely related to the Lovász-Mallows model.

## 2 The Lovász Bregman divergences

In this section, we shall briefly review the Lovász extension and define forms of the generalized Bregman and the LB divergence. We only state the main results here and for a more extensive discussion, refer to [20].

### 2.1 The Generalized Bregman divergences

The notion used in this section follows from [33, 37]. We denote $\phi$ as a proper convex function (i.e., it’s domain is non-empty and it does not take the value $-\infty$), $\text{reint}(\cdot)$ and $\text{dom}(\cdot)$ as the relative interior and domain respectively. A subgradient $g$ at $y \in \text{dom}(\phi)$ is such that for any $x, \phi(x) \geq \phi(y) + \langle g, x-y \rangle$ and the set of all subgradients at $y$ is the subdifferential and is denoted by $\partial_\phi(y)$.

The Taylor series approximation of a twice differentiable convex function provides a natural way of generating a Bregman divergence ([5]). Given a twice differentiable and strictly convex function $\phi$:

$$d_\phi(x, y) = \phi(x) - \phi(y) - \langle \nabla \phi(y), x - y \rangle. \tag{5}$$

In order to extend this notion to non-differentiable convex functions, generalized Bregman divergences have been proposed [37, 25]. While gradients no longer exist at points of non-differentiability, the directional derivatives exist in the relative interior of the domain of $\phi$, as long as the function is finite. Hence a natural formulation is to replace the gradient by the directional derivative, a notion which has been pursued in [37, 25].

In this paper, we view the generalized Bregman
divergences slightly differently, in a way related to the approach in [18]. In order to ensure that the subgradients exist, we only consider the relative interior of the domain. Then define $H_\phi(y)$ as a subgradient-map such that $\forall y \in \text{int}(\text{dom}(\phi))$, $H_\phi(y) \in \partial \phi(y)$. Then given $x \in \text{dom}(\phi)$, $y \in \text{int}(\text{dom}(\phi))$ and a subgradient map $H_\phi$, we define the generalized Bregman divergence as:

$$d^H_\phi(x, y) = \phi(x) - \phi(y) - \langle H_\phi(y), x - y \rangle$$  \hspace{1cm} (6)

When $\phi$ is differentiable, notice that $\partial \phi(y) = \{\nabla \phi(y)\}$ and hence $H_\phi(y) = \nabla \phi(y)$.

2.2 Properties of the Lovász Extension

We review some important theoretical properties of the Lovász extension. Given any vector $y \in [0, 1]^n$ and it’s associated permutation $\sigma_y$, define $S^\sigma_y = \{\sigma_y(1), \ldots, \sigma_y(n)\}$ for $j \in [n]$. Notice that in general $\sigma_y$ need not be unique (it will be unique only if $y$ is totally ordered), and hence let $\Sigma_y$ represent the set of all possible permutations with this ordering. Then the Lovász extension of $f$ is defined as:

$$\hat{f}(y) = \sum_{j=1}^n y[\sigma_y(j)](f(S^\sigma_y) - f(S^\sigma_{j-1}))$$  \hspace{1cm} (7)

This is also called the Choquet integral [9] of $f$. Though $\sigma_y$ might not be unique, the Lovász extension is actually unique. Furthermore, $\hat{f}$ is convex if and only if $f$ is submodular. In addition, the Lovász extension is also tight on the vertices of the hypercube, in that $f(X) = \hat{f}(1_X), \forall X \subseteq V$ (where $1_X$ is the characteristic vector of $X$, i.e., $1_X(j) = 1$ if $j \in X$) and hence it is a valid continuous extension. The Lovász extension is in general a non-smooth convex function, and hence there does not exist a unique subgradient at every point. The following result due [17, 13] provides a characterization of the extreme points of the Lovász subdifferential polyhedron $\partial \hat{f}(y)$:

**Lemma 2.1.** [17, 13] For a submodular function $f$, a vector $y$ and a permutation $\sigma_y \in \Sigma_y$, a vector $h_{\sigma_y}$ defined as:

$$h_{\sigma_y} = f(S^\sigma_y) - f(S^\sigma_{j-1}), \forall j \in \{1, 2, \ldots, n\}$$

forms an extreme point of $\partial \hat{f}(y)$. Also, the number of extreme points of $\partial \hat{f}(y)$ is $|\Sigma_y|$.

Notice that the extreme subgradients are parameterized by the permutation $\sigma_y$ and hence we refer to them as $h^\sigma_{\sigma_y}$. Seen in this way, the Lovász extension then takes an extremely simple form: $\hat{f}(w) = \langle h^\sigma_{\sigma_y}, w \rangle$.

We now point out an interesting property related to the extreme subgradients of $\hat{f}$ . Define $P(\sigma)$ as a $n-$simplex corresponding to a permutation $\sigma$ (or chain $C^\sigma : \emptyset \subset S^\sigma_1 \subset \cdots \subset S^\sigma_n = V$). In other words, $P(\sigma) = \text{conv}(1_{S^\sigma_i}, i = 1, 2, \cdots, n)$. It’s easy to see that $P(\sigma) \subseteq [0, 1]^n$.

**Lemma 2.2.** (Lemma 6.19, [17]) Given a permutation $\sigma \in \Sigma$, for every vector $y \in P(\sigma)$ the vector $h^\sigma_y$ is an extreme subgradient of $\hat{f}$ at $y$. If $y$ belongs to the (strict) interior of $P(\sigma)$, $h^\sigma_y$ is a unique subgradient corresponding to $f$ at $y$.

The above lemma points out a critical fact about the subgradients of the Lovász extension, in that they depend only on the total ordering of a vector and are independent of the vector itself. This also implies that if $y$ is totally ordered (it belongs to the interior of $P(\sigma)$), then $\partial \hat{f}(y)$ consists of a single (unique) subgradient. Hence, two entirely different but identically ordered vectors will have identical extreme subgradients. This fact is important when defining and understanding the properties of the LB divergence.

2.3 The Lovász Bregman divergences

We are now in position to define the Lovász-Bregman divergence. Throughout this paper, we restrict $\text{dom}(f)$ to be $[0, 1]^n$. For the applications we consider in this paper, we lose no generality with this assumption, since the scores can easily be scaled to lie within this volume.

Consider the case when $y$ is totally ordered, and correspondingly $|\Sigma_y| = 1$. It follows then from Lemma 2.2 that there exists a unique subgradient and $H_f(y) = h^\sigma_y$. Hence for any $x \in [0, 1]^n$, we have from Eqn. (6) that [19]:

$$d_f(x, y) = \hat{f}(x) - \langle x, h^\sigma_y \rangle = \langle x, h^\sigma_x - h^\sigma_y \rangle$$  \hspace{1cm} (8)

Notice that this divergence depends only on $x$ and $\sigma_y$, and is independent of $y$ itself. In particular, the LB divergence between a vector $x$ and any vector $y \in P(\sigma)$ is the same for all $y \in P(\sigma)$ (Lemma 2.2). We also invoke the following lemma from [19]:

**Lemma 2.3.** (Theorem 2.2, [19]) Given a submodular function whose polyhedron contains all possible extreme points and $x$ which is totally ordered, $d_f(x, y) = 0$ if and only if $\sigma_x = \sigma_y$.

At first sight it seems that the class of submodular functions satisfying Lemma 2.3 is very specific. We point out however that this class is quite general and many instances we consider in this paper belong to this class of functions. For example, it is easy to see that the class of submodular functions $f(X) = g(|X|)$ where $g$ is a concave function satisfying $g(i) - g(i - 1) = g(j) - g(j - 1)$ for $i \neq j$ belong to this class.

Hence the Lovász-Bregman divergence is score based permutation divergence, and we denote it as:

$$d_f(x||\sigma) = \langle x, h^\sigma_x - h^\sigma_\sigma \rangle$$  \hspace{1cm} (9)
As we shall see in the next section, this divergence has a number of properties akin to the standard permutation based distance metrics. Since a large class of submodular functions satisfy the above property (of having all possible extreme points), the Lovász-Bregman divergence forms a large class of divergences.

The case when \( y \) is not totally ordered can be handled similarly [20].

### 2.4 Lovász Bregman Divergence Examples

Below is a partial list of some instances of the Lovász-Bregman divergence. We shall see that a number of these are closely related to several commonly used loss functions in Information Retrieval connected to ranking.

#### 2.4.1 Lovász Bregman Divergence Examples

**Cut function and symmetric submodular functions:** A fundamental submodular function, which is also symmetric, is the graph cut function. This is \( f(X) = \sum_{i \in X} \sum_{j \in V \setminus X} d_{ij} \). The Lovász extension of \( f \) is \( f(x) = \sum_{i,j} d_{ij}(x_i - x_j)_+ \) [2]. The LB divergence corresponding to \( f \) then has a nice form:

\[
d_f(x||\sigma) = \sum_{i<j} d_{\sigma(i)\sigma(j)}|x_{\sigma(i)} - x_{\sigma(j)}| I(\sigma^{-1}_{x_\sigma(i)} > \sigma^{-1}_{x_\sigma(j)})
\]

We in addition assume that \( d \) is symmetric (i.e., \( d_{ij} = d_{ji}, \forall i, j \in V \)) and hence \( f \) is also symmetric. Indeed a weighted version of Kendall \( \tau \) can be written as \( d_{\pi}^\tau(\sigma, \pi) = \sum_{i,j < i,j} w_{ij} I(\sigma^{-1}_{x_\pi(i)} > \sigma^{-1}_{x_{x_\pi(j)}}) \) and \( d_f(x||\sigma) \) is exactly then a form of \( d_{\pi}^\tau(\sigma, \sigma) \), with \( w_{ij} = d_{\sigma(i)\sigma(j)}|x_{\sigma(i)} - x_{\sigma(j)}| \). Moreover, if \( d_{ij} = \frac{1}{|x_i - x_j|} \), we have \( d_f(x||\sigma) = d_T(\sigma_x, \sigma) \). Hence, we recover the Kendall \( \tau \) for that particular \( x \).

An interesting special case of this is when \( f(X) = |X||V \setminus X| \), in which case we get:

\[
d_f(x||\sigma) = \sum_{i<j} |x_{\sigma(i)} - x_{\sigma(j)}| I(\sigma^{-1}_{x_\sigma(i)} > \sigma^{-1}_{x_\sigma(j)})
\]

**Cardinality based monotone submodular functions:** Another class of submodular functions is \( f(X) = g(|X|) \) for some concave function \( g \). This form induces an interesting class of Lovász Bregman divergences. In this case \( h^b_{\delta}(\sigma_x(i)) = g(i) - g(i - 1) \). Define \( \delta_g(i) = g(i) - g(i - 1) \), then:

\[
d_f(x||\sigma) = \sum_{i=1}^n x_{\sigma(i)} \delta_g(i) - \sum_{i=1}^n x(\sigma(i)) \delta_g(i).
\]

Notice that we can start with any \( \delta_g \) such that \( \delta_g(1) \geq \delta_g(2) \geq \cdots \geq \delta_g(n) \), and through this we can obtain the corresponding function \( g \). Consider a specific example, with \( \delta_g(i) = n - i \). Then, \( d_f(x||\sigma) = \sum_{i=1}^n x_{\sigma(i)} i - x_{\sigma(i)} i = (x, \sigma^{-1} - \sigma_x^{-1}) \). This expression looks similar to the Spearman’s rule (Eqn. (2)), except for being additionally weighted by \( x \).

We can also extend this in several ways. For example, consider a restriction to the top \( m \) elements \( (m < n) \). Define \( f(X) = \min\{g(|X|), g(m)\} \). Then it is not hard to verify that:

\[
d_f(x||\sigma) = \sum_{i=1}^m x_{\sigma(i)} \delta_g(i) - \sum_{i=1}^m x(\sigma(i)) \delta_g(i).
\]

A specific example is \( f(X) = \min\{|X|, m\} \), where

\[
d_f(x||\sigma) = \sum_{i=1}^m x_{\sigma(i)} - x(\sigma(i)).
\]

In this case, the divergence between \( x \) and \( \sigma \) is the difference between the largest \( m \) values of \( x \) and the \( m \) first values of \( x \) under the ordering \( \sigma \). Here the ordering is not really important, but it is just the sum of the top \( m \) values and hence if \( \sigma_x \) and \( \sigma \), under \( x \), have the same sum of first \( m \) values, the divergence is zero (irrespective of their ordering or individual element valuations).

We can also define \( \delta_g \) such that \( \delta_g(1) = 1 \) and \( \delta_g(i) = 0, \forall i \neq 1 \). Then, \( d_f(x||\sigma) = \max_j x(j) - x(\sigma(1)) \) (this is equivalent to Eqn. (13) when \( m = 1 \)). In this case, the divergence depends only on the top value, and if \( \sigma_x \) and \( \sigma \) have the same leading element, the divergence is zero.

### 2.5 Lovász Bregman as ranking measures

In this section, we show how the Lovász Bregman subsumes and is closely related to several commonly used loss functions in Information Retrieval connected to ranking.
The Normalized Discounted Cumulative Gain (NDCG): The NDCG metric [22] is one of the most widely used ranking measures in web search. Given a relevance vector \( r \), where the entry \( r_i \) typically provides the relevance of a document \( i \in \{1, 2, \ldots, n\} \) to a query, and an ordering of documents \( \sigma \), the NDCG loss function with respect to a discount function \( D \) is defined as:

\[
\mathcal{L}(\sigma) = \frac{\sum_{i=1}^{k} r(\sigma(i))D(i) - \sum_{i=1}^{k} r(\sigma(i))D(i)}{\sum_{i=1}^{k} r(\sigma(i))D(i)}
\]

(14)

Here \( k \leq n \) is often used as a cutoff. Intuitively the NDCG loss compares an ordering \( \sigma \) to the best possible ordering \( \sigma_r \). The typical choice of \( D(i) = \frac{1}{\log(1+i)} \), though in general any decreasing function can be used. This function is closely related to a form of the LB divergence. In particular, notice that

\[
\mathcal{L}(\sigma) \propto \sum_{i=1}^{k} r(\sigma(i))D(i) - \sum_{i=1}^{k} r(\sigma(i))D(i) \quad \text{(since the denominator of Eqn. (14) is a constant)}
\]

which is of the form of Eqn. (12) with \( m = k \) and choosing the function \( g(i) = \sum_{j=1}^{i} D(i) \).

Area Under the Curve: Another commonly used ranking measure is the Area under the curve [35]. Unlike NDCG however, this just relies on a partial ordering of the documents and not a complete ordering. In particular denote \( G \) as a set of “good” documents and \( B \) as a set of “bad” documents. Then the loss function \( \mathcal{L}(\sigma) \) corresponding to an ordering of documents \( \sigma \) is

\[
\mathcal{L}(\sigma) = \frac{1}{|G||B|} \sum_{g \in G, b \in B} I(\sigma(g) > \sigma(b)).
\]

(15)

This can be seen as an instance of LB divergence corresponding to the cut function by choosing \( d_{ij} = \frac{1}{|G||B|}, \forall i,j, x_g = 1, \forall g \in G \) and \( x_b = 0, \forall b \in B \).

3 Lovász Bregman Properties

In this section, we shall analyze some interesting properties of the LB divergences. While many of these properties show strong similarities with permutation based metrics, the Lovász Bregman divergence enjoys some unique properties, thereby providing novel insight into the problem of combining and clustering ordered vectors.

Non-negativity and convexity: The LB divergence is a divergence, in that \( \forall x, \sigma, d_j(x||\sigma) \geq 0 \). Additionally if the submodular polyhedron of \( f \) has all possible extreme points, \( d_j(x||\sigma) = 0 \) iff \( x_\sigma = x. \) Also the Lovász-Bregman divergence \( d_j(x||\sigma) \) is convex in \( x \) for a given \( \sigma \).

Equivalence Classes: The LB divergence of submodular functions which differ only in a modular term are equal. Hence for a submodular function \( f \) and a modular function \( m, d_{j+m}(x||\sigma) = d_j(x||\sigma) \). Since any submodular function can be expressed as a difference between a polymatroid and a modular function [11], it follows that it suffices to consider polymatroid functions while defining the LB divergences.

Linearity and Linear Separation: The LB divergence is a linear operator in the submodular function \( f \). Hence for two submodular functions \( f_1, f_2, d_{\frac{f_1+f_2}{2}}(x||\sigma) = \frac{df_1}{dx}(x||\sigma) + \frac{df_2}{dx}(x||\sigma) \). The LB divergence has the property of linear separation — the set of points \( x \) equidistant to two permutations \( \sigma_1 \) and \( \sigma_2 \) (i.e., \( \{x : d_j(x||\sigma_1) = d_j(x||\sigma_2)\} \)) comprise a hyperplane. Similarly, for any \( x \), the set of points \( y \) such that \( d_j(x,y) = \text{constant} \), is \( P(\sigma_y) \).

Invariance over relabelings: The permutation based distance metrics have the property of being left invariant with respect to reorderings, i.e., given permutations \( \pi, \sigma, \tau, d(\pi, \sigma) = d(\tau \pi, \tau \sigma) \).

While this property may not be true of the Lovász Bregman divergences in general, the following theorem shows that this is true for a large class of them.

**Theorem 3.1.** Given a submodular function \( f \), such that \( \forall \sigma, \tau \in \Sigma, h_{f_1, f_2, f}(x||\sigma) = d_j(x||\sigma) = d_j(\tau x||\sigma) \).

This property seems a little demanding for a submodular function. But a large class of submodular functions can be seen to have this property. In fact, it can be verified that any cardinality based submodular function has this property.

**Corollary 3.1.1.** Given a submodular function \( f \) such that \( f(X) = g(|X|) \) for some function \( g \), then \( d_j(x||\sigma) = d_j(\tau x||\sigma) \).

This follows directly from Eqn. (11) and observing that the extreme points of the corresponding polyhedron are reorderings of each other. In other words, in these cases the submodular polyhedron forms a permutahedron. This property is true even for sums of such functions and therefore for many of the special cases which we have considered.

Dependence on the values and not just the orderings: We shall here analyze one key property of the LB divergence that is not present in other permutation based divergences. Consider the problem of combining rankings where, given a collection of scores \( x_1, \ldots, x_n \), we want to come up with a joint ranking. An extreme case of this is where for some \( x \) all the elements are the same. In this case \( x \) expresses no preference in the joint ranking. Indeed it is easy to verify that for such an \( x \), \( d_j(x||\sigma) = 0, \forall \sigma \). Now given a \( x \) where all the elements are almost equal (but not exactly equal), even though this vector is totally ordered, it expresses a very low confidence in it’s ordering. We would expect for such an \( x \), \( d_j(x||\sigma) \) to be small for every \( \sigma \). Indeed we have the following result:
Theorem 3.2. Given a monotone submodular function \( f \) and any permutation \( \sigma \),
\[
d_f(x|\sigma) \leq \epsilon n \max_j f(j) - \min_j f(j|V \backslash j) \leq \epsilon n \max_j f(j)
\]
where \( \epsilon = \max_j |x_i - x_j| \) and \( f(j|A) = f(A \cup j) - f(A) \).

The above theorem implies that if the vector \( x \) is such that all its elements are almost equal, then \( \epsilon \) is small and the LB divergence is also proportionately small. This bound can be improved in certain cases. For example for the cut function, with \( f(X) = |X| |V \backslash X| \), we have that \( d_f(x|\sigma) \leq \epsilon d_T(\sigma_x, \sigma) \leq \epsilon n(n-1)/2 \), where \( d_T \) is the Kendall \( \tau \).

Priority for higher rankings: We show yet another nice property of the LB divergence with respect to a natural priority in rankings. This property has to do intrinsically with the submodularity of the generator function. We have the following theorem, that demonstrates this:

Lemma 3.1. Given permutations \( \sigma, \pi \), such that \( \mathcal{P}(\sigma) \) and \( \mathcal{P}(\pi) \) share a face (say \( S_k^k \neq S_k^k \)) and \( x \in \mathcal{P}(\pi) \), then \( d_f(x|\sigma) = (x_k - x_{k+1})(f(\sigma_x(k)S_{k-1}^k) - f(\sigma_x(k)S_{k+1}^k)) \).

This result directly follows from the definitions. Now consider the class of submodular function \( f \) such that \( \forall j, k \notin X, j \neq k, f(j|S) - f(j|S \cup k) \) is monotone decreasing as a function of \( S \). An example of such a submodular function is again \( f(X) = g(|X|) \), for a concave function \( g \). Then it is clear that from the above Lemma that \( d_f(x|\sigma) \) will be larger for smaller \( k \). In other words, if \( \pi \) and \( \sigma \) differ in the starting of the ranking, the divergence is more than if \( \pi \) and \( \sigma \) differ somewhere towards the end of the ranking. This kind of weighting is more prominent for the class of functions which depend on the cardinality, i.e., \( f(X) = g(|X|) \). Recall that many of our special cases belong to this class. Then we have that \( d_f(x|\sigma) = \sum_{i=1}^n x(\sigma_x(i)) - x(\sigma(i)) \delta_y(i) \).

Now since \( \delta_y(1) \geq \delta_y(2) \geq \cdots \geq \delta_y(n) \), it then follows that if \( \sigma_x \) and \( \sigma \) differ in the start of the ranking, they are penalized more.

Extensions to partial orderings and top \( m \)-Lists: So far we considered notions of distances between a score \( x \) and a complete permutation \( \sigma \). Often we may not be interested in a distance to a total ordering \( \sigma \), but just a distance to a say a top-\( m \) list [26] or a partial ordering between elements [38, 8]. The LB divergence also has a nice interpretation for both of these. In particular, in the context of top \( m \) lists, we have Eqn. (13). A special case of this is when we may just be interested in the top value. Another interesting instance is of partial orderings, where we do not care about the total ordering. For example, in web ranking we often just care about the relevant and irrelevant documents and that the relevant ones should be placed above the irrelevant ones. We can then define a distance \( d_f(x|\mathcal{P}) \) where \( \mathcal{P} \) refers to a partial ordering by using the cut based Lovász Bregman (Eqn. (10)) and defining the graph to have edges corresponding to the partial ordering. For example if we are interested in a partial order \( 1 \geq 2 \geq 3 \geq 2 \) in the elements \( \{1, 2, 3, 4\} \), we can define \( d_{1,3} = d_{3,1} = 1 \) with the rest \( d_{ij} = 0 \) in Eqn. (10). Defined in this way, the LB divergence then measures the distortion between a vector \( x \) and the partial ordering \( 1 \geq 2 \geq 3 \geq 2 \). In all these cases, we see that the extensions to partial rankings are natural in our framework, without needing to significantly change the expressions to admit these generalizations.

Lovász-Mallows model: In this section, we extend the notion of Mallows model to the LB divergence. We first define the Mallows model for the LB divergence:

\[
p(x|\theta, \sigma) = \frac{\exp(-\theta d_f(x|\sigma))}{Z(\theta, \sigma)}, \quad \theta \geq 0. \tag{16}
\]

For this distribution to be a valid probability distribution, we assume that the domain \( \mathcal{D} \) of \( x \) to be a bounded set (say for example \([0, 1]^n\)). We also assume that the domain is symmetric over permutations (i.e., for all \( \sigma \in \Sigma \), if \( x \in \mathcal{D} \), \( x \sigma \in \mathcal{D} \)). Unlike the standard Mallow’s model, however, this is defined over scores (or valuations) as opposed to permutations.

Given the class of LB divergences defining a probability distribution over such a symmetric set (i.e., the divergences are invariant over relabelings) it follows that
\(Z(\theta, \sigma) = Z(\theta)\). The reason for this is:

\[
\begin{align*}
Z(\theta, \sigma) &= \int_x \exp(-\theta d_j(x, \sigma)) dx \\
&= \int_x \exp(-\theta d_j(x\sigma^{-1}, \sigma_0)) dx \\
&= \int_{x'} \exp(-\theta d_j(x', \sigma_0)) dx' = Z(\theta)
\end{align*}
\]

where \(\sigma_0 = \{1, 2, \ldots, n\}\). We can also define an extended Mallows model for combining rankings, analogous to [27]. Unlike the Mallows model however this is a model over permutations given a collection of vectors \(X = \{x_1, \ldots, x_n\}\) and parameters \(\Theta = \{\theta_1, \ldots, \theta_n\}\).

\[
p(\sigma|\Theta, X) = \frac{\exp(-\sum_{i=1}^{n} \theta_i d_j(x_i|\sigma))}{Z(\Theta, X)}
\]

This model can be used to combine rankings using the LB divergences, in a manner akin to Cranking [27]. This extended Lovász-Mallows model also admits an a generative view to this model:

\[
p(\sigma|\Theta, X) \propto p(\sigma) \prod_{i=1}^{n} p(x_i|\sigma, \theta_i).
\]

Again this directly follows from the fact that in this case, in the Lovász-Mallows model, the normalizing constants (which are independent of \(\sigma\)) cancel out. We shall actually see some very interesting connections between this conditional model and web ranking.

4 Applications

Rank Aggregation: As argued above, the LB divergence is a natural model for the problem of combining scores, where both the ordering and the valuations are provided. If we ignore the values, but just consider the rankings, this then becomes rank aggregation. A natural choice in such problems is the Kendall \(\tau\) distance [27, 26, 31]. On the other hand, if we consider only the values without explicitly modeling the orderings, then this becomes an incarnation of boosting [16]. The Lovász-Bregman divergence tries to combine both aspects of this problem – by combining orderings using a permutation based divergence, while simultaneously using the additional information of the confidence in the orderings provided by the valuations. We can then pose this problem as:

\[
\sigma \in \arg\min_{\sigma' \in \Sigma} \sum_{i=1}^{n} d_j(x_i'|\sigma')
\]

The above notion of the representative ordering (also known as the mean ordering) is very common in many applications [3] and has also been used in the context of combining rankings [31, 27, 26]. Unfortunately this problem in the context of the permutation based metrics were shown to be NP hard [4]. Surprisingly for the LB divergence this problem is easy (and has a closed form). In particular, the representative permutation is exactly the ordering corresponding to the arithmetic mean of the elements in \(X\).

**Lemma 4.1.** [19] Given a submodular function \(f\), the Lovász Bregman representative (Eqn. (19)) is \(\sigma = \sigma_\mu\), where \(\mu = \frac{1}{n} \sum_{i=1}^{n} x_i\).

This result builds on the known result for Bregman divergences [3]. This seems somewhat surprising at first. Notice, however, that the arithmetic mean uses additional information about the scores and its confidence, as opposed to just the orderings. In this context, the result then seems reasonable since we would expect that the representatives be closely related to the ordering of the arithmetic mean of the objects. We shall also see that this notion has in fact been ubiquitously but unintentionally used in the web ranking and information retrieval communities.

We illustrate the utility of the Lovász Bregman rank aggregation through the following argument. Assume that a particular vector \(x\) is uninformative about the true ordering (i.e., the values of \(x\) are almost equal). Then with the LB divergence and any permutation \(\sigma\), \(d(x|\sigma) \approx 0\), and hence this vector will not contribute to the mean ordering. Instead if we use a permutation based metric, it will ignore the values but consider only the permutation. As a result, the mean ordering tends to consider such vectors \(x\) which are uninformative about the true ordering. As an example, consider a set of scores: \(X = \{1.9, 2\}, \{1.8, 2\}, \{1.95, 2\}, \{2, 1\}, \{2.5, 1.2\}\). The representative of this collection as seen by a permutation based metric would be the permutation \(\{1, 2\}\) though the former three vectors have very low confidence. The arithmetic mean of these vectors is however \(2.03, 1.64\) and the Lovász Bregman representative would be \(\{2, 1\}\).

The arithmetic mean also provides a notion of confidence of the population. In particular, if the total variation [2] of the arithmetic mean is small, it implies that the population is not confident about its ordering, while if the variation is high, it provides a certificate of a homogeneous population. Figure 1 provides a visualization the Lovász-Bregman divergence using the cut function and the Kendall \(\tau\) metric, visualized in 2 and 3 dimensions respectively. We see the similarity between the two divergences and at the same time, the dependence on the “scores” in the Lovász-Bregman case.

Learning to Rank: We investigate a specific instance of the rank aggregation problem with reference to the problem of “learning to rank.” A large class of algorithms have been proposed for this problem – see [28] for a survey on this. A specific class of algorithms for this problem have focused on maximum margin learning using ranking based loss functions.
(see [38, 8] and references therein). While we have seen that the ranking based losses themselves are instances of the LB divergence, the feature functions are also closely related.

In particular, given a query $q$, we denote a feature vector corresponding to document $i \in \{1, 2, \ldots, n\}$ as $x_i \in \mathbb{R}^d$, where each element of $x_i$ denotes a quality of document $i$ based on a particular indicator or feature. Denote $X = \{x_1, \ldots, x_n\}$. We assume we have $d$ feature functions (one might be for example a match with the title, another might be pagerank, etc.). Denote $x_i^j$ as the score of the $j$th feature corresponding to document $i$ and $x^j \in \mathbb{R}^n$ as the score vector corresponding to feature $j$ over all the documents. In other words, $x^j = (x_1^j, x_2^j, \ldots, x_n^j)$. One possible choice of feature function is:

$$\phi(X, \sigma) = \sum_{j=1}^{d} w_j d_j(x^j|\sigma) \quad (20)$$

for a weight vector $w \in \mathbb{R}^d$. Given a particular weight vector $w$, the inference problem then is to find the permutation $\sigma$ which minimizes $\phi(X, \sigma)$. Thanks to Lemma 4.1, the permutation $\sigma$ is exactly the ordering of the vector $\sum_{j=1}^{n} w_j x_i^j$. It is not hard to see that this exactly corresponds to ordering the scores $w^\top x_i$ for $i \in \{1, 2, \ldots, n\}$. Interestingly many of the feature functions used in [38, 8] are forms closely related Eqn. (20). In fact the motivation to define these feature functions is exactly that the inference problem for a given set of weights $w$ be solved by simply ordering the scores $w^\top x_i$ for every $i \in \{1, 2, \ldots, n\}$ [8]. We see that through Eqn. (20), we have a large class of possible feature functions for this problem.

We also point out a connection between the learning to rank problem and the Lovász-Mallows model. In particular, recent work [12] defined a conditional probability model over permutations as:

$$p(\sigma|w, X) = \frac{\exp(w^\top \phi(X, \sigma))}{Z}. \quad (21)$$

This conditional model is then exactly the extended Lovász-Mallows model of Eqn. (17) when $\phi$ is defined as in Eqn. (20). The conditional models used in [12] are in fact closely related to this and correspondingly Eqn. (21) offers a large class of conditional ranking models for the learning to rank problem.

**Clustering:** A natural generalization of rank aggregation is the problem of clustering. In this context, we assume a heterogeneous model, where the data is represented as mixtures of ranking models, with each mixture representing a homogeneous population. It is natural to define a clustering objective in such scenarios. Assume a set of representatives $\Sigma = \{\sigma^1, \ldots, \sigma^K\}$ and a set of clusters $C = \{C^1, C^2, \ldots, C^K\}$. The clustering objective is then: $\min_{C, \Sigma} \sum_{k=1}^{K} \sum_{i \in C_k} d_f(x_i|\sigma^k)$. As shown in [19], a simple k-means style algorithm finds a local minima of the above objective. Moreover due to simplicity of obtaining the means in this case, this algorithm is extremely scalable and practical.

## 5 Discussion

To our knowledge, this work is the first introduces the notion of “score based divergences” in preference and ranking based learning. Many of the results in this paper are due to some interesting properties of the Lovász extension and Bregman divergences. This also provides interesting connections between web ranking and the permutation based metrics. This idea is mildly related to the work of [36] where they use the Choquet integral (of which the Lovász extension is a special case) for preference learning. Unlike our paper, however, they do not focus on the divergences formed by the integral. Finally, it will be interesting to use these ideas in real world applications involving rank aggregation, clustering, and learning to rank.

**Acknowledgments:** We thank Matthai Phillipose, Stefanie Jegelka and the melodi-lab submodular group at UWEE for discussions and the anonymous reviewers for very useful reviews. This material is based upon work supported by the National Science Foundation under Grant No. (IIS-1162606), and is also supported by a Google, a Microsoft, and an Intel research award.

## References


Abstract

A limited-memory influence diagram (LIMID) generalizes a traditional influence diagram by relaxing the assumptions of regularity and no-forgetting, allowing a wider range of decision problems to be modeled. Algorithms for solving traditional influence diagrams are not easily generalized to solve LIMIDs, however, and only recently have exact algorithms for solving LIMIDs been developed. In this paper, we introduce an exact algorithm for solving LIMIDs that is based on branch-and-bound search. Our approach is related to the approach of solving an influence diagram by converting it to an equivalent decision tree, with the difference that the LIMID is converted to a much smaller decision graph that can be searched more efficiently.

1 Introduction

An influence diagram (ID) is a compact graphical model of a decision problem under uncertainty [5]. In its traditional form, an ID satisfies the assumptions of regularity and no forgetting, which means that decisions are temporally ordered and each decision is conditioned on all relevant previous observations and decisions. Lauritzen and Nilsson [8] introduced a more general model, called a limited-memory influence diagram (LIMID), that allows the regularity and no-forgetting assumptions to be relaxed in order to model a wider range of decision problems. In particular, relaxing the regularity assumption allows modeling of cooperative multi-agent decision problems where one agent is not aware of some or all decisions of another agent. (Note that Howard and Matheson [5] call the regularity assumption the single decision maker condition.) Relaxing the no-forgetting assumption allows a decision to be conditioned on a limited number of relevant previous observations and decisions, allowing tradeoffs between the quality of a decision strategy and the complexity of finding it.

Algorithms for solving traditional IDs, such as the join tree algorithm [6], make use of the regularity and no-forgetting assumptions. Thus they cannot be easily generalized to solve LIMIDs. The first algorithm developed to solve LIMIDs, due to Nilsson and Lauritzen [14], is an iterative solution procedure, called single policy updating, that only finds an exact solution under very limited conditions on the structure of the ID; in general, it converges to a locally-optimal solution. The first exact and general algorithm for solving LIMIDs, developed by de Campos and Ji [1], reformulates a LIMID as a credal network inference problem that can be solved by mixed integer programming. Maua and de Campos [11, 10] recently developed a more efficient exact algorithm for solving LIMIDs based on variable elimination, called multiple policy updating.

In this paper, we introduce another exact algorithm for solving LIMIDs. Our approach builds on the work of Yuan et al. [24], who describe a branch-and-bound search algorithm for solving a traditional ID and show that it can outperform other approaches to solving IDs for multi-stage decision problems. We adopt the same branch-and-bound approach, but with some important differences. The branch-and-bound algorithm for solving LIMIDs searches in a much smaller search graph in which different paths to the same node of the graph represent different histories where the differences are not “remembered.” By collapsing the search tree into a smaller search graph in which fewer histories are distinguished, the branch-and-bound approach can solve the optimization problem for LIMIDs much more efficiently. That is, the new graph-search techniques we introduce leverage the opportunities for faster strategy computation provided by the LIMID model. We also develop new techniques for probabilistic inference and bounds computation in the search graph that further enhance this approach to solving LIMIDs. Experimental results demonstrate the effectiveness of this approach.


2 Background

We begin with a review of limited-memory influence diagrams and previous work on solving influence diagrams using branch-and-bound search.

2.1 Influence diagrams

An influence diagram (ID) represents a decision problem by a directed acyclic graph with three types of nodes: chance nodes, decision nodes, and utility nodes. The chance nodes represent random variables, \( X = \{ X_1, \ldots, X_m \} \), where each random variable \( X_i \in X \) has an associated domain of possible values, \( \text{dom}(X_i) \).

The decision nodes represent decision variables, \( D = \{ D_1, \ldots, D_m \} \), where each decision variable \( D_i \in D \) has an associated domain of possible values, \( \text{dom}(D_i) \), called actions. For both random variables and decision variables, all domains are assumed to be non-empty and finite. The utility nodes represent (local) utility functions, \( U = \{ U_1, \ldots, U_n \} \), that express a decision maker’s preferences. By convention, an ID shows chance nodes as circles, decision nodes as squares, and utility nodes as diamonds.

The edges of the graph characterize dependencies among nodes and have a different meaning depending on their destination. Incoming edges to a chance node indicate probabilistic dependence. As in a Bayesian network, each random variable \( X_i \in X \) has an associated conditional probability table \( P(X_i | \pi(X_i)) \), where \( \pi(X_i) \) denotes the set of parent variables of \( X_i \) and \( \text{dom}(\pi(X_i)) \) denotes the set of possible instantiations (or states) of the parent variables. Incoming edges into decision nodes are informational, and the parent variables \( \pi(D_i) \) of a decision variable \( D_i \in D \), called the information variables of the decision, are the variables whose values are known to the decision maker at the time the decision is made. An instantiation of the information variables is called an information state, and \( \text{dom}(\pi(D_i)) \) denotes the set of all information states for the decision variable \( D_i \). Incoming edges into utility nodes indicate functional dependence, and a utility function \( U_i : \Omega_{\pi(U_i)} \to \mathbb{R} \) maps each state of the parent variables \( \pi(U_i) \) to a utility value that represents the preference of the decision maker. It is assumed that utility nodes do not have children and the joint utility function \( U \) is additively decomposable such that \( U = \sum_{U_i \in U} U_i \).

An ID is solved by finding a strategy that maximizes expected utility. A strategy \( s = \{ \delta_{D_i} | D_i \in D \} \) is a set of policies, one for each decision variable, where a policy \( \delta_{D_i} : \text{dom}(\pi(D_i)) \to \text{dom}(D_i) \) is a mapping from the information states of a decision variable to the possible actions for that decision variable. A strategy \( s \) induces a joint probability distribution \( P_s \) over \( X \cup D \), as follows:

\[
P_s(X \cup D) = \Pi_{X_i \in X} P(X_i | \pi(X_i)) \cdot \Pi_{D_i \in D} P_s(D_i | \pi(D_i)),
\]

where

\[
P_s(d | \pi(D_i)) = \begin{cases} 1 & \text{if } \delta_{D_i}(\pi(D_i)) = d, \\ 0 & \text{otherwise}. \end{cases}
\]

The expected utility of a strategy \( s \) is defined as

\[
EU(s) = \sum_{c \in (X \cup D)} P_s(c) \sum_{U_i \in U} U_i(\pi(U_i)) = \sum_{U_i \in U} \sum_{\pi(U_i)} P_s(\pi(U_i)) \cdot U_i(\pi(U_i)),
\]

where \( c \in (X \cup D) \) denotes a particular configuration (or instantiation) of the variables of the ID. A strategy \( s^* \) is optimal if \( EU(s^*) \geq EU(s) \) for all strategies \( s \).

For an ID that satisfies the regularity assumption, the decision variables are temporally ordered. Suppose there are \( n \) decision variables \( D_1, D_2, \ldots, D_n \). The decision variables partition the random variables in \( X \) into a collection of disjoint sets \( I_0, I_1, \ldots, I_n \). For each \( k \), where \( 0 < k < n \), \( I_k \) is the set of random variables that must be observed between \( D_k \) and \( D_{k+1} \). \( I_0 \) is the set of initial evidence variables that must be observed before \( D_1 \). \( I_n \) is the set of variables left unobserved when decision \( D_n \) is made. Therefore, a partial order \( \prec \) is defined on the ID over \( X \cup D \), as follows:

\[
I_0 \prec D_1 \prec I_1 \prec \cdots \prec D_n \prec I_n.
\]

When the no-forgetting assumption is satisfied, all information variables of earlier decisions are also information variables of later decisions. We call these past information variables the history, and, for convenience, we assume that there are explicit edges (called information arcs) from history information variables to decision variables. As the number of variables in the history grows, however, the domain of the policy for each decision variable increases exponentially. Methods for structural analysis of relevance have been developed that can distinguish requisite observations from those that are irrelevant, and remove information arcs that are not necessary for computation of the optimal strategy [21, 13, 8]. This preprocessing step can be performed prior to any numerical evaluation of the LIMID.

Even if information arcs from irrelevant variables are removed and only relevant information variables are considered for each decision, the domain of the policy for a decision variable may grow exponentially in the number of relevant information variables in the history. Limited-memory influence diagrams [8] address this problem by allowing information arcs from relevant variables to be removed. When an information variable for an earlier decision is not an information variable for a later decision, it means the no-forgetting assumption is violated. If there is not an information arc from an earlier decision variable to a later decision variable, it means the regularity assumption is violated. We use the following example to illustrate the properties of a LIMID.
2.2 Example

Consider a maze navigation problem that can be modeled as an ID [4, 14, 24]. In the maze shown in Figure 1, white cells represent spaces where navigation is possible, and shaded cells represent walls. A robot is initially placed in one of the white cells and its objective is to reach the goal state marked by a star. At each stage, the robot can choose to move to any one of its neighboring cells, or it can stay in its current location. The effect of the robot’s attempts to move are stochastic. It moves to the intended neighboring cell with a probability of 0.89 and fails to move with probability 0.089. The probability of sideways movement is 0.01 in each of two possible directions, and the probability of backward movement is 0.001. A move towards a wall has a probability of zero to succeed, and the remaining non-zero probabilities are normalized. The robot’s sensors provide incomplete information about the robot’s location. They detect neighboring walls, but since more than one location can share the same configuration of neighboring walls, observations do not unambiguously identify the current location. The expected utility received by the robot corresponds to the probability of successfully reaching the goal state by the final stage of the problem. If the robot is in the goal state at the final stage, it receives a utility value of 1; otherwise, it receives a value of 0.

The ID shown in Figure 2(a) represents a two-stage version of the maze navigation problem. The random variables $x_i$ and $y_i$, represent the coordinates of the location of the robot at stage $i$. The random variables $\{ns_i, cs_i, ss_i, ws_i\}$ are the sensor readings in four directions at stage $i$. The decision variable $d_i$ represents one of the possible actions taken by the robot at that stage. The ID shown in Figure 2(a) is a traditional ID that satisfies the regularity and no-forgetting assumptions. Figure 2(b) shows a LIMID for which the no-forgetting assumption is not satisfied. In this case, a decision is conditioned on all past decisions as well as the present states of the information variables when the decision is made, but not on the information variables for any previous stages. In other words, the robot makes decisions based on its current sensor readings only, without considering any previous sensor readings. Although the IDs shown in Figure 2 represent two-stage decision problems, they are easily extended for any finite number of stages.

2.3 Branch-and-bound solution method

Several exact methods have been developed to solve IDs that satisfy the regularity and no-forgetting assumptions. IDs were first solved by converting them to a decision tree [5]. Subsequently, methods were developed that solve an ID directly [19], or by converting it to some other graphical form, such as a junction tree [20, 6]. For an ID that has been converted to a decision tree, the traditional solution method is the “average-out and fold-back” algorithm [17]. However, improved performance can be achieved using a search algorithm that traverses the decision tree beginning from the root and prunes branches with zero probability [16, 9]. The performance of this approach can be improved further by using bounds to prune the tree, and the results of this paper build on our earlier work on solving IDs using depth-first branch-and-bound search [24]. In this approach, the decision tree corresponds to an AND/OR search tree in which AND nodes correspond to information variables (i.e., chance nodes that have informational arcs into a decision node), OR nodes correspond to decision nodes, and leaf nodes correspond to utility nodes. A path from the root of the search tree to a leaf node corresponds to an instantiation of the information and decision variables of the ID. When traversed by a depth-first search algorithm, the tree is generated “on the fly” and only part of the AND/OR tree needs to be in memory at any one time.

Two issues must be addressed to develop an effective branch-and-bound algorithm. We need bounds to prune the search tree and we need an efficient method for computing posterior probabilities. As we discuss next, our approach to both issues involves construction of a secondary ID we call a relaxed influence diagram.
Bounds computation We need bounds on the values of OR nodes in order to prune the AND/OR search tree. Assuming that we are maximizing expected utility, the best value computed so far for any branch of an OR node (i.e., for any action) serves as a lower bound on the optimal value of the OR node. To compute upper bounds, we adopt an approach proposed by Nilsson and Höhle [14]. In this approach, upper bounds are computed by solving a secondary ID that is usually much easier to solve, which we call a relaxed ID. The relaxed ID is created by adding information variables to the original ID that provide the decision maker with additional information (ensuring that the solution of the relaxed ID is an upper bound on the solution of the original ID), while allowing the ID to be simplified by removing non-requisite arcs (ensuring that it is much easier to solve than the original ID). Recall that an information arc is non-requisite [8, 13] for a decision node $D$ if

$$I_j \perp (\cup d(D)) \cup (\pi(D) \setminus \{I_j\}),$$

where $d(D)$ and $\pi(D)$ are the descendants and parents of $D$, respectively, and $\perp$ denotes conditional independence. A reduction of an ID is obtained by deleting all non-requisite information arcs [14]. Ideally, we want to add information variables that make some or all of the information arcs for each decision node non-requisite, and also make the ID easier to solve. The optimal policy for a decision variable, $D_j$, depends on a set of information variables, $N_j$, or else it is history-independent. This set $N_j$ can be described as the current state of the decision problem, such that if the decision maker is informed of this state, it does not need to know of any past history to find an optimal policy; in this respect, it fulfills the Markov property and can be said to provide perfect information. $N_j$ is called a sufficient information set (SIS) of $D_j$ [24].

Thus the relaxed ID is created in two steps. First, the SIS for each decision is computed in reverse time order, $D_n, \ldots, D_1$, making each SIS the information variables for its corresponding decision variable. Second, non-requisite arcs are removed from the ID. Consider the LIMID in Figure 2(b) as an example. The SIS for $d_1$ is found as $\{x_1, y_1\}$. The SIS for $d_0$ is computed to be $\{x_0, y_0\}$. By making $\{x_1, y_1\}$ and $\{x_0, y_0\}$ information variables for $d_1$ and $d_0$, respectively, and after removing the non-requisite arcs, a relaxed ID is obtained which is shown in Figure 3.

Incremental join tree evaluation The join tree algorithm, an efficient method for probabilistic inference in a Bayesian network, also provides an efficient method for solving an ID [6]. For optimization problems that can be solved by depth-first branch-and-bound search, Yuan and Hansen [23] describe an incremental version of the join tree algorithm. First developed for a branch-and-bound algorithm for solving the MAP problem, it is used in the branch-and-bound algorithm for solving traditional IDs [24], and we will use it to extend the branch-and-bound approach to LIMIDs. It assumes a static ordering of the variables to be instantiated, and leverages the observation that when only one new variable is instantiated at a time during forward traversal of a branch of a search tree, it is only necessary to perform message passing once along this path in the join tree, broken into separate steps for each instantiating variable. To allow efficient backtracking, the clique and separator potentials of the join tree that are changed during forward traversal are cached in the order that they are changed. During backtracking, the cached potentials can be used to efficiently restore the join tree to its previous state.

A strong join tree constructed from the relaxed ID is used to compute both probabilities and upper bounds for the AND and OR nodes in the search graph. Figure 4 shows a strong join tree for the relaxed ID of Figure 3. We select an order of variable elimination from the join tree that is an extension of the elimination ordering of the ID. Note that one of the partial orders for the LIMID shown in Figure 2(b) is

$$\{n_0, e_0, s_0, w_0, d_0\} \prec \{n_1, e_1, s_1, w_1\} \prec \{d_1\} \prec \{x_0, y_0, x_1, y_1, x_2, y_2, u\},$$

Any order of variable expansion for the join tree that satisfies the constraints in Equation 7 can be used for incremental join tree evaluation. The order suggests which variable to expand/instanciate next. For example, after $n_0$ is expanded, the only message that needs to be sent to obtain $P(e_0|n_0)$ is the message from clique $(0, 1, 2)$ to $(0, 1, 3)$. If the following order for the maze problem is selected

$$n_0, e_0, s_0, w_0, d_0, n_1, e_1, s_1, w_1, d_1, x_0, y_0, x_1, y_1, x_2, y_2$$

then an incremental message-passing scheme can be used in the direction of the dashed arc in Figure 4 in one downward pass of the depth-first search to compute probabilities and upper bounds.
3 AND/OR search graph

We next describe how to formulate the problem of solving a LIMID as an AND/OR graph search problem. There are two main differences between the depth-first-branch-and-bound (DFBnB) algorithm for solving LIMIDs that we develop in the rest of the paper, and the DFBnB algorithm for solving traditional IDs. The first difference is that a LIMID is solved by searching in an AND/OR graph instead of an AND/OR tree. Since a decision maker with limited memory is not able to distinguish all histories, the search space for solving a LIMID is a graph in which different paths that represent different histories can lead to the same OR node because the differences between the histories are not remembered. A second difference is that the message-passing scheme used by the incremental join tree algorithm to compute bounds and probabilities requires some revisions for search in an AND/OR graph instead of an AND/OR tree. We discuss the first difference in Section 3.1 and the second in Section 3.2.

First we review some basic concepts about the AND/OR search space for the decision problem represented by an ID. Recall that AND nodes represent random variables and OR nodes represent decision variables. Any arc emitting from an AND node has a probability attached to it; the sum of all the probabilities associated with the arcs of an AND node is 1.0. Each arc emitting from an OR node represents a decision alternative. The leaf nodes of the search graph have utility values attached to them that are derived from the utility nodes of the ID. The valuation function for each node is defined as follows: (a) for a leaf node, the value is its utility value, (b) for an AND node, the value is computed by multiplying the probability associated with each outgoing arc by the utility value of the corresponding child node and then summing these values, and (c) for an OR node, the value is the maximum of the utility values of the child nodes. We use this valuation function to determine the optimal strategy for an ID. We represent a strategy for an ID as a strategy graph, which is a subgraph of an AND/OR graph that is defined as follows: (a) it consists of the root of the AND/OR graph; (b) if a non-terminal AND node is in the strategy graph, all its children are in the strategy graph; and (c) if a non-terminal OR node is in the strategy graph, exactly one of its children is in the strategy graph. Given an AND/OR graph that represents all possible histories and strategies for an ID, the decision problem is solved by finding a strategy graph with the maximum value at the root, where the value of the strategy graph is computed based on the valuation function.

The optimal strategy for an ID can always be found by searching in an AND/OR tree. But the tree representation of the problem is inefficient if it contains many repeated subtrees that represent the same subproblem. For a LIMID, the number of repeated subtrees will be much greater than for a traditional ID because many different histories will lead to the same subproblem in which a decision must be made based on limited information that represents only part of the history. In the following, we describe how to convert an AND/OR tree representation of the decision problem for a LIMID into an equivalent AND/OR graph by merging OR nodes that are generated from different histories but represent the same subproblem.

In our approach, we (slightly) limit the class of LIMIDs we consider by assuming the following: if a decision maker is aware of the value of an information variable and then “forgets” it, it cannot recall the forgotten information later on. We call this assumption the no-recalling-forgotten-information rule. It is difficult to imagine any realistic decision problem that violates this assumption. But we make the assumption explicit because the LIMID model does not rule out such cases. The assumption simplifies our approach to recognizing and merging equivalent OR nodes.

We also modify the usual definition of an AND/OR graph by introducing a special kind of AND node that allows multiple decisions to be considered in parallel if they represent scenarios that are conditionally independent given that some variables have already been observed. We call this new kind of node a special AND (SAND) node. We discuss SAND nodes further in Section 3.1.3.

3.1 Context-based merging of OR nodes

To construct an AND/OR graph instead of an AND/OR tree for solving LIMIDs, the main idea is to merge multiple OR nodes (i.e., decision nodes) that represent the same decision scenario into a single OR node. Our approach uses the concept of the context of an OR node. The context of an OR node is defined as the joint state of the information variables remembered by the current decision variable along with the states of previously observed decisions that will influence the descendant utilities of this decision. More formally, the context of an OR node is a set $C_{D_i} = S_{I_{i-1}} \cup S_{D_{i-1}} \cup S_{D_{(i-1)}},$ where $S_{I_{i-1}}, S_{D_{i-1}},$ and $S_{D_{(i-1)}},$ respectively are the sets of states of the random and decision variables remembered by $D_i,$ and the set of states of the previously expanded decision variables that will influence the descendant utilities of $D_i.$

For example, Figure 5 shows a partial AND/OR graph for the LIMID in Figure 2. Note that the AND/OR graph is condensed for ease of illustration as the individual random variables for the sensors are grouped together into one AND layer. In our actual AND/OR graph, they correspond to multiple AND layers. The context of the bottom-right OR node in the Figure is $\{1, 1, 1, 0\},$ where $\{1, 1, 1\}$ is the set of present information states, and $\{0\}$ is the last action taken. The previous sensor readings are totally forgotten. That is why the two paths starting from the root converge to this OR node.
In our context-based approach to merging OR nodes, we distinguish three cases; sequential decisions, cooperative decisions, and conditionally-independent decisions. We explain the differences below.

### 3.1.1 Sequential decisions

A pair of decisions is **sequential** if there is an obvious temporal ordering between them. If all decision pairs in a LIMID are sequential then the elimination order of Equation 5 applies. Figure 2(b) shows an example of a LIMID where all decision pairs are sequential. Duplicate OR nodes are detected using the definition of context provided above and illustrated by the example in Figure 5. Contexts are rather straightforward for sequential decisions given the no-recalling-forgotten-information assumption. Without this assumption, much more complex book-keeping would be needed to keep track of contexts during the search.

Note that in Figure 5, the AND nodes contain multiple random variables to simplify the picture. In the AND/OR search graph created by our implementation, each random variable is represented by a separate AND node, and they are expanded one at a time by the search algorithm.

### 3.1.2 Cooperative decisions

We next consider the case where multiple, simultaneous decisions need to be considered to evaluate a value function. We call this case a **cooperative decision** because the decision makers need to cooperate to select the combination of actions that results in an optimal utility for every possible decision scenario. Unlike the sequential decision scenario, there exists no obvious elimination ordering between decision pairs in this case. Figure 6 shows an example of a cooperative decision pair. In this example, if \( d_2 \) is realized after \( d_1 \) in the elimination order during the generation of the AND/OR graph, then \( d_1 \) needs to be included in \( d_2 \)'s context. The AND/OR graph for this LIMID is also shown in Figure 6. Note that all the OR nodes in this graph are unique.

### 3.1.3 Conditionally-independent decisions

It is possible that multiple decisions can be expanded in parallel given that some variables have been realized. An example is shown in Figure 7. In this example, the sets of decisions \( \{D_1\} \) and \( \{D_2\} \) can be expanded in parallel given that the set of variables(s), \( \{a\} \), has been observed. We call this situation a **conditionally-independent decision scenario** (CIDS). A CIDS can be determined from the LIMID itself or the strong join tree of the LIMID [7, 21].

To solve a LIMID that includes a CIDS, we introduce a new type of node in the AND/OR graph, called a special AND or SAND node. When it is realized that multiple decisions can be made in parallel after some nodes in the search graph have been expanded, a SAND node is introduced (in the search graph). A SAND node is different from a regular AND node in two ways: the total number of children for a SAND node is the number of sets of decisions that can be expanded in parallel, and the weight attached to each arc is 1.0. Unlike the regular AND/OR graph search where the rest of the unexpanded nodes are considered for expansion once a node (AND or OR) is expanded for each branch of the AND node, each branch of the SAND node will expand a subset of unexplored nodes for a LIMID with CIDS(s). These subsets are determined by the elimination order of decisions presented by the join tree: each subset will contain the set of decisions and their respective information variables that need to be expanded in sequence in the future. For example, for the LIMID shown in Figure 7, once variable \( a \) is expanded, a SAND node, denoted \( SAN D_{D_1} \), will be expanded. This node will have two branches — in one branch the set of decision(s), \( \{D_1\} \), will be expanded; the set \( \{D_2\} \) will be expanded in the other branch, as illustrated in Figure 7.
3.1.4 Implementation

So far, we have given rules for merging OR nodes but have not discussed their implementation. For each OR node in the graph, we store both its context and utility value (once it is calculated). When an OR node is ready to be generated, its context is calculated and then checked against the contexts of existing OR nodes (which we store in a hash table, described below). If a previously-generated OR node has the same context, the new OR node is not generated. Instead, the existing OR node receives an additional arc from the parent of the new OR node.

For duplicate checking, all generated OR nodes are stored in a hash table indexed by their context. (In cases in which we can decompose the decision problem into well-defined stages, there can be a separate hash table for each stage of the problem.) In our implementation, the context is represented by a string that contains the states of the variables of that decision’s context, concatenated by commas. As the search progresses, the context string for each decision node can grow and potentially slow the duplication detection process.

3.1.5 Discussion

The concept of solving an ID by searching in an AND/OR graph, instead of an AND/OR tree, is not new. In the literature on IDs, the process of converting a decision tree to an equivalent graph in which identical subtrees are merged is referred to as coalescence [15, 22]. Automating coalescence in the decision tree framework is considered difficult and computationally expensive, however, and solutions are sometimes hand-crafted. A context-based approach to merging OR nodes has been proposed before, for probabilistic inference in Bayesian networks [2] and solving an ID [9]. The primary difference between our approach and previous work is that our approach applies to LIMIDs.

Note that our approach to context-based merging does not necessarily produce the most concise AND/OR graph. A more concise graph could be found by directly comparing probability distributions to detect duplicate OR nodes. We define \( R_{D_i} \) as the set of variables that is considered for expansion once the information variables, \( I_{i-1} \), for a decision variable, \( D_i \), are expanded. Formally, \( R_{D_i} = D_i \cup I_i \cup D_{i+1} \cup \ldots \cup I_{n-1} \cup D_n \). Once the information variable set, \( I_{i-1} \), is expanded, the probability distribution of \( R_{D_i} \) given \( D_i \)'s context, \( P(R_{D_i} | C_{D_i}) \), could be used to detect duplicate decision scenarios. If multiple decision scenarios share the same distribution then these OR nodes can be collapsed into a single OR node, since they share a subgraph [22]. Although comparing probability distributions in order to merge nodes could generate a more compact AND/OR search graph, it is computationally expensive, and an approach that relies on context-based merging appears to be more practical.

3.2 Incremental probabilities and bounds

We next consider how to modify the incremental join tree algorithm to compute the probabilities and bounds needed by the AND/OR graph search algorithm for solving LIMIDs. Consider the LIMID shown in Figure 2.2(b) as an example, and the relaxed LIMID of Figure 4. We can use the join tree of the relaxed LIMID to compute both the probabilities and bounds needed for the AND/OR graph search. (We can use it to compute probabilities for the AND nodes of the search graph because the same set of actions transforms both the original LIMID and the relaxed LIMID into the same Bayesian network. Adding information arcs to create a relaxed ID only changes the expected utility of the network.) Note that the join tree does not have a clique that contains all four variables; they are in different cliques. Thus we consider the expansion of these variables one by one, generating an AND/OR graph with four layers of AND nodes followed by a layer of OR nodes, as shown in Figure 5.

The AND/OR search graph is generated on-the-fly during the branch-and-bound search. To make this process efficient, we follow the elimination order given by Equation 8 to generate the nodes of the search graph and calculate probabilities. The probabilities for the AND nodes corresponding to variables \( \{ns_0, es_0, ss_0, w_0\} \) can be calculated by sending messages in the following order of cliques: \( (0,1,2), (0,1,3), (0,1,4), \) and \( (0,1,5) \). Given limited memory, however, calculation of probabilities for the information variables of the next decision needs to be modified.

When a decision stage is considered for expansion, we consider whether the decision variable, \( D_i \), recalls anything from the past. If it does, then the cliques hosting these recalled variables along with the clique, \( cl_{q_0} \), that hosts the first information variable for \( D_i \) are identified. Then we devise a message-passing scheme that sets evidence for the cliques of the recalled variables and passes messages towards the clique, \( cl_{q_0} \). To perform these message propagations, we use a set of temporary potentials, one assigned for each clique and separator, which are initialized to the clique potentials obtained from the initial collection and distribution process of the join tree at the beginning of this process. For our example, when the first information variable, \( ns_1 \), for \( d_1 \) is about to be expanded, we set evidence to the clique \( (0,1,6,7,8) \) with the current state of \( d_0 \), and pass in the direction of the clique \( (7,8,9) \). Once the clique \( (7,8,9) \) receives this message, it sets its current potential to this newly obtained potential. The rest of the information variable expansion process follows the incremental join tree evaluation method proposed in [24]. When backtracking from a decision, we backtrack to the clique hosting the last information variable expanded for the previous expanded decision. The space requirement for our join tree evaluation approach is \( O(N) \) if \( N \) is the space required for the evaluation approach proposed in [24].
After the AND nodes of \( \{ns_0, es_0, ss_0, ws_0\} \) are generated for this example, we need to generate the OR node \( d_0 \) and corresponding upper bounds. The subset of information variables for a decision \( d_i \) is used to compute the upper bound for \( d_i \). In our example, we do not need to set the states of \( \{ns_0, es_0, ss_0, ws_0\} \) as evidence during the computation of expected utility values for \( d_0 \) because the states of the information variables for \( d_0 \) are not remembered for future decisions. In summary, the basic idea for handling information forgetting in a LIMID is to only send a message to the future decision for calculating probabilities and utility values if the message contains information variables that are remembered by the future decision.

### 3.3 Optimality of the algorithm

It is not difficult to prove that our AND/OR graph search algorithm finds an optimal strategy. If we do not merge OR nodes, we have an AND/OR tree, and so we first show that the strategy found by an AND/OR tree search is optimal.

**Lemma 1** A DFBnB AND/OR tree search algorithm finds an optimal strategy for a LIMID.

**Proof:** Since all the possible policies for each decision node are examined by the search, it must converge to an optimal strategy once the search ends. \( \square \)

We then argue that merging OR nodes preserves optimality.

**Theorem 1** A DFBnB AND/OR graph search algorithm finds an optimal strategy for a LIMID.

**Proof:** Since the subgraphs below any OR nodes that represent the same decision scenario are identical and have the same utility, merging the OR nodes preserves optimality. \( \square \)

### 4 Experimental evaluation

We tested the performance of our algorithm in solving the maze problem described in Section 2.2, as well as a classic finite-horizon DEC-POMDP, and several randomly-generated LIMIDs. Experiments were performed on a Windows PC with a Pentium i3 processor and 3GB of RAM.

Tables 1, 2 and 3 show all results in the same format. The column labeled “\((d, c, u)\)” gives the number of decision nodes, chance nodes, and utility nodes, respectively, in the LIMID, and the column labeled “SG” gives the size of the optimal strategy graph measured as the total number of AND and OR nodes it contains. The remaining columns measure the efficiency of the search algorithm. The column labeled “Pruned” gives the number of times a branch of the AND/OR graph was pruned in solving the LIMID, the column labeled “Merged” gives the number of times two OR nodes were merged, and the column labeled “Time” gives the time needed to solve the problem.

**Table 1: Results for maze navigation LIMID.**

<table>
<thead>
<tr>
<th>(d, c, u)</th>
<th>SG</th>
<th>Pruned</th>
<th>Merged</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2, 14, 1)</td>
<td>495</td>
<td>124</td>
<td>528</td>
<td>109(\text{ms})</td>
</tr>
<tr>
<td>(3, 20, 1)</td>
<td>951</td>
<td>364</td>
<td>2112</td>
<td>421(\text{ms})</td>
</tr>
<tr>
<td>(4, 26, 1)</td>
<td>1407</td>
<td>688</td>
<td>4224</td>
<td>952(\text{ms})</td>
</tr>
<tr>
<td>(5, 32, 1)</td>
<td>1,863</td>
<td>2,848</td>
<td>18,480</td>
<td>4s</td>
</tr>
<tr>
<td>(6, 38, 1)</td>
<td>2,319</td>
<td>9,412</td>
<td>61,776</td>
<td>17s</td>
</tr>
<tr>
<td>(7, 44, 1)</td>
<td>2,775</td>
<td>25,768</td>
<td>168,960</td>
<td>53s</td>
</tr>
<tr>
<td>(8, 50, 1)</td>
<td>3,231</td>
<td>90,400</td>
<td>593,472</td>
<td>3m30s</td>
</tr>
<tr>
<td>(9, 56, 1)</td>
<td>3,687</td>
<td>309,184</td>
<td>2,027,520</td>
<td>13m21s</td>
</tr>
<tr>
<td>(10, 62, 1)</td>
<td>4,143</td>
<td>1,058,908</td>
<td>6,939,504</td>
<td>50m17s</td>
</tr>
</tbody>
</table>

**4.1 Maze navigation**

Table 1 shows results for the maze navigation problem of Section 2.2 when the number of stages is varied from two through ten. The LIMIDs for this problem satisfy the regularity assumption (there is one decision node per stage), but not the no-forgetting assumption (observations are not remembered after the current stage). Of the total number of branches pruned, approximately 40% are pruned based on bounds; the remaining 60% are pruned because the probability of the branch is zero.

**4.2 Multi-agent tiger behind door**

Table 2 shows results for a finite-horizon DEC-POMDP that represents cooperative multiagent decision making under uncertainty [12]. In this problem, there are two doors, one on the left and one on the right, and two agents. Behind one door is a tiger and behind the other is treasure. Each agent has a choice of three actions: it can open a door on the left or right, or it can listen for the tiger. If an agent hears the tiger behind one of the doors, the tiger is actually there with probability 0.85. At each stage, the agents must each choose an action without knowing what the other agent will choose; thus the regularity assumption is not satisfied. Each agent remembers its previous actions and observations, but is unaware of the other agent’s observations. The agents receive better rewards if they coordinate their actions: the reward for opening the door with treasure is greater is both agents open the door together, and the penalty for opening the door with the tiger is less severe if they open that door together. There is a small cost for the listen action.

**Table 2: Results for multi-agent tiger LIMID.**

<table>
<thead>
<tr>
<th>(d, c, u)</th>
<th>SG</th>
<th>Pruned</th>
<th>Merged</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4, 6, 2)</td>
<td>15</td>
<td>12</td>
<td>6</td>
<td>15(\text{ms})</td>
</tr>
<tr>
<td>(6, 9, 3)</td>
<td>39</td>
<td>35</td>
<td>24</td>
<td>62(\text{ms})</td>
</tr>
<tr>
<td>(8, 12, 4)</td>
<td>87</td>
<td>737</td>
<td>576</td>
<td>530(\text{ms})</td>
</tr>
<tr>
<td>(10, 15, 5)</td>
<td>351</td>
<td>9,529</td>
<td>6,984</td>
<td>7s</td>
</tr>
<tr>
<td>(12, 18, 6)</td>
<td>1,599</td>
<td>42,559</td>
<td>31,602</td>
<td>49s</td>
</tr>
<tr>
<td>(14, 21, 7)</td>
<td>4,047</td>
<td>288,516</td>
<td>214,170</td>
<td>5m31s</td>
</tr>
<tr>
<td>(16, 24, 8)</td>
<td>10,023</td>
<td>2,328,571</td>
<td>1,763,904</td>
<td>53m21s</td>
</tr>
</tbody>
</table>
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Table 2 shows results for this problem when the number of stages is varied from two through eight. Our algorithm solves the problem optimally for eight stages in less than an hour. The provably optimal solution reported in [18] is for up to four stages, found by dynamic programming [3]. For this search problem, there are no zero-probability branches. All branches are pruned based on bounds.

4.3 Randomly-generated LIMIDs

We also tested our algorithm on a set of randomly-generated LIMIDs. The LIMIDs were created to have between 10 and 20 stages, with one decision node, one utility node, and between 3 and 6 chance nodes per stage. For each stage, half (and at least 2) of the nodes are selected to be information variables of the decision variable. The utility function for each stage is a function of the decision variable and two randomly-selected random variables from that stage, and potentially the decision variable from the previous stage. Once nodes are generated for all stages, we generate additional informational arcs as follows. For the decision variable of each stage $k$ beginning from the second stage and continuing until the last stage, we add informational arcs from half (and at least 2) of the information variables of the previous stage, selected randomly. This method of adding informational arcs ensures that the no-recalling-forgotten-information rule is satisfied. When adding arcs, we make sure that chance nodes with no children become the information variables for the decision node first so that there are no barren nodes. Each random and decision variable has from 2 to 4 states, and the probabilities for the random nodes are assigned from an uniform probability distribution. The utility values range from $-20$ to 20.

Table 3 only shows results for a selection of LIMIDs for which the treewidth of the relaxed LIMID does not exceed 12. The LIMIDs solved are larger than those for the maze and tiger problems. For these randomly-generated LIMIDs, not all previous actions are remembered, which appears to make both duplicate detection and probabilistic inference using the incremental join tree algorithm faster.

<table>
<thead>
<tr>
<th>(d,c,a)</th>
<th>SG</th>
<th>Pruned</th>
<th>Merged</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10, 46, 10)</td>
<td>33,463</td>
<td>8,538</td>
<td>167,154</td>
<td>34s</td>
</tr>
<tr>
<td>(10, 10, 10)</td>
<td>14,785</td>
<td>1,475</td>
<td>17,817</td>
<td>4s</td>
</tr>
<tr>
<td>(11, 47, 11)</td>
<td>16,866</td>
<td>6,501</td>
<td>153,436</td>
<td>50s</td>
</tr>
<tr>
<td>(12, 60, 12)</td>
<td>27,318</td>
<td>14,333</td>
<td>111,629</td>
<td>33s</td>
</tr>
<tr>
<td>(13, 64, 13)</td>
<td>32,087</td>
<td>7,220</td>
<td>103,560</td>
<td>2m34s</td>
</tr>
<tr>
<td>(13, 60, 13)</td>
<td>39,052</td>
<td>11,958</td>
<td>1,231,516</td>
<td>16m26s</td>
</tr>
<tr>
<td>(13, 65, 13)</td>
<td>36,040</td>
<td>11,366</td>
<td>183,664</td>
<td>49s</td>
</tr>
<tr>
<td>(15, 70, 15)</td>
<td>28,080</td>
<td>14,546</td>
<td>997,728</td>
<td>3m26s</td>
</tr>
<tr>
<td>(16, 72, 16)</td>
<td>31,525</td>
<td>25,736</td>
<td>1,023,012</td>
<td>6m11s</td>
</tr>
<tr>
<td>(18, 84, 18)</td>
<td>50,306</td>
<td>21,582</td>
<td>524,416</td>
<td>4m5s</td>
</tr>
<tr>
<td>(19, 88, 19)</td>
<td>130,168</td>
<td>7,266</td>
<td>140,952</td>
<td>46s</td>
</tr>
<tr>
<td>(20, 84, 20)</td>
<td>25,012</td>
<td>16,147</td>
<td>232,175</td>
<td>1m12s</td>
</tr>
</tbody>
</table>

Table 3: Results for randomly-generated LIMIDs.

4.4 Comparison to variable elimination

The state-of-the-art exact algorithm for solving LIMIDs is a recently-developed variable elimination algorithm called Multiple Policy Updating (MPU) [11, 10]. Although it is not possible to draw definite conclusions about relative performance without direct comparison, we can make some general comments. Like our branch-and-bound algorithm, the MPU algorithm avoids solving redundant decision scenarios by caching and reusing intermediate results. Our algorithm also uses bounds to prune decision scenarios before they are evaluated, however, and can prune zero-probability branches that represent impossible scenarios, and that may give it some advantage, similar to the advantage that the depth-first branch-and-bound algorithm for solving traditional IDs has over other ID algorithms [24]. In reporting results for their variable elimination algorithm, Maua et al. [11, 10] report that it solves randomly-generated LIMIDs with up to $10^{64}$ strategies and a treewidth bounded by 10. Our branch-and-bound algorithm solves randomly-generated LIMIDs with up to $10^{152}$ strategies and a treewidth of up to 27. (The multi-agent tiger LIMID has $10^{88}$ possible strategies and a treewidth of 38. The 10-stage maze problem has $10^{156}$ possible strategies. The 7-stage maze LIMID has a treewidth of 31; we could not compute the treewidth for more stages than that.) Whereas the scalability of the MPU algorithm is limited by the treewidth of the LIMID, the scalability of the branch-and-bound algorithm appears to be limited by the (usually smaller) treewidth of the relaxed LIMID, which is used to compute bounds and probabilities. In future work, we hope to better characterize the relative performance of these two approaches.

5 Conclusion

We have described a branch-and-bound AND/OR graph search algorithm that finds optimal strategies for LIMIDs, building on earlier work on solving traditional IDs using branch-and-bound search. The approach is especially effective for IDs that represent multistage decision problems.

The branch-and-bound approach performs well even though the bounds used in our implementation are quite simple. (They are equivalent to assuming perfect information.) The bounds can likely be significantly improved, allowing more pruning and faster search. We plan to implement improved bounds and evaluate the approach on a wider range of test problems. Our approach to determining the context of a decision node and merging duplicate OR nodes is also simple, and could potentially be improved, and it may also be possible to find more compact representations of an optimal strategy.
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Abstract

We present a novel approach for constrained Bayesian inference. Unlike current methods, our approach does not require convexity of the constraint set. We reduce the constrained variational inference to a parametric optimization over the feasible set of densities and propose a general recipe for such problems. We apply the proposed constrained Bayesian inference approach to multitask learning subject to rank constraints on the weight matrix. Further, constrained parameter estimation is applied to recover the sparse conditional independence structure encoded by prior precision matrices. Our approach is motivated by reverse inference for high dimensional functional neuroimaging, a domain where the high dimensionality and small number of examples requires the use of constraints to ensure meaningful and effective models. For this application, we propose a model that jointly learns a weight matrix and the prior inverse covariance structure between different tasks. We present experimental validation showing that the proposed approach outperforms strong baseline models in terms of predictive performance and structure recovery.

1 INTRODUCTION

The Bayesian paradigm has become one of the most important approaches for modeling uncertainty. Bayes’ classic theorem provides a principle for updating prior beliefs with new information, and has become and important component of statistics and machine learning. Despite the elegance of Bayes theorem, some learning problems require model constraints that are difficult or inappropriate to enforce using standard prior distributions. Examples include linear inequality constraints (Gelfand et al., 1992) and margin constraints (Zhu et al., 2012).

Williams (1980) showed that the Bayesian posterior distribution can be derived as the solution of a constrained relative entropy minimization problem. Constrained Bayesian inference is proposed as an extension that combines Bayesian inference with other constraints determined by domain knowledge. Constrained relative entropy minimization can be solved via Fenchel duality theory (Altun & Smola, 2006), which requires convexity of the constraint set. In this paper, we propose an alternative approach that does not require the constraint set to be convex. We find that the optimization problem resulting from the proposed approach may be easier to solve than the equivalent Fenchel dual approach even when the constraint set is convex.

Rank constraints have proven to be effective for controlling model complexity (Candés & Recht, 2009). In addition to superior performance in many scenarios, the decompositions learned are often useful for explaining the structure of complex multivariate data. Low rank latent variable models have been applied to various domains including principal component analysis (Bishop, 1998), multitask learning (Stegle et al., 2011) and collaborative filtering (Salakhutdinov & Mnih, 2008). We propose a novel approach for low rank multitask learning via Bayesian inference subject to a nuclear norm constraint on the predictive weight matrix. The constrained inference is combined with parameter estimation for the prior precision of the matrix-variate Gaussian distribution. We enforce $l_1$ regularization constraints on the precision matrix to reveal its sparsity structure.

Our work is motivated by reverse inference for functional neuroimaging. Functional neuroimaging datasets typically consist of a relatively small number of correlated high dimensional brain images. Hence, capturing the inherent structural properties of the imaging data is critical for robust inference. Predictive modeling (also known as “brain reading” or “reverse inference”) has become an increasingly popular approach for studying fMRI data (Pereira et al., 2009; Poldrack, 2011). Reverse inference involves the interpretation of the parameters of a model trained to decode the stimulus or task using the brain images as features. We show that the proposed approach is effective in
The contributions of this paper are as follows:

- We propose an novel representation approach for constrained Bayesian inference. We prove that the optimizing density is a member of an exponential family.
- We develop a novel constrained Bayesian model for rank constrained multitask learning and apply \( l_1 \) norm constrained parameter estimation to estimate the inter-task conditional independence structure.
- The proposed multitask learning approach is applied to reverse inference for functional neuroimaging data. We show that the proposed approach results in superior accuracy as compared to strong baseline models.

As a minor contribution, our work appears to be the first application of constrained Bayesian inference to continuous valued variables that are not margin constraints. Constrained Bayesian inference is discussed in Section 2 and the proposed representation approach is introduced in Section 2.1. We discuss the proposed rank constrained multitask learning approach in Section 3. Related work is discussed in Section 4 and experimental results are presented in Section 5.

1.1 PRELIMINARIES

We denote vectors by lower case \( \mathbf{x} \) and matrices by capital \( \mathbf{X} \). Let \( \mathbf{I}_D \) represent the \( D \times D \) identity matrix. Given a matrix \( \mathbf{A} \in \mathbb{R}^{P\times Q} \), \( \text{vec}(\mathbf{A}) \in \mathbb{R}^{PQ} \) is the vector obtained by concatenating columns of \( \mathbf{A} \). Given matrices \( \mathbf{A} \in \mathbb{R}^{P\times Q} \) and \( \mathbf{B} \in \mathbb{R}^{P'\times Q'} \), the Kronecker product of \( \mathbf{A} \) and \( \mathbf{B} \) is denoted as \( \mathbf{A} \otimes \mathbf{B} \in \mathbb{R}^{P'P\times Q'Q} \). We use \( \|\cdot\|_p \) to denote the vector \( L_p \) norm with \( \|\mathbf{x}\|_p = (\sum_{i} a_i^p)^{1/p} \), and use \( \|\cdot\| \) to denote spectral (matrix) norms i.e. \( \|\mathbf{X}\|_p \) is the \( L_p \) norm of the singular values of \( \mathbf{X} \).

Let \( \mathcal{X} \) be a Banach space and let \( \mathcal{X}^* \) be the dual space of \( \mathcal{X} \). The Legendre-Fenchel transformation (or convex conjugate) of a function \( f : \mathcal{X} \rightarrow [-\infty, +\infty] \) is given by \( f^* : \mathcal{X}^* \rightarrow [-\infty, +\infty] \) as \( f^*(\mathbf{x}^*) = \sup_{x \in \mathcal{X}} \{ \langle \mathbf{x}, \mathbf{x}^* \rangle - f(\mathbf{x}) \} \). where \( \langle \mathbf{x}, \mathbf{x}^* \rangle \) denotes the dual pairing. See Borwein & Zhu (2005) for further details on Fenchel duality, particularly as applied to variational optimization.

Let \( E \) be the expectation operator with \( E_p[f(z)] = \int_{\mathcal{Z}} p(z) f(z) dz \). The Kullback-Leibler divergence between densities \( q \) and \( p \) is given by \( \text{KL}(q(z)||p(z)) = E_q(z) \{ \log q(z) - \log p(z) \} \). The delta function as a generalized function that satisfies \( \int_{\mathcal{Z}} f(z) \delta_a(dz) = f(a) \), where \( f \) is absolutely continuous with respect to \( dz \), and \( a \in \mathcal{Z} \). Following from the definition, the expectation with respect to the delta function satisfies \( E_{\delta_a}[f] = f(a) \), and given the density \( p \), we have that \( E_p[\delta_a] = p(a) \). Further, it can be shown (Williams, 1980) that \( \text{KL}(\delta_a||p) = - \log p(a) \).

An exponential family is a class of probability distributions whose density functions take the form:

\[
p(x|\theta) = h(x)e^{\eta(\theta)^T t(x) - G(\theta)},
\]

where \( \eta(\theta) \) is known as the natural parameter vector, \( t(x) \) is the vector of natural statistics, \( G(\theta) \) is the log partition function and \( h(x) \) is known as the base measure. The exponential family is in canonical form if \( \eta(\theta) = \theta \). Further details on exponential family distributions may be found in (Brown, 1986).

Let \( x \in \mathbb{R}^D \) be drawn from a multivariate Gaussian distribution. The density is given as:

\[
\mathcal{N}(m, \Sigma) = \frac{\exp \left( -\frac{1}{2} \text{tr}(x-m)^T \Sigma^{-1}(x-m) \right)}{(2\pi)^{D/2}|\Sigma|^{1/2}},
\]

where \( m \in \mathbb{R}^D \) is the mean vector and \( \Sigma \in \mathbb{R}^{D\times D} \) is the covariance matrix. \( |\cdot| \) denotes the matrix determinant and \( \text{tr}(\cdot) \) denotes the matrix trace. Let \( \mathbf{X} \in \mathbb{R}^{D\times K} \) be drawn from a matrix-variate Gaussian distribution represented as \( \mathcal{MN}(\mathbf{M}, \Sigma_R, \Sigma_C) \) where \( \mathbf{M} \in \mathbb{R}^{D\times K} \) is the mean matrix, \( \Sigma_R \in \mathbb{R}^{D\times D} \) is the row covariance matrix and \( \Sigma_C \in \mathbb{R}^{K\times K} \) is the column covariance matrix. The density is given by:

\[
\frac{\exp \left( -\frac{1}{2} \text{tr}(\Sigma_C^{-1}(X-M)^T \Sigma_R^{-1}(X-M)) \right)}{(2\pi)^{DL/2}|\Sigma_R|^{D/2}|\Sigma_C|^{K/2}}.
\]

2 CONstrained BAYESian INFERENCE

Constrained relative entropy inference follows from the principle of minimum discrimination information (Kullback, 1959); a conceptual framework for updating a distribution given constraints. It defines a procedure for updating the distribution as one that satisfies the constraints and is closest to a predefined prior distribution in terms of relative entropy. Bayesian inference is recovered from the constrained relative entropy framework when the data constraints correspond to knowledge of the value of \( y \) with certainty (Williams, 1980). Given the observation \( \tilde{y} \sim P_y \), this knowledge is encoded using the constraint \( E_q[\delta_{\tilde{y}}] = 1 \) that must be satisfied by the updated distribution \( q \). The resulting constrained relative entropy minimization problem is given by:

\[
\min_{q \in \mathcal{P}} \left[ \text{KL}(q(z,y)||p(z,y)) \text{ s.t. } E_q[\delta_{\tilde{y}}] = 1 \right]. \tag{1}
\]

It is clear that any distribution \( q \) that optimizes (1) must satisfy the equivalent conditional distribution constraint...
\[ q(y) = \int_Z q(z, y) = \delta_y, \text{ so we will focus on estimating the} \]
\[ \text{portion of the distribution that remains unknown, which, from the basic rules of probability, is the conditional distribution }\]
\[ q(z|y). \]  
Thus, it will be useful to express the joint relative entropy in a form that separates the latent variables from the observations by expressing \( KL(q(z, y)\|p(z, y)) \) as:
\[ E_{q(y)}[KL(q(z|y)\|p(z|y))] + KL(q(y)\|p(y)). \]

Enforcing the constraint \( q(y) = \delta_y \), we recover that
\[ KL(q(x|y)q(y)\|p(x|y)p(y)) \]

is given by:
\[ KL(q(x|y = y)p(x|y = y) - \log(p(y)). \]

The second term \( \log(p(y)) \) is the log evidence, and is fixed independent of the first term. The first term is minimized when \( q(x|y = y) = p(x|y = y) \), recovering the Bayesian posterior distribution. Thus, the solution of the relative entropy minimization problem (1) takes the form of the generalized density \( q_*, (x, y) = p(x|y = y)\delta_y. \)

For the rest of the discussion, we focus on \( q \) as a density with respect to \( Z \) (ignoring the implicit conditioning). It is instructive to expand the terms of the loss function. The relative entropy expands as follows:
\[ KL(q(z)\|p(z)) - \log p(y) \]
\[ = E_q[\log q(z) - \log p(z) - \log p(y)] \]
\[ = E_q[\log q(z) - \log p(z) - \log p(y)] \]
\[ = KL(q(z)\|p(z)) - E_q[\log p(y)] \]

where (2b) and (2d) follow directly by expansion of the KL divergence, and (2c) follows from the rules of conditional probability as \( p(z|y)p(y) = p(z, y) = p(y|z)p(z). \) The result of (2c) also recovers the identity discovered by Zellner (1988), who showed that the Bayesian posterior density is given by:
\[ p(z|y) = \arg \min_{q \in P} \text{KL}(q(z)\|p(z)) - E_q[\log p(y)] \]  

Constrained Bayesian inference defines a procedure for enforcing constraints on latent variables in addition to the constraints on the observation variables. Let \( \beta \) represent feature functions that map \( Z \) to a feature space with components \( \beta(z) = \{ \beta_j(z) \} \) and let \( C \) denote a constraint set of interest. We consider information encoded as expectation constraints in this paper. The constrained Bayesian inference procedure is defined by the following equivalent optimization problems:
\[ \min_{q \in P, E_q(\beta(z)) \in C} \left[ \text{KL}(q(z)\|p(z|y)) \right] \]
\[ \min_{q \in P, E_q(\beta(z)) \in C} \left[ \text{KL}(q(z)\|p(z)) - E_q[\log p(y|z)] \right] \]

It is clear from (4a) that constrained Bayesian inference corresponds to an information projection of the Bayesian posterior distribution to the set of distributions \( q \) that satisfy the constraints \( E_q[\beta(z)] \in C \). Following Zellner, we call \( q_* \) the postdata distribution to distinguish it from the unconstrained Bayesian posterior distribution.

We now consider probabilistic inference via constrained relative entropy minimization. Altun & Smola (2006) studied norm ball constraints given by \( \|E_q[\beta(z)] - b\|_B \leq \epsilon \) where \( \| \cdot \|_B \) is the norm on a the Banach space \( B \) centered at \( b \in \mathcal{B} \), and \( \epsilon \geq 0 \) is the width. The solution was found by an elegant application of Fenchel duality for variational optimization (Borwein & Zhu, 2005). The following Lemma characterizes relative entropy minimization subject to norm ball constraints.

**Lemma 1** (Altun & Smola (2006)),
\[ \min_{q \in P} \text{KL}(q(z)\|p(z)) \text{ s.t. } \|E_q[\beta(z)] - b\|_B \leq \epsilon \]
\[ = \max_\lambda \left( \lambda, b \right) - \log \int_Z p(z)e^{\langle \lambda, \beta(z) \rangle} dz - \epsilon \|\lambda\|_{B^*} + e^{-1} \]
\[ \text{and the unique solution is given by } q_*(z) = p(z)e^{\langle \lambda_*, \beta(z) \rangle - G(\lambda_*)} \text{ where } \lambda_* \text{ is the solution of the dual optimization (6) and } G(\lambda_*) \text{ ensures normalization.} \]

There may be several equivalent representations for a given density \( q \in P \). However, Lemma 1 shows that the density that minimizes relative entropy subject to norm ball constraints, if it exists, has a canonical representation a member of the exponential family with base measure \( p \), natural statistics \( \beta(z) \) and parameters \( \lambda_* \). The conditions for Lemma 1 include constraint qualification, which requires the existence of densities that satisfy the set of constraints, and a finite cost (6) at the solution \( \lambda_* \). More details are given in Altun & Smola (2006) and Chapter 4 of Borwein & Zhu (2005).

### 2.1 A REPRESENTATION APPROACH

The dual solution presented in Lemma 1 requires convexity of the constraint set \( C \). Further, solving the resulting dual optimization (6) requires the evaluation of the log partition function which is often challenging. We present an alternative representation approach that separates the problem into two parts. First we find the parametric family of the optimizing postdata density, then we directly optimize over that parametric family. Unlike the dual approach, the proposed representation approach does not require convexity of the constraint set.

For the rest of this paper, we will assume that the set of solutions \( q_* \) of the constrained Bayesian optimization (4) is not empty so the optimization problem is well defined. This implies the existence of at least one density \( q \in P \) that
satisfies the constraints $E_q[\beta(z)] \in C$. This also implies that the solution of the variational optimization problem is achieved at a density $q_*$. Further, we assume that for each solution $q_*$, the expectation $E_{q_*}[\beta(z)] = a_*$ is bounded to avoid the degenerate problem of unbounded constraints. Finally, we assume that $C \subset B$ is a closed subset of the Banach space $B$. This assumption is mostly for convenience and clarity and can easily be relaxed.

Let $E_c = \{q \in \mathcal{P} | E_q[\beta(z)] = c\}$ denote the constraint set subject to equality constraints. The constrained Bayes optimization problem (4b) can be written as:

$$
\min_{c \in C} \left[ \min_{q \in E_c} KL(q(z)\|p(z|y)) \right],
$$

which requires the solution of an inner optimization:

$$
q_c = \arg\min_{q \in E_c} KL(q(z)\|p(z|y)).
$$

Let $A \subset C$ represent the set of points $c \in C$ where $c$ is bounded, and the optimization problem of (4b) is finite and attained. Assuming the existence of at least one solution $q_c$, it follows that the set $A$ is not empty. We associate a density function $q_c$ to every element $c \in A$. We define a feasible set of solutions characterized by the set of densities $F = \{q_c(z) | c \in A\}$. The following proposition is a direct consequence of Lemma 1 and is stated without proof.

**Proposition 2.** For any $c \in A$, the unique minimizer of (8) is given by: $q_c(z) = p(z|y)e^{(\lambda_c - \beta(z)) - G(\lambda_c)}$ where $\lambda_c$ is the solution of the dual optimization (6) with $\epsilon = 0$ and $G(\lambda_c)$ ensures normalization.

We may now state the main result.

**Theorem 3.** Let $F = \{q_c | c \in A\}$ denote the feasible set of (8). The postdata density given by the minimizer of (4a) is the solution of:

$$
q_* = \arg\min_{q \in F} KL(q(z)\|p(z|y))
$$

and the solution is given by $q_* = q_{a_*}$ for the optimal $a_* \in A$ with $q_{a_*}(z) = p(z|y)e^{(\lambda_{a_*} - \beta(z)) - G(\lambda_{a_*})}$ where $\lambda_{a_*}$ is the solution of the dual optimization (6) with the constraint set $C' = \{E_q[\beta(z)] = a_*\}$ and $G(\lambda_{a_*})$ ensures normalization. The solution is unique if $A$ is convex.

**Sketch of proof:** First we prove that $q_* \in F$ by contradiction. Suppose $q_* \notin F$, then $q_* = q_v$ for $v \notin A$. This is a contradiction by definition of $A$. The first claim follows directly. The parametric form of the solution follows from Proposition 2 and the uniqueness of the solution for convex $A$ follows from the strict convexity of the relative entropy.

Applied directly, Theorem 3 requires the solution of the equality constrained variational inference (8) in the inner loop. The key insight from Proposition 2 is that the solution of (8) fully specifies the parametric form of the density. In other words, all the members of the set $F = \{q_c | c \in A\}$ have the same parametric form $f$ where $q_c = f_{a_*}(z)$ is determined by the choice of $c$. By definition of the exponential family, all $\theta \in \Theta$ where $\Theta$ is the constraint set of the parametric distribution family containing $f$.}

**Corollary 4.** The postdata density is the minimizer of (4a) and is given by $q_* = f_{\theta_*}$ where $\theta_*$ is the solution of:

$$
\theta_* = \arg\min_{\theta \in \Theta} \left[ KL(f_{\theta}(z)\|p(z|y)) \right. \text{ s.t. } E_{f_{\theta}}[\beta(z)] \in C
$$

**Sketch of proof:** Let the exponential family $G = \{f_{\theta} | \forall \theta \in \Theta\}$. Clearly $F \subset G$ by definition. Suppose $f_{\theta} \notin F$, feasibility implies that $f_{\theta}$ satisfies the constraints. Thus $\exists v$ such that $E_{f_{\theta}}[\beta(z)] = v$ and $v \notin A$. This is a contradiction by definition of $A$. Thus $f_{\theta} = q_* \in F \subset G$ and the proof follows from Theorem 3.

Our approach suggests the following recipe for constrained Bayesian inference. First, Proposition 2 is applied to specify the parametric form of $q_c$, then Corollary 4 is applied to convert the variational problem into a parametric optimization problem.

## 3 RANK CONstrained Multitask LEARNING

Let $n = 1 \ldots N$ denote the number of training examples and $k = 1 \ldots K$ denote each task so that the output is given by $y_{n,k} \in R$. Given a $D$ dimensional feature vector $x_{n,k} \in R^D$ and a weight vector $w_k \in R^D$, each output is generated as:

$$
y_{n,k} = w_k^T x_{n,k} + \epsilon
$$

where $\epsilon \sim N(0,\sigma^2)$. The outputs may be collected into a output matrix $Y \in R^{N \times K}$ and the features may be collected into a feature matrix $X \in R^{D \times K}$ with $X(n) = x_{n,k}$. The latent matrix $W$ is drawn from a zero mean matrix-variate Gaussian distribution $W \sim MN(0,R,C)$ under the condition $R \in R^{D \times D}$ and $C \in R^{K \times K}$. Fig. 1 illustrates the combined generative model. Without loss of generality, we assume that the output matrix is normalized to zero mean over the columns so we do not include a bias term. The model parameters are given by $\Theta = \{R,C,\sigma^2\}$.

The unconstrained posterior distribution can be computed in closed form (Bishop, 2006). Let $w = \text{vec}(W)$ and $y = \text{vec}(Y)$, then $p(w|y) = N(\mu,\Sigma)$ where:

$$
\mu = \frac{1}{\sigma^2} \Sigma (I_K \otimes X^T) y
$$

$$
\Sigma^{-1} = (C^{-1} \otimes R^{-1}) + \frac{1}{\sigma^2} (I_K \otimes X^T X)
$$

with $\mu \in R^{DK}$ and $\Sigma \in R^{DK \times DK}$. Theorem 3 applies directly.
3.1 CONSTRAINED INFERENCE

We seek to enforce a rank constraint via the constraint set \( B = \{ b | \mathbb{K}(b) \leq R \} \). We apply the recipe discussed in Section 2.1. First we must define the parametric form of the postdata distribution by solving (8) for a fixed \( b \in B \). We find that \( q_{b}(w) \) is Gaussian distributed with density \( \mathcal{N}(m, S) \) and \( m = b \). Following the arguments of Corollary 4, the postdata distribution is found by minimizing the KL divergence between the Gaussian distribution \( \mathcal{N}(m, S) \) and the Bayesian posterior distribution \( \mathcal{N}(\mu, \Sigma) \). This is given by:

\[
\min_{m \in B, S} \text{tr}(\Sigma^{-1}S) + (\mu - m)^\top \Sigma^{-1}(\mu - m) - \log |S| + \log |\Sigma| \tag{11}
\]

where \( m = \text{vec}(M) \). The optimization decouples between the mean term \( m \) and the covariance term \( S \). The minimum in terms of the covariance is achieved for \( S = \Sigma \) and the mean optimization is given by the solution of a rank constrained quadratic optimization. We note that the Gaussian form of the constrained postdata density was not assumed a-priori, but was found as the solution to the constrained inference.

The solution of (11) requires computation and storage of the posterior covariance \( \Sigma \). This may become computationally infeasible for high dimensional data. In such situations, it may be more computationally efficient to estimate the postdata mean matrix using the form of (4b). Ignoring terms independent of the mean, this results in the optimization problem:

\[
\min_{M \in B} \frac{1}{\sigma^2} \| Y - XM \|_2^2 + \text{tr}(M^\top R^{-1}M) \tag{12}
\]

**Nuclear norm constraint:** The rank constraint is non-convex and is challenging to optimize directly. To simplify the optimization, we replace the rank constraint with a nuclear norm constraint \( D = \{ D | \| D \|_1 \leq C \} \). The nuclear norm is computed as sum of the singular values of the matrix i.e. \( \| D \|_1 = \sum \sigma_i(D) \) where \( \sigma_i(D) \) is the \( i^{th} \) singular value of the matrix \( D \). The nuclear norm is known to encourage low rank solutions Candès & Recht (2009). The resulting postdata mean inference retains the same form with the new constraint set. Replacing the constraint set with a regularization function, we find that the postdata mean optimization can be rewritten as:

\[
\min_{M} \frac{1}{\sigma^2} \| Y - XM \|_2^2 + \text{tr}(M^\top R^{-1}M) + \| M \|_1 \tag{13}
\]

We note that there is no need for a regularization parameter if we learn the hyperparameters \( \Theta = \{ R, C, \sigma^2 \} \), as the optimization only depends on the relative scale of the three terms.

**Kronecker Covariance constraint:** Unlike the prior covariance, the posterior covariance matrix does not decompose into Kronecker form. Hence, the size of the posterior covariance may be of computational concern. We propose a Kronecker factorization constraint structure for the posterior covariance matrix. Following Theorem 3, we find that the postdata distribution retains its Gaussian form. Let \( S = H \otimes G \) where \( G \in R^{D \times D} \) is constrained row covariance matrix and \( H \in R^{K \times K} \) is the constrained column covariance matrix. Employing the cost function (4b) and ignoring terms independent of the postdata covariance, we compute:

\[
\min_{G, H} \frac{1}{\sigma^2} \| X^\top XG \|_F \text{tr}(H) + \text{tr}(R^{-1}G) \text{tr}(C^{-1}H) - K \log |G| - D \log |H| \tag{14}
\]

This can be solved using an alternating optimization approach:

\[
G^{-1} = \frac{1}{K} \left( \frac{\text{tr}(H)}{\sigma^2} X^\top X + \text{tr}(C^{-1}H) R^{-1} \right) \tag{15}
\]

\[
H^{-1} = \frac{1}{D} \left( \frac{\text{tr}(X^\top XG)}{\sigma^2} I_K + \text{tr}(R^{-1}G) C^{-1} \right)
\]

The result of constrained inference is the postdata distribution \( q_{\ast}(W|Y) = MN(M, G, H) \).

3.2 PARAMETER ESTIMATION

In addition to low rank constraints on the weight matrix, we are interested in learning the prior conditional independence structure between the features and between the tasks. This is achieved by placing Laplacian priors (Friedman et al., 2008; Stegle et al., 2011) on the row and column prior precision matrices:

\[
p(R^{-1}) \propto \exp(-\lambda_r\|R^{-1}\|_1 |R^{-1} > 0),
\]

\[
p(C^{-1}) \propto \exp(-\lambda_c\|C^{-1}\|_1 |C^{-1} > 0),
\]

where the \( l_1 \) norm is given by \( \| R \|_1 = \sum_{i,j} |r_{ij}| \). Ignoring terms independent of the precision matrices, the loss function is given by:

\[
\min_{R^{-1}, C^{-1}} \text{tr}(R^{-1}G) \text{tr}(C^{-1}H) + \text{tr}(W^\top R^{-1}W) - K \log |R| - D \log |C| + \lambda_r\|R^{-1}\|_1 + \lambda_c\|C^{-1}\|_1 \tag{16}
\]
Algorithm 1 Constrained Inference and Parameter Estimation for Multitask Learning

\textbf{Initialize } $G, H, \Theta = \{R, C, \sigma^2\}$

\textbf{repeat}
\hspace{1em} Update $M|\Theta$ by solving (13) (equiv. (11) or (12))
\hspace{1em} repeat
\hspace{2em} Update $G|H, \Theta$ using (14)
\hspace{2em} Update $H|G, \Theta$ using (15)
\hspace{2em} until converged
\hspace{1em} update $R|C, G, H, \lambda_c$ by optimizing (16)
\hspace{1em} Update $C|R, G, H, \lambda_c$ by optimizing (16)
\hspace{1em} until converged
\hspace{1em} Update $\sigma^2|M, G, H$ using (17)
\hspace{1em} until converged
\textbf{Return } $M, G, H, \Theta$

We apply an alternating optimization approach, alternating between solving for $R^{-1}$ and $C^{-1}$. Each of these suboptimization problems can be solved using glasso (Friedman et al., 2008)

\textbf{Noise variance update: } We also may also update the output noise variance. Ignoring terms independent of the noise variance, the optimization is given by minimizing (with respect to $\sigma^2$):

$$ND \log \sigma^2 + \frac{1}{\sigma^2} \left[ \|Y - XW\|^2 + \text{tr}(X^\top XG)\right]$$

This can be solved in closed form. The solution is given by:

$$\sigma^2 = \frac{1}{ND} \left[ \|Y - XW\|^2 + \text{tr}(X^\top XG)\right] \ (17)$$

3.3 ALGORITHM

Our goal is to minimize the cost function (4). We solve this by alternating between constrained inference and parameter estimation. Constrained inference involves estimation of the postdata distribution $q(W|Y)$ subject to rank (nuclear norm) and Kronecker covariance constraints, and constrained parameter estimation involves the estimation of updated parameters $\Theta$. The proposed algorithm is summarized in Algorithm 1.

4 RELATED WORK

Examples of constrained Bayesian inference in the literature include maximum entropy discrimination (Jaakkola et al., 1999) and posterior regularization Ganchev et al. (2010). Ganchev et al. (2010) applied constrained Bayesian inference techniques to statistical word alignment, multiview learning, dependency parsing and part of speech induction. More recently, researchers have applied constrained Bayesian inference for combining complicated nonparametric topic models with support vector machine inspired large margin constraints for document classification (Zhu et al., 2009), multitask classification (Zhu et al., 2011) and link prediction (Zhu, 2012).

Constrained Bayesian inference is closely related to techniques for approximate variational Bayesian inference (Bishop, 2006), used to approximate intractable Bayesian posterior densities. The approximation typically takes the form of factorization assumptions between subsets of the latent variables. The result is often much easier to solve. Although approximate variational inference also requires solving a constrained version of (3), the motivations and results are quite different than in constrained Bayesian inference methods. In particular, the estimated constrained Bayes distributions may not factorize over subsets of the latent variables.

Partial Least squares (PLS) (Abdi, 2010) is a popular approach for low rank multiple regression. PLS estimates low rank factors that best matches the cross correlation between the features and the response and is known to be especially effective when the feature matrix has co-linear rows and when the features are very high dimensional. Argyriou et al. (2007) and Yuan et al. (2007) proposed models for multitask learning using a regularizer that penalizes the nuclear norm of the weight matrix. This constraint often results in a weight matrix of low rank. Rai & Daume III (2011) proposed a nonparametric Bayesian model for multitask learning using the direct low rank factor representation. The proposed approach is able to estimate the number of factors using the Indian buffet process prior.

(Zhang & Schneider, 2010; Allen & Tibshirani, 2012) studied covariance estimation for the matrix-variate Gaussian distribution subject to $l_2$ constraints on the precision when the observed data was generated directly from a matrix-variate Gaussian distribution. Stegle et al. (2011) extended the work to the case where the matrix-variate Gaussian distribution is used a the prior, coupled with additive noise. They showed that capturing the additive noise structure can make a significant impact on the quality of the recovered precision matrix. They noted the in difficulty of inference in the model and proposed a heuristic using only the posterior mean and ignoring the posterior covariance. Following our development, the heuristic inference approach of Stegle et al. (2011) can now be explained as a constrained Bayesian inference subject to the constraint the the posterior covariance vanishes. We compare the performance of this heuristic with the Kronecker constrained inference approach on simulated and real data experiments, showing the utility of the richer posterior covariance structure.

5 EXPERIMENTS

We present experimental results comparing the proposed rank constrained variational approach to other matrix-
variate learning models in the literature. We compared the models in terms of regression accuracy and in terms of structure recovery for the underlying precision matrices. The compared models are as follows:

- Graphical Lasso (GLasso) (Friedman et al., 2008) estimates a sparse precision matrix to match the sample covariance of the response matrix. GLasso was used as the baseline for inter-task structure recovery.
- Multiple regularized ridge regression (Ridge) was used as the baseline for the regression accuracy. Ridge does not estimate the precision matrix.
- Partial least squares (PLS) (Abdi, 2010) estimates low rank factors that best matches the cross correlation between the features and the response. The resulting weight vector can be used for prediction. PLS does not estimate the precision matrix.
- Nuclear norm regularized linear regression (Nuc. Norm) (Yuan et al., 2007) estimates the regression matrix that best predicts the target response subject to a nuclear norm constraint. The resulting weight matrix is often of low rank. Nuc. Norm does not estimate the precision matrix.
- We implemented the matrix variate regression and sparse precision matrix estimation procedure of (Stegle et al., 2011) (MVG). Our approach fixed the feature matrix instead of estimating it from data. As noted in Section 4, Stegle et al. (2011) used a heuristic procedure with a degenerate posterior covariance for the model inference. There is no low rank constraint applied to the model.
- We implemented a corrected matrix variate regression and sparse precision matrix estimation procedure using the Kronecker product posterior covariance constraint proposed in Section 3.1 (MVGcorr.). There is no low rank constraint applied to the model.
- We implemented the proposed nuclear norm constrained matrix variate regression and sparse precision matrix estimation using the constrained Bayesian inference approach regression (MVGrank). This combines the nuclear norm constrained inference for the low rank weight matrix with \( l_1 \) constrained precision matrix learning.

We optimized the proposed MVGrank model by using the approach outlined in Algorithm 1. A similar procedure without the nuclear norm constraint was used to optimize the MVGcorr. and MVG models. Nuc. Norm was optimized using a special case of MVGrank without any of the covariance matrices. GLasso, Ridge and PLS were optimized using implementations from the scikit-learn python package (Pedregosa et al., 2011).

5.1 SIMULATED DATA

Constrained inference is most useful when data is scarce. We are most interested in high dimensional multiple regression where there are more dimensions than samples. In such scenarios, the model constraints can be critical for effective regression and parameter estimation. We performed experiments using simulated data that matches the characteristics of functional neuroimaging data. We fixed the row precision matrix and tested the models ability to estimate the structure of the column precision matrix and the predictive accuracy of the model.

We generated a random row precision matrix by generating using the approach outlined in Example 1 of Li & Töh (2010). We first generated a sparse matrix \( \tilde{U} \) with non zero entries equal to +1 or −1, then set \( C^{-1} = \tilde{U} \tilde{U}^\top \). Finally, we added a diagonal term to ensure \( C^{-1} \) is positive definite. The resulting column precision matrix had a sparsity of 20% The column precision was generated as the normalized Laplacian matrix (Smola & Kondor, 2003) of a chain graph with an adjacency matrix set as \( A_{i,j} = 1 \) if \( j = \{i, i + 1, i - 1\} \) and zero otherwise.

We generated a low rank weight matrix using the factor model as \( W = AB^\top \). The columns of \( A \) were generated from the zero mean multivariate Gaussian distribution \( N(0, R) \) and the columns of \( B \) were generated from the zero mean multivariate Gaussian distribution \( N(0, C) \). We also generated random high dimensional feature matrices \( X \in R^{N \times D} \) with \( x_{i,j} \sim N(0, 1) \). Finally the response matrix was generated as \( Y = XW + N \) where \( N \) represents independent additive noise with each entry \( n_{i,j} \sim N(0, \sigma^2) \). We selected \( \sigma^2 \) to maintain a signal to noise ratio of 10.

Our domain of interest is characterized by high dimensional feature variables and few samples. Hence we set the dimensions as \( N = 50 \), \( D = 200 \) and \( K = 10 \). We performed experiments in the low rank regime (rank = 2) and the full rank regime (rank = 10). Experiments were performed using training, validation and test sets with the same number of samples. All experiments were repeated 10 times. The validation set was used for parameter selection. The regularization parameter for all the models except for PLS were selected from the set \( \{10^{-3}, 10^{-2}, \ldots, 10^3\} \). PLS is not regularized but requires selection of the number of factors. These were chosen from the set \( \{2, 4, \ldots, 10\} \).

The regression accuracy was measured using the coefficient of determination on the test set. The \( R^2 \) metric given by \( 1 - \frac{\sum(y - \hat{y})^2}{\sum(y - \mu)^2} \) where \( y \) is the target response with sample mean \( \mu \) and \( \hat{y} \) is the predicted response. \( R^2 \) measures the gain in predictive accuracy compared to a mean model and has a maximum value of 1. The structure recovery was measured using the area under the roc curve (AUC) (Cortes & Mohri, 2004) using the structure of the true precision matrix as the binary target, and the values in
the recovered precision matrix as scores. AUC measures the quality of the ranking recovered by the estimated precision matrix. We also present inference only results with the proposed models using the known precision matrix. The results from the simulated data experiments are shown in Table 1 and Table 2. In both tables, we note that (*) represents inference only results using the true precision matrix.

**Regression:** We found that that accounting for the prior correlation structure had a significant effect on the quality of the recovered regression. Hence, although the Nuc. Norm model performed better than Ridge, models that combined regression with structure recovery outperformed models using regression only. The corrected 

**Structure recovery:** Overall, all models improved accuracy of recovery for the precision structure as the rank was increased. At the low rank, the 

**5.2 FUNCTIONAL NEUROIMAGING DATA**

Functional magnetic resonance imaging (fMRI) is an important tool for non-invasive study of brain activity. Most fMRI studies involve measurements of blood oxygenation (which are sensitive to the amount of local neuronal activity) while the participant is presented with a stimulus or cognitive task. Neuroimaging signals are then analyzed to identify which brain regions exhibit a systematic response to the stimulation, and thus to infer the functional properties of those brain regions. Functional neuroimaging datasets typically consist of a relatively small number of

---

**Table 1: Average (std.) Accuracy ($R^2$) and Structure Recovery (AUC) for Rank 2 Simulated Data.**

<table>
<thead>
<tr>
<th>MODEL</th>
<th>$R^2$</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLasso</td>
<td>–</td>
<td>0.610 (0.071)</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.219 (0.029)</td>
<td>–</td>
</tr>
<tr>
<td>PLS</td>
<td>0.214 (0.033)</td>
<td>–</td>
</tr>
<tr>
<td>Nuc. Norm</td>
<td>0.220 (0.035)</td>
<td>–</td>
</tr>
<tr>
<td>MVG$^*$</td>
<td>0.215 (0.033)</td>
<td>–</td>
</tr>
<tr>
<td>MVG$_{corr.}^*$</td>
<td>0.271 (0.038)</td>
<td>–</td>
</tr>
<tr>
<td>MVG$_{rank}^*$</td>
<td>0.296 (0.038)</td>
<td>–</td>
</tr>
<tr>
<td>MVG</td>
<td>0.220 (0.035)</td>
<td>0.646 (0.048)</td>
</tr>
<tr>
<td>MVG$_{corr.}$</td>
<td>0.221 (0.035)</td>
<td>0.648 (0.069)</td>
</tr>
<tr>
<td>MVG$_{rank}$</td>
<td>0.299 (0.038)</td>
<td>0.665 (0.064)</td>
</tr>
</tbody>
</table>

**Table 2: Average (std.) Accuracy ($R^2$) and Structure Recovery (AUC) for Rank 10 Simulated Data.**

<table>
<thead>
<tr>
<th>MODEL</th>
<th>$R^2$</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLasso</td>
<td>–</td>
<td>0.708 (0.071)</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.180 (0.036)</td>
<td>–</td>
</tr>
<tr>
<td>PLS</td>
<td>0.169 (0.037)</td>
<td>–</td>
</tr>
<tr>
<td>Nuc. Norm</td>
<td>0.168 (0.037)</td>
<td>–</td>
</tr>
<tr>
<td>MVG$^*$</td>
<td>0.179 (0.042)</td>
<td>–</td>
</tr>
<tr>
<td>MVG$_{corr.}^*$</td>
<td>0.246 (0.035)</td>
<td>–</td>
</tr>
<tr>
<td>MVG$_{rank}^*$</td>
<td>0.246 (0.035)</td>
<td>–</td>
</tr>
<tr>
<td>MVG</td>
<td>0.172 (0.037)</td>
<td>0.702 (0.068)</td>
</tr>
<tr>
<td>MVG$_{corr.}$</td>
<td>0.172 (0.038)</td>
<td>0.721 (0.071)</td>
</tr>
<tr>
<td>MVG$_{rank}$</td>
<td>0.245 (0.033)</td>
<td>0.700 (0.052)</td>
</tr>
</tbody>
</table>

---

Figure 2: Ground Truth and Recovered Precision Structure with Rank 2 Simulated Data.
correlated high dimensional brain images. Hence, capturing the inherent structural properties of the imaging data is critical for robust inference.

We completed experiments using brain image data from an extended set of the openfMRI database\(^2\). The data was preprocessed using a general linear model with FMRIB Software Library (FSL) to compute contrast images for each subject resulting in \(N = 479\) contrast images for \(K = 26\) contrasts. The target contrasts were encoded into a response matrix using the 1-of-\(k\) representation, where \(y_{n,k} = 1\) if image \(n\) corresponds to task \(k\) and is zero otherwise. After masking, we are left with \(D = 174264\) dimensions. Each dimension in the brain image corresponds to a spatial location in the brain. We used the normalized Laplacian of the 3-dimensional spatial graph of the brain image voxels to define the row precision matrix. This corresponds to the observation that nearby voxels tend to have similar functional activation. Our approach is motivated by the observation that functional neuroimages are highly correlated for different tasks (Poldrack, 2011). We seek to extract this correlation structure as encoded in the prior precision matrix. In addition, the high dimensionality and the similarity between different tasks suggests that the optimal weight matrix may be of low rank.

We divided the training data into five sets using a stratified cross validation to ensure that each training set contains a similar relative number of images corresponding to each task. In addition to the proposed models, we present experimental results using the support vector machine classifier (SVM) using implementations from the scikit-learn python package (Pedregosa et al., 2011). We also note that the ridge regression is exactly equivalent to the least square support vector machine (LS-SVM) (Ye & Xiong, 2007) with a linear kernel. For all models (except for PLS), we selected the regularization parameter from the set \(\{10^{-2}, 10^{-2}, \ldots, 10^3\}\). The number of factors in PLS was selected from the set \(\{2, 4, 6 \ldots 26\}\). The results are provided in Table 3.

Table 3: Average (std.) Classification Accuracy for fMRI Data

<table>
<thead>
<tr>
<th>MODEL</th>
<th>ACCURACY</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.463 (0.052)</td>
</tr>
<tr>
<td>PLS</td>
<td>0.422 (0.030)</td>
</tr>
<tr>
<td>LS-SVM</td>
<td>0.472 (0.040)</td>
</tr>
<tr>
<td>Nuc. Norm</td>
<td>0.234 (0.022)</td>
</tr>
<tr>
<td>MVG</td>
<td>0.463 (0.052)</td>
</tr>
<tr>
<td>MVG(_{corr.})</td>
<td>0.476 (0.050)</td>
</tr>
<tr>
<td>MVG(_{rank})</td>
<td><strong>0.512 (0.034)</strong></td>
</tr>
</tbody>
</table>

\(^2\)https://openfmri.org/, extended data provided courtesy of openfMRI.

We note the difficulty of this classification task due to the large number of classes and the high dimensionality of the features. Fig. 3 compares the most significant edges recovered by the precision matrices of MVG and MVG\(_{corr.}\) methods. The figure shows edges with absolute value of the weight greater than the 90\(^{th}\) percentile. We found that MVG selected more edges than the MVG\(_{corr.}\) method. We are in the process of collaborating with domain experts for further analysis of the task similarities encoded by the task precision matrices. These results will be included in an extended version of the paper.

6 CONCLUSION

We proposed a novel primal approach for Bayesian inference subject to possibly non-convex constraints. We applied the proposed inference approach to rank constrained multitask learning. Our approach was motivated by an application to reverse inference for high dimensional functional neuroimaging data. We developed an algorithm for constrained inference that accounts for the latent structure of the predictive weight matrix and constrained parameter estimation to learn the sparse conditional independence structure between the tasks as encoded by the prior precision matrices. We presented experimental performance results compared to strong baseline models on simulated data and real functional neuroimaging data.

We are interested in extending the proposed approach to constrained inference for nonparametric Bayesian models. In particular, we are interested in rank constrained models for the matrix-variate Gaussian process applied to matrix completion. We are also interested in further theoretical development to understand the trade-offs of constrained Bayesian inference compared to other approaches.
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Abstract

Diffusion processes in networks are increasingly used to model the spread of information and social influence. In several applications in computational sustainability such as the spread of wildlife, infectious diseases and traffic mobility pattern, the observed data often consists of only aggregate information. In this work, we present new models that generalize standard diffusion processes to such collective settings. We also present optimization based techniques that can accurately learn the underlying dynamics of the given contagion process, including the hidden network structure, by only observing the time a node becomes active and the associated aggregate information. Empirically, our technique is highly robust and accurately learns network structure with more than 90% recall and precision. Results on real-world flu spread data in the US confirm that our technique can also accurately model infectious disease spread.

1 Introduction

Dynamic phenomena such as the spread of information, ideas, and opinions (Domingos and Richardson, 2001; Kempe et al., 2003; Leskovec et al., 2007) can be described as a diffusion process or cascade over an underlying network. Similar diffusion processes have also been used for metapopulation modeling in the ecology literature to describe how wildlife spreads over a fragmented landscape (Hanski, 1999) and to describe infectious disease propagation among humans (Anderson and May, 2002; Halloran et al., 2010). Such models are crucial for several decision making problems in computational sustainability such as in spatial conservation planning that addresses the question of how to allocate resources to maximize the population spread of an endangered species over a period of time (Sheldon et al., 2010; Ahmadizadeh et al., 2010; Golovin et al., 2011; Kumar et al., 2012).

A fundamental problem in using such diffusion-based models is the estimation of parameters, including the hidden network structure, that govern the contagion process. Recent progress had been made in learning the diffusion parameters of social networks (Myers and Leskovec, 2010; Gomez-Rodriguez et al., 2012; Netrapalli and Sanghavi, 2012; Wang et al., 2012). Myers and Leskovec (2010) formulate the problem of network structure learning as a separable convex program. Gomez-Rodriguez et al. (2012) address the problem using submodular optimization. Netrapalli and Sanghavi (2012) address the complementary question of how many observed cascades are necessary to correctly learn the structure of a network. Wang et al. (2012) enrich the structure learning problem using additional features from Twitter data.

An implicit assumption commonly made in previous approaches in the social network setting is that one can track each individual in the network and exploit this information during inference. However, in several computational sustainability domains such as ecology, social sciences and transportation, data identifying a single individual is rarely available. For example, for population modeling of migratory birds, one may only know the total number of birds present in a geographical area. While modeling the spread of infectious diseases, one may only know the total number of infected individuals in a community. Similarly, traffic data usually takes the form of vehicle counts leaving or entering an intersection. In theory, one can model such aggregate behavior by explicitly reasoning about each individual in the population. However, such a model cannot be scaled to large population sizes.

We therefore present new collective diffusion models that can reason with the aggregate data without the need to model individual-level behavior. These models generalize the well known diffusion models such as the
independent cascade model (Kempe et al., 2003). We show how such models can be used to analyze the population dynamics of wildlife and spread of contagious diseases. We also present a model that can address collective diffusion in domains such as transportation that do not fall under the independent cascade model. We highlight how this model is closely related to the recently developed class of collective graphical models (CGMs) (Sheldon and Dietterich, 2011). Such connections are attractive as they open the door to the application of efficient inference techniques developed for CGMs to transportation domain.

The primary algorithmic contribution of our work is to develop algorithms for learning in collective diffusion models using observed data about the infection times of nodes and the associated aggregate information. Using scalable techniques based on convex optimization, we show that our approach can accurately learn network structure with more than 90% precision and recall on large synthetic benchmarks even with a limited number of observed cascades. Furthermore, our approach can also learn edge strength parameters accurately, with less than 2% error. Results on real-world flu spread data available from Centers for Disease Control and Prevention (CDC) in the US confirm that our technique can also accurately model infectious disease spread.

2 Diffusion Over Networks

We first introduce the well known independent cascade model, also called the Susceptible-Infected (SI) model, for diffusion over a network (Kempe et al., 2003) and later present its collective variants. The main steps in this model are the following:

- We start with an initial set \( S_0 \) of active nodes called seeds in the network. The process then unfolds in discrete time steps.
- When a node \( v \) first becomes active, it is given a single chance to activate each of its currently inactive neighbors \( w \). It succeeds with probability \( p_{vw} \) independently of the history of activations so far. Whether the node \( v \) succeeds or fails in activating the node \( w \), it cannot make further attempts to activate \( w \) in the future.
- If a currently inactive node \( w \) has multiple newly active neighbors, their activation attempts of \( w \) are sequenced arbitrarily.
- A node \( w \), once active, remains active for the entire diffusion process.

There are several extensions of the basic diffusion model above such as those allowing the nodes to re-cover and become infected again. It is easy to fold such extensions into the basic SI model using a time-indexed layered graph (Kempe et al., 2003). A crucial inference problem in such a setting is estimating the edge activation probabilities \( p_{vw} \). The edge activation probabilities also identify the connectivity structure of the network—if \( p_{vw} = 0 \), then there is no directed edge from node \( v \) to \( w \). Next, we describe the observation model commonly used to address this parameter learning problem.

Observation model: A cascade \( c \) over such a network starts with a set of initially active nodes at time \( t=0 \). As the cascade progresses in discrete time steps, we observe the infection time \( \tau^c \) of nodes as they subsequently become infected; for nodes \( u \) that are never infected, we set the infection time \( \tau^u = \infty \). Furthermore, for the activated nodes, we do not observe which node activated them. Therefore, the connectivity structure of the network is hidden. There exist a number of techniques that can estimate the parameters \( p_{uw} \) for each edge using this observation model (Myers and Leskovec, 2010; Gomez-Rodriguez et al., 2012; Netrapalli and Saighani, 2012; Wang et al., 2012).

3 Collective Diffusion—CSI Model

The typical observation model used in the social networking setting assumes that one can track the status of each individual in the network and exploit this information during inference. However, this assumption rarely holds in several computational sustainability domains such as ecology, social sciences and transportation, where data identifying a single individual is not often available. We motivate this observation through the following examples.

In wildlife population modeling, the goal is to describe the occupancy pattern of habitat patches for a certain species in a fragmented landscape over a period of time (Hanski, 1999; Sheldon et al., 2010). Each habitat patch \( i \) can be thought of as a node in a geospatial network. A habitat patch \( i \) can provide support for at most \( N_i \) members of a species. This model works
well for many animals, but is particularly appropriate for territorial species, in which an individual or a family group defends a distinct territory within the patch for breeding and foraging. A concrete example is a species of cavity-nesting bird such as the Eastern Bluebird, who do not excavate their own cavities, but rely on those made by other species. In this case, the number \( N_i \) corresponds to the number of available nest cavities. As it is difficult to track individual birds, the observed data often consists of only the number of species present in a habitat patch \( i \), say \( n_i \). Based on this aggregate observed data, we need to infer the colonization probability \( p_{vw} \) that represents the probability that an individual from patch \( v \) will colonize an unoccupied cavity in patch \( w \).

Similar collective diffusion settings arise while modeling the spread of infectious diseases (Abbey, 1952; Halloran et al., 2010). The region under observation is divided into multiple sub-communities. For example, the CDC in the United States reports flu data for 10 federal health regions as shown in Fig. 1. The observed data consists of the total number of infected individuals in a sub-community and the time data is collected (the particular week of the year). Therefore, the need to model and reason with aggregate data motivates the development of the following Collective-Susceptible-Infected (CSI) model.

### 3.1 The CSI Model

In the CSI model, we are given a graph \( G = (V, E) \). Each node \( i \) in the graph represents a sub-community of individuals. A node \( i \) can support a maximum of \( N_i \) individuals. Each individual can be either active or inactive. A complete observed cascade \( c \) is the collection of nodes and the infection time \( \tau_i \) and the number of individuals \( n_i \) that are activated for each node \( i \). For simplicity, we refer to \( n_i \) as node \( i \)'s activation level. We call a node \( i \) active if \( n_i \geq 1 \). That is, it has at least one active individual. A CSI cascade proceeds in a similar manner as described in Sec. 2:

- We start with an initial set \( S_0 \) of active nodes called seeds in the network. Each active node has an activation level \( 1 \leq n_i \leq N_i \). The process then unfolds in discrete time steps.
- When a node \( j \) first becomes active, it is given a single chance to activate each currently inactive neighbor \( i \). Each active individual in node \( j \) can activate an inactive individual in node \( i \) with probability \( p_{ji} \). Whether node \( j \) succeeds or fails in activating any individual in node \( i \), it cannot make further attempts to activate \( i \) in the future.
- If a currently inactive node \( i \) has multiple newly active neighbors, their activation attempts of \( i \) are sequenced arbitrarily.
- Node \( i \), once active with activation level \( n_i \), remains active with the same activation level for the entire diffusion process.

As also highlighted in Sec. 2, we can model non-progressive cascades in which the activation level of nodes change, such as the changing population of species in a habitat patch with time, by using the above diffusion process in a time-indexed layered graph (Kempe et al., 2003).

A critical issue to address in such a collective diffusion process is to address how many individuals become active in a currently inactive node \( i \). Let us assume that the current time step is \( t \). Consider a single individual \( i_m \) within the node \( i \). Let \( X(t) \) denote the set of all newly activated nodes at time \( t \): \( X(t) = \{ i \in V : \tau_i = t \} \). The probability that \( i_m \) is not active given the status of its neighbors is given as:

\[
P(i_m = 0 \text{ at time } t | X(t-1)) = \prod_{j \in X(t-1)} (1 - p_{ji})^{n_j}
\]

Therefore, the probability that individual \( i_m \) is active is given as:

\[
P(i_m = 1 \text{ at time } t | X(t-1)) = 1 - \prod_{j \in X(t-1)} (1 - p_{ji})^{n_j}
\]

As the individuals within the node \( i \) are identical, one can think of the process of determining the number of active individuals \( n_i \) within the node \( i \) as sampling from the following Binomial distribution:

\[
P(n_i = \text{active at time } t | X(t-1)) = \frac{N_i!}{n_i!(N_i-n_i)!} \left( 1 - \prod_{j \in X(t-1)} (1 - p_{ji})^{n_j} \right)^{n_i} \prod_{j \in X(t-1)} (1 - p_{ji})^{n_j(N_i-n_i)}
\]  
(1)
Based on this understanding of the CSI model, we are now ready to describe the maximum likelihood formulation of the parameter learning problem.

### 3.2 Parameter Learning for CSI Model

Let $C$ denote the set of all observed cascades. For each cascade $c \in C$, we only observe which nodes are active at each time step and their activation level. We do not observe how a node got infected, which particular individuals within a node are active/inactive or the underlying connectivity structure of the network. The goal is to learn the parameters $p_{ij}$ for each pair of nodes $i, j \in V$. Our approach is based on maximizing the likelihood of the observed data. Similar maximum likelihood (ML) based approaches have been used in (Myers and Leskovec, 2010; Netrapalli and Sanghavi, 2012). However, previous approaches are not applicable to the collective variant which we address.

Let $A$ denote the matrix of activation probabilities. Let $c$ denote a particular cascade $c \in C$. Let $I^c$ denote the set of nodes that become activated at some point in cascade $c$; $U^c$ denote the nodes that remain unactivated. The probability of the observed cascades is:

$$P(C; A) = \prod_{c \in C} \left[ \prod_{i \in I^c} P(n_i^c \text{ active at time } \tau_i^c | X^c(\tau_i^c - 1)) \right]$$

where $X^c(t < \tau_i - 1)$ denotes the set of all nodes that were activated before time $\tau_i - 1$ in a cascade $c$. The first term in the above expression is given in Eq. (1).

We write the expressions for the remaining two terms for a particular cascade $c$ as follows:

$$P(\text{Node } i \text{ inactive before time } \tau_i^c | X^c(t < \tau_i^c - 1)) = \prod_{j \in V : \tau_j^c < \tau_i^c - 1} (1 - p_{ji})^{n_j^c N_i}$$

The probability that node $i$ never became activated is similarly given as:

$$P(\text{Node } i \text{ always inactive}) = \prod_{j \in V : \tau_j^c < \infty} (1 - p_{ji})^{n_j^c N_i}$$

The maximum likelihood problem entails finding the activation probability matrix $A$ that maximizes the following:

$$\max_A \log P(C; A)$$

We can easily see that maximizing the above log-likelihood can be performed independently for each node $i$ in the network, which makes the approach highly scalable. Therefore, the optimization problem for a particular node $i$ is given as:

$$\max_{\{p_{ij}\}} \sum_{c \in C, \tau_i^c < \infty} n_i^c \log \left( 1 - \prod_{j \in X^c(\tau_j^c - 1)} (1 - p_{ji})^{n_j^c} \right) +$$

$$\sum_{c \in C, \tau_i^c < \infty} \sum_{j \in X^c(\tau_j^c - 1)} n_j^c (N_i - n_i^c) \log (1 - p_{ji}) +$$

$$\sum_{c \in C, \tau_i^c < \infty} \sum_{j \in V : \tau_j^c < \tau_i^c - 1} n_j^c N_i \log (1 - p_{ji}) +$$

$$\sum_{c \in C, \tau_i^c = \infty} \sum_{j \in V : \tau_j^c < \infty} n_j^c N_i \log (1 - p_{ji})$$

The above optimization is not convex and thus, direct optimization may not produce optimal solutions. We next show how to make the above problem convex by using a change of variables similar in spirit to the approach in (Myers and Leskovec, 2010). Let us introduce the following substitutions:

$$q_{ji} = 1 - p_{ji} \quad (7)$$

$$\gamma_i^c = 1 - \prod_{j \in X^c(\tau_j^c - 1)} q_{ji}^{n_j^c} \quad (8)$$

$$\hat{q}_{ji} = \log q_{ji} \quad (9)$$

$$\hat{\gamma}_i^c = \log \gamma_i^c \quad (10)$$

The new equivalent optimization problem is given as:

$$\max_{\{q_{ji}, \hat{\gamma}_i^c\}} \sum_{c \in C, \tau_i^c < \infty} \left\{ n_i^c \hat{\gamma}_i^c + \sum_{j \in X^c(\tau_j^c - 1)} n_j^c (N_i - n_i^c) q_{ji} \hat{q}_{ji} \right\} +$$

$$\sum_{j \in V : \tau_j^c < \tau_i^c - 1} n_j^c N_i \hat{q}_{ji} + \sum_{j \in C, \tau_j^c = \infty} \sum_{j \in V : \tau_j^c < \infty} n_j^c N_i \hat{q}_{ji} \quad (11)$$

s.t. $\exp(\hat{\gamma}_i^c) + \exp\left( \sum_{j \in X^c(\tau_j^c - 1)} n_j^c \hat{q}_{ji} \right) \leq 1 \ \forall c : \tau_i^c < \infty$ \quad (12)

$$\hat{q}_{ji} \leq 0 \ \forall j \in V \quad (13)$$

$$\hat{\gamma}_i^c \leq 0 \ \forall c : \tau_i^c < \infty \quad (14)$$

In the above problem, the objective function is linear in all the variables. We have represented the equality constraint in Eq. (8) using the inequality constraint (12). This is justified as the objective function is an increasing function of both $\hat{\gamma}_i^c$ and $\hat{q}_{ji}$. Therefore, at the optimal solution, there will be no slack for this constraint and Eq. (8) will hold. To make constraint (12) convex, we take log of both the sides and get an equivalent convex constraint as:

$$\log \left( \exp(\hat{\gamma}_i^c) + \exp\left( \sum_{j \in X^c(\tau_j^c - 1)} n_j^c \hat{q}_{ji} \right) \right) \leq 0 \quad (15)$$
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Now the optimization problem (11) is a convex problem subject to constraints (13,14,15) and therefore, can be solved optimally using off-the-shelf nonlinear solvers such as SNOPT.

As also noted in previous work (Myers and Leskovec, 2010), networks are generally sparse. To encourage sparsity, we add the following sparsity inducing penalty term to the objective function for a node $i$, with parameter $\rho > 0$:

$$-\rho \sum_{j \in V} e^{-\hat{q}_{ji}}$$  \hfill (16)

The above penalty term accurately predicts edges which are not part of the underlying network. That is, $p_{ji} = 0$ for such edges. However, a side effect of the penalty term is that it skews the true parameters $p_{ji}$ for other edges. Therefore, once the underlying structure of the network is discovered using this penalty term, we solve the optimization problem again to accurately recover the true parameters $p_{ji}$.

4 Collective Flow Diffusion Model

In the collective diffusion model of the previous section, the total number of activated individuals and nodes increases as the underlying contagion spreads through the network. In applications such as traffic flow modeling, given certain input traffic through network entry points, one is interested in modeling how the traffic flow diffuses through the road network. Thus, flow conservation is observed for each node of the network. To address such scenarios, we present the collective flow diffusion (CFD) model. The CFD model can also be interpreted as a Markov chain, and as highlighted in later sections, is a special case of collective graphical models (CGMs) (Sheldon and Dietterich, 2011). This connection allows for adapting inference strategies for CGMs to the CFD model.

Consider a road network as shown in Fig. 3. A key learning problem in such traffic networks is estimating the turn probabilities for each road segment of this network. That is, given a road segment $(i,j)$ as shown in Fig. 3, we want to estimate what fraction of outgoing traffic from location $j$ goes straight, turns right and turns left over a period of time $T$. Turn probabilities are essential to model the traffic flow in several traffic simulators (Nguyen et al., 1997; Thiebaux et al., 1999) and are a crucial measure that determine the macroscopic properties of the traffic flow such as the congestion level, origin-destination matrix, among others. Several popular analytical models of traffic flow such as the cell transmission model (Daganzo, 1994) are based on the assumption that turn probabilities are known a priori for each location.

In several urban traffic networks, aggregate data in the form of vehicle count is already collected for each road segment using inductive-loop traffic detectors. The main data requirement in our work is the availability of aggregate incoming and outgoing traffic for a road segment for the total time duration $T$. For example, black rectangles in Figure 3 show the places where we require aggregate vehicle count. This assumption can be relaxed in principle by treating unavailable vehicle counts as missing data. For now, we handle the simpler case where such traffic counts are available for each road segment. Note that determining turn probabilities from this data is not trivial as we do not observe how much traffic is forwarded to each adjacent link.

4.1 Network and Data Representation

We present the CFD model in the context of traffic networks, but this model applies to any setting where flow is conserved. Each location in the road network is a node in our graph representation. For example, we create one node for each location $j, k$ and $m$, among others, for the road network in Figure 3. Directed edges model road links along with traffic direction. For example, there are directed edges $(j,j1), (j,k)$ and $(j,m)$. The node $j1$ has a single outgoing link to node $p$ for the example in Figure 3. We call location nodes...
which receive incoming traffic, such as nodes $i$, $j1$ and $m$ as *inflow* nodes. The nodes where outgoing traffic count is recorded, such as node $j$ and $p$, are called *outflow* nodes. Figure 4 shows a part of the network representation for the road network in Figure 3.

**Observed Data:** We observe, for each *inflow* node $i$ in the network, the total incoming traffic count $n_T(i)$ after $T$ time steps. For each *outflow* node $o$, we observe the total outgoing traffic count $n_{T-1}(o)$ after $T-1$ time steps.

### 4.2 Complete Data Likelihood

We have the following flow conservation relations for different nodes in the network:

$$n_T(i) = \sum_{o \in \text{Nb}(i)} n_{T-1}(o,i)$$

(17)

where $\text{Nb}(i)$ denotes adjacent *outflow neighbors* $o$ of the inflow node $i$ that send a total of $n_{T-1}(o,i)$ vehicles to node $i$ after $T-1$ time steps. In this section, we are assuming that $n_{T-1}(o,i)$ is also observed; the results for this simpler case will pave the way an outline of the Expectation-Maximization algorithm in the next section for the case when only total incoming and outgoing counts are observed. Let $\mathcal{O}$ denote the set of all outflow nodes in the network and $\mathcal{I}$ denote the set of inflow nodes. For each outflow node $o$, the flow conservation is given as:

$$n_{T-1}(o) = \sum_{i \in \text{Nb}'(o)} n_{T-1}(o,i)$$

(18)

where $\text{Nb}'(o)$ denotes adjacent *inflow neighbors* $i$ of the outflow node $o$ that can receive traffic from $o$. The turn probabilities $p_{oi}$ are defined for each pair $(o,i)$ of adjacent outflow and inflow nodes. They intuitively represent the probability that a vehicle at the node $o$ will turn to node $i$. The complete data joint probability is given as:

$$P(n; \{p_{oi}\}) = \prod_{o \in \mathcal{O}} \left[ \frac{n_{T-1}(o)!}{\prod_{i \in \text{Nb}'(o)} n_{T-1}(o,i)!} \prod_{i \in \text{Nb}'(o)} p_{oi}^{n_{T-1}(o,i)} \right]$$

(19)

Subject to the following constraints:

$$\sum_{i \in \text{Nb}'(o)} p_{oi} = 1 \quad \forall o \in \mathcal{O}$$

(20)

$$\sum_{i \in \text{Nb}'(o)} n_{T-1}(o,i) = n_{T-1}(o) \quad \forall o \in \mathcal{O}$$

(21)

$$\sum_{o \in \text{Nb}(i)} n_{T-1}(o,i) = n_T(i) \quad \forall i \in \mathcal{I}$$

(22)

The meaning of the constraints is that the probability is zero when the observed data do not satisfy flow conservation. Intuitively, the expression in Eq. (19) is a product of multinomial distributions, one for each outflow node $o$, where one can imagine performing $n_{T-1}(o)$ trials which lead to success in exactly one of the categories in the set $\text{Nb}'(o)$. This joint-probability describes a single cascade of flow diffusion and can be easily generalized to multiple independent cascades by using the i.i.d. assumption. Given the complete observed data $n$, estimating the turn probabilities involves solving the following optimization problem subject to constraint (20), which is equivalent to estimating the parameters of a multinomial distribution.

$$\max_{\{p_{oi}\}} \sum_c \log P(n; \{p_{oi}\})$$

(23)

where $c$ denotes a single complete cascade.

### 4.3 Inference With Missing Data

According to the observation model in Section 4.1, the variables $n_{T-1}(o,i)$ are not observed for any location pairs. Therefore, the approach of Section 4.2 cannot be applied directly. However, recently inference approaches to address missing data in collective graphical model settings have been proposed (Sheldon and Dietterich, 2011). Sheldon and Dietterich (2011) address the problem of generating samples from the posterior distribution of a collective graphical model by deriving an efficient Gibbs sampling algorithms that can work with hard constraints as in (21) and (22). Therefore, such a sampling strategy can be used in conjunction with the EM algorithm (Dempster et al., 1977) to generate complete data samples conditioned on aggregate data for the traffic network. The M-step of the EM algorithm involves a similar optimization as in Eq. (23).

### 5 Experiments

In this section, we present the results of our inference approach for a number of synthetic and real-world data sets. We focus on the collective diffusion model of Section 3. Our diffusion simulator was implemented in JAVA and used the nonlinear programming solver SNOPT (Gill et al., 2002) with AMPL interface (Fourer et al., 2002) to solve the optimization problem (11). The experiments were run on a Mac Pro with a single 2.4GHz processor and 4GB RAM allocated to the solver.

For synthetic benchmarks, we generated 100, 250 and 500 node scale-free networks with the preferential attachment model similar to (Myers and Leskovec, 2010). The largest 500 node network had about 900
edges. The edges were considered bi-directed, implying 1800 edges for the 500 node network. The edge log-activation probabilities, \( \ln p_{ij} \), were sampled uniformly randomly in the range \([-8, -4.6]\) for each run.

A main objective of the experiments is to test the efficacy of the optimization approach of Section 3.2 w.r.t. a varying number of cascades. Ideally, one would like to learn the network structure and the edge parameters accurately with as few cascades as possible. Encouragingly, our approach is quite successful in achieving this objective as highlighted next.

Figure 5 shows the results for the largest 500 node network. Each point in the plots is the average of 5 runs. We fixed the maximum population \( N_i \) of each node to 1000. To make the inference challenging, 5% of total nodes were initialized as seeds, resulting in 25 seeds for the 500 node network. The activation level of seeds was sampled uniformly from the range \([5, 25]\). The x-axis of each plot represents the number of cascades and the y-axis shows the measured property.

Figure 5(a) shows the percentage error in estimating the edge activation parameter for the set of correctly predicted edges, say \( S \), calculated as:

\[
\text{error} = 100 \times \frac{\sum_{ij \in S} |p_{ij}^\text{estimate} - p_{ij}^\text{true}|}{\sum_{ij \in S} p_{ij}^\text{true}}
\]

In this 500 node network, even with 100 cascades, the error is quite small, around 5%. We contrast this with the setting in (Myers and Leskovec, 2010), where roughly the same number of cascades were generated as the number of nodes. Our results show that under the collective diffusion model, one can obtain good results with significantly fewer cascades. As expected, the error decreases as the number of observed cascades increases. For 500 cascades, it is around 2%, resulting in very high accuracy.

Figure 5(b) shows the precision, recall and the \( F_1 \) score with varying number of cascades. For 100 cascades, the precision and recall are 75% and 82% respectively. It is encouraging that we can get reasonable results even with very few cascades. Furthermore, both the precision and recall increase sharply w.r.t. the number of cascades. The \( F_1 \) score is around 90% for 250 cascades. This shows that our approach is particularly effective in utilizing additional data. For 500 cascades, the \( F_1 \) score is already 95% resulting in very high accuracy and precision in estimating the original network.

Figure 5(c) shows the total runtime of our approach which includes the time to generate cascades and solve the optimization problem. The runtime as expected increases w.r.t. the number of cascades. It takes about...
an hour to solve the largest 500 cascade instance. A main contributing factor to the runtime is the sharp increase in the size of the convex program for each node with the number of cascades. The SNOPT solver takes about 6 minutes to solve the optimization problem for each node, the size of which is about 3MB in the AMPL format. However, the good news is that once the cascades are generated, one can drastically reduce the runtime by solving the optimization problem for each node independently. Therefore, there is a dramatic potential for speedup by using cloud computing or multicore machines.

Figure 6 shows the error, precision and recall results for smaller 100 and 250 node networks. The results are similar to those obtained on the 500-node networks. Our approach is able to achieve more than 90% recall and precision for both these cases, further providing a proof of its efficacy.

**CDC Data:** We also tested the CSI model of Section 3 to model the spread of flu in the US for the season 2010-11. The data is made publicly available by the Centers for Disease Control and Prevention (CDC, http://www.cdc.gov). The data is available for each of the 10 Federal regions of the US as shown in Figure 1. For each region, the relevant data consists of tuples (Week number, # of flu patients). We consider the peak of the flu season from week 40 (October) till week 20 (May) of the next year. In this setting, we consider the graph to be fully connected with each of the 10 regions potentially able to influence every other region. As the number of flu patients varies with time, we model it using non-progressive cascades using a time indexed graph, with each layer corresponding to the particular week number. The parameter $N_i$ is the total population of all the states in region $i$.

The strength of influence of a region $i$ on region $j$ is denoted as $p_{ij}$. Intuitively, it denotes how region $i$’s flu population influences the flu spread in region $j$. As no true model describing flu spread is available, we make certain assumptions that attempt to avoid overfitting of the data and represent some intuitions about the disease spread. They are as follows. First, all the variables $p_{ij}$ are independent of the particular time of the year. That is, inter-region spread has same parameters for every week. This represents the intuition that travel trends that affect the inter-region spread roughly remain the same throughout the year.

Second, the flu spread probability within a region $i$ (or the intra-region spread) for a particular week $t$ is modeled as $p_{ii}^t$ to describe how the flu spread strength varies with the time of the year. This is justified as the flu spread depends on the intensity of the cold weather, which varies with time. Finally, instead of the intra-region spread being independent for each Federal region, we constrain them to be within a certain percentage of a base probability, that itself is an optimization variable. That is:

$$0.8 \leq \frac{p_{ii}^t}{p_{ii}^{ref}} \leq 1.2 \forall i, \forall t$$

where $p_{ii}^{ref}$ is the base flu spread probability for a particular time $t$ and is itself an optimization variable. The main effect of this constraint is that it couples the intra-region spread probability of all the regions. This constraint further attempts to avoid the overfitting of data. Finally, the main variables to estimate are the inter-region spread probabilities $p_{ij}$ for each pair of 10 regions, the intra-region spread probabilities $p_{ii}^t$ for each week $t$ and region $i$, and the base spread probability $p_{ii}^{ref}$ for each week $t$.

We also note that a similar model to ours is used to model disease spread (Halloran et al., 2010; Abbey, 1952). In particular, the Reed-Frost (RF) model (Halloran et al., 2010; Abbey, 1952) is very similar to the CSI model. The key advantage of the CSI model is that it can model and learn the influence of nodes on each other. The RF model does not allow such inter-region effects and thus, its parameters are much simpler to estimate.

We first compare the accuracy of our model and the RF model. For the RF model, we include the constraint (25), otherwise it is trivial to fit the data with almost 100% accuracy by adjusting the intra-region to track observed flu intensity, which represents overfitting of data. The results for our model are quite encouraging. The average error in predictions using our model is only 3.8% for all the regions and weeks. The minimum error is 1.15% for region 5. The maximum error is 10% for region 7. For the RF model, the average error is 31%. This confirms our modeling assumption that inter-region spread is crucial to take

![Figure 7: Comparison of true infection count, predicted counts using our approach ('Learned') and predicted counts using the Reed-Frost model ('Learned–RF') for the US Federal region 1](image-url)
Figure 8: Inter-region influence visualization (best viewed in color). The x-axis denotes a particular region, y-axis denotes the strength of its influence on other regions using the color coding scheme on the right.

into account. The accuracy of the RF model, which does not model the inter-region spread, suffers significantly. Figure 7 shows the weekly predictions for our model, the RF model and the true observed data for region 1. We can easily see the difference in the accuracy of our model and the RF model.

Figure 8 shows a visualization of the inter-region influence $p_{ij}$ for all the 10 regions. We note that as the true model for flu spread is not known, we must be careful in interpreting this result. Regardless, this plot depicts several trends that are intuitively correct and provide a justification to some of our modeling assumptions. Regions 2, 3 and 4 are the ones most responsible for spreading the flu to other regions, indicated by the number of stacks for each of them. This is intuitively justified as these regions represent the North-East and the South-East of the US (see Figure 1) and are known to have strong flu season due to intense cold weather. Region 9, which includes California, is generally known to have a weak flu season and this is reflected in Figure 8, where region 9 has zero influence on other regions.

We also note that our post-hoc analysis can be useful for health providers to better prepare for the flu season next year. The model we presented can precisely estimate the strength of flu spread for different regions and at different time of the year. This knowledge can help health care providers to prepare for contingencies for the future flu season. Currently, we only modeled the observed data for a single flu season. Predicting future flu seasons on a weekly or bi-weekly basis based on past season’s data remains an important future work and will require additional analysis and inputs.

6 Conclusion

In several computational sustainability applications including the spread of wildlife, infectious diseases and traffic flow, the observed data often consists of only collective information, without any identifiable details about individuals in the population. In our work, we presented models that generalized the standard diffusion models such as the independent cascade model to collective settings. We motivated such collective models based on applications in ecology, infectious disease spread and transportation. We also developed scalable convex optimization based techniques that can accurately learn the parameters, including the hidden structure of the underlying network, by observing only timestamped aggregate data. Experiments on a number of synthetic and real-world benchmarks show that our approach is highly accurate and can recover the hidden structure for large networks with high precision and recall even with limited observed data.

Our future work includes further exploration of inference based techniques for modeling the traffic flow and disease spread. Addressing both these applications can create a significant practical impact. Further investigation of the connections we established between these domains and graphical models and optimization would certainly lead to deeper insights in modeling and decision making for these domains.
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Abstract

We introduce $z$-transportability, the problem of estimating the causal effect of a set of variables $X$ on another set of variables $Y$ in a target domain from experiments on any subset of controllable variables $Z$ where $Z$ is an arbitrary subset of observable variables $V$ in a source domain. $z$-Transportability generalizes $z$-identifiability, the problem of estimating in a given domain the causal effect of $X$ on $Y$ from surrogate experiments on a set of variables $Z$ such that $Z$ is disjoint from $X$. $z$-Transportability also generalizes transportability which requires that the causal effect of $X$ on $Y$ in the target domain be estimable from experiments on any subset of all observable variables in the source domain. We first generalize $z$-identifiability to allow cases where $Z$ is not necessarily disjoint from $X$. Then, we establish a necessary and sufficient condition for $z$-transportability in terms of generalized $z$-identifiability and transportability. We provide a sound and complete algorithm that determines whether a causal effect is $z$-transportable; and if it is, produces a transport formula, that is, a recipe for estimating the causal effect of $X$ on $Y$ in the target domain using information elicited from the results of experimental manipulations of $Z$ in the source domain and observational data from the target domain. Our results also show that do-calculus is complete for $z$-transportability.

1 INTRODUCTION

Elicitation of a causal effect from observations and experiments is central to scientific discovery, or more generally, rational approaches to understanding and interacting with the world around us. Causal diagrams (Pearl, 1995, 2000) provide a formal representation for combining data with causal information. Do-calculus (Pearl, 1995, 2000, 2012) provides a sound (Pearl, 1995) and complete (Shpitser and Pearl, 2006b; Huang and Valtorta, 2006) inferential machinery for causal inference. The resulting framework has been used to estimate causal effects of a set of variables $X$ on another set of variables $Y$ from observations and interventions (Pearl, 2000; Tian and Pearl, 2002; Tian, 2004; Shpitser and Pearl, 2006a).

In real world scenarios in which the treatment variables $X$ may not be amenable to interventions due to technical or ethical considerations, it is interesting to consider experiments on a possibly different set of variables $Z$ that are more amenable to manipulate than the treatment variables $X$. Bareinboim and Pearl (2012a) introduced $z$-identifiability, the problem of estimating in a given domain (setting, environment, population) the causal effect of $X$ on $Y$ from surrogate experiments on $Z$. In scenarios in which causal information acquired from one domain might be useful another different but related domain, Pearl and Bareinboim (2011) introduced selection diagrams for expressing knowledge about differences and commonalities between a source and a target domain. They used the selection diagrams to provide a formal definition of transportability, a license to transport causal information elicited from experimental studies in a source to a target domain in which only an observational study is possible. They also provided an algorithm for determining whether a causal effect is transportable given a selection diagram that represents a set of assumptions about the differences between the source and the target domains; and if so, computing a transport formula, which provides a recipe for estimating a causal effect in the target domain. In transporting the causal effect of a set of variables $X$ on another set of variables $Y$ from a source to a target domain we are free to use information acquired from all possible experiments on any subset of $V$ in the source domain, available knowl-
edge about differences and commonalities between the source and target domains (encoded by the selection diagram), and observations in both domains. However, many scenarios of practical interest present the problem of estimating in a target domain the causal effect of a set of variables \( X \) on another set of variables \( Y \) using experiments in the source domain on a subset \( Z \) of \( V \).

Against this background, we introduce \( z \)-transportability, the problem of estimating in a target domain the causal effect of a set of variables \( X \) on another set of variables \( Y \) from experiments on an arbitrary set of controllable variables \( Z \) in a source domain. \( z \)-Transportability generalizes \( z \)-identifiability (Bareinboim and Pearl, 2012a), the problem of estimating in a given domain, the causal effect of \( X \) on \( Y \) from surrogate experiments on \( Z \). \( z \)-Transportability also generalizes transportability (Pearl and Bareinboim, 2011) which requires only that the causal effect of \( X \) on \( Y \) in the target domain be estimable from experiments on \( V \) (where \( V \) is the set of all variables, including those included in \( X \) and those included in \( Z \)) in the source domain. We first generalize \( z \)-identifiability to allow cases where \( Z \) is not necessarily disjoint from \( X \). Then, we establish a necessary and sufficient condition for \( z \)-transportability and relate it to the corresponding conditions for generalized \( z \)-identifiability (Bareinboim and Pearl, 2012a) and for transportability (Bareinboim and Pearl, 2012b). We provide a correct and complete algorithm that determines whether a causal effect is \( z \)-transportable; and if it is, produces a transport formula, that is, a recipe for estimating the causal effect of \( X \) on \( Y \) in the target domain using information elicited from the results of experimental manipulations of \( Z \) in the source domain and observational data from the target domain.

This work was carried out independently of Bareinboim and Pearl (2013a).\(^1\) The key differences between (Bareinboim and Pearl, 2013a) and this paper are that (i) we establish a necessary and sufficient condition for \( z \)-transportability directly from existing results for generalized \( z \)-identifiability and transportability whereas Bareinboim and Pearl (2013a) introduces a graphical criterion called \( z \)-hedge. In addition, our algorithm differs from that described in (Bareinboim and Pearl, 2013a) in how it goes about determining whether a causal effect is \( z \)-transportable (and if it is, computing a transport formula).

The rest of the paper is organized as follows: Section 2 reviews some of the basic notions, essential definitions, and basic results that set the stage for the rest of the paper; Section 3 generalizes \( z \)-identifiability to remove disjoint assumptions on \( Z \); Section 4 introduces \( z \)-transportability and establishes a set of necessary and sufficient conditions for \( z \)-transportability. Section 5 describes an algorithm for \( z \)-transportability and proves its soundness and completeness. Section 6 concludes with a summary and an outline of some promising directions for further research.

## 2 PRELIMINARIES

Here we introduce some basic notations, review some basic notions, essential definitions, and basic results that set the stage for the rest of the paper.

We adopt notational convention established in the literature on identifiability (Tian and Pearl, 2002; Spirtes and Pearl, 2006b; Bareinboim and Pearl, 2012b,a). Variables are denoted by capital letters, e.g., \( X, Y \) and their valuations or realizations by their lowercase counterparts, e.g., \( x, y \). Bold letters e.g., \( X \) are used to denote sets of variables and their values e.g., \( x \). A directed acyclic graph (DAG) is denoted by \( G \) and its vertices are denoted by \( V \). The set of ancestors of a variable \( W \) in a graph \( G \) (including \( W \)) is denoted by \( An(W)_G \). We use \( An(W)_G \) to denote \( \bigcup_{W \in W} An(W)_G \). We denote by \( G[Y] \), a subgraph of \( G \) containing nodes in \( Y \) and all edges between the corresponding nodes in the graph \( G \). Following (Pearl, 2000), we denote by \( G_{X} \): the edge subgraph of \( G \) where all incoming arrows into nodes in \( X \) are deleted; by \( G_{XY} \): the edge subgraph of \( G \) where all outgoing arrows from nodes in \( Y \) are deleted; and by \( G_{XY} \): the edge subgraph of \( G \) where all incoming arrows into nodes in \( X \) and all outgoing arrows from nodes in \( Y \) are deleted.

We now proceed to review some key definitions and results.

A causal diagram (Pearl, 2000) \( G \) is a semi-Markovian graph (i.e., a graph with directed as well as bidirected edges that does not have directed cycles) which encodes a set of causal assumptions. A causal model (Pearl, 2000) is a tuple \( (U, V, F) \) where \( U \) is a set of background or hidden variables that cannot be observed or experimented on but which can influence the rest of the model; \( V \) is a set of observed variables \( \{V_1, \ldots, V_n\} \) that are determined by variables in the model, i.e., variables in \( U \cup V \); \( F \) is a set of deterministic functions \( \{f_1, \ldots, f_n\} \) where each \( f_i \) specifies the value of the observed variable \( V_i \) given the values of observable parents of \( V_i \). A probabilistic causal model (Pearl, 2000) (PCM) is a tuple \( M = (U, V, F, P(U)) \) where \( P(U) \)

\(^1\)Our work was completed in January 2013 and submitted to UAI 2013 on March 1, 2013. We learned of the results in (Bareinboim and Pearl, 2013a) when it appeared as a Technical Report in April, 2013 after its acceptance for publication in AAAI 2013 while our UAI 2013 submission was still under review.
is a joint distribution over $U$.

*Intervention* (Pearl, 2000) on a set of variables $X \subseteq V$ of PCM $M = \langle U, V, F, P(U) \rangle$ involves setting to $X = x$ and is denoted by $do$-operation $do(X = x)$ or simply $do(x)$. A causal effect of $X$ on a disjoint set of variables $Y \subseteq V \setminus X$ is written as $P(y | do(x))$ or simply $P_x(y)$. Intervention on a set of variables $X \subseteq V$ creates a submodel $(Pearl, 2000)$ $M_x$ of $M$ defined as follows: $M_x = \langle U, V, F_x, P(U) \rangle$ where $F_x$ is obtained by taking a set of distinct copies of functions in $F$ and replacing the functions that determine the value of variables in $X$ by constant functions setting the variables to values $x$. It is easy to see that a causal diagram $G$ that encodes the causal assumptions of model $M$ is modified to $G_X$ by intervention on $X$.

**Definition 1** (Causal Effects Identifiability (Pearl, 2000)). Let $X, Y$ be two sets of disjoint variables, and let $G$ be the causal diagram. The causal effect of an action $do(X = x)$ on a set of variables $Y$ is said to be identifiable from $P$ in $G$ if $P_x(y)$ is (uniquely) computable from $P(V)$ in any model that induces $G$.

Do-calculus (Pearl, 1995) offers a sound and complete (Shpitser and Pearl, 2006b; Huang and Valtorta, 2006) inferential machinery for deciding identifiability (Tian and Pearl, 2002; Tian, 2004; Shpitser and Pearl, 2006a) in the sense that, if a causal effect is identifiable, there exists a sequence of applications of the rules of do-calculus that transforms the causal effect into a formula that includes only observational quantities. Let $G$ be a causal diagram and $P$ be a distribution on $G$. Let $W, X, Y$, and $T$ be disjoint sets of variables in $G$. Then, the three rules of do-calculus are (Pearl, 1995):

1. **(Rule 1)** Insertion/deletion of observations: $P_x(y | t, w) = P_x(y | t) \text{ if } (Y \perp T | X, W)_{G_x}$
2. **(Rule 2)** Intervention/observation exchange: $P_{x,t}(y | w) = P_x(y | t, w) \text{ if } (Y \perp T | X, W)_{G_{x,t}}$
3. **(Rule 3)** Insertion/deletion of interventions: $P_{x,t}(y | w) = P_x(y | w) \text{ if } (Y \perp T | X, W)_{G_{x,t,w}}$

Shpitser and Pearl (2006b) devised an efficient and complete algorithm, ID, for identifying causal effects. ID employs $c$-component decomposition of a graph and the resulting factorization of a causal effect (Tian and Pearl, 2002) which can be expressed in terms of standard probability manipulations and do-calculus.

**Definition 2** ($C$-component). Let $G$ be a semi-Markovian graph such that a subset of its bidirected arcs forms a spanning tree over all vertices in $G$. Then $G$ is a $C$-component (confounded component).

We denote the set of $c$-components in $G$ by $C(G)$.

Pearl and Bareinboim (2011) defined transportability which offers a license to transport causal information learned from experimental studies in a source domain to a target domain in which only an observational study is possible. They also introduced a selection diagram, a graphical representation for combining a causal diagram in a source with a causal diagram in a target domain.

**Definition 3** (Selection Diagram (Pearl and Bareinboim, 2011)). Let $(M, M^*)$ be a pair of structural causal models relative to domains $(\Pi, \Pi^*)$, sharing a causal diagram $G$. $(M, M^*)$ is said to induce a selection diagram $D$ if $D$ is constructed as follows: (i) every edge in $G$ is also an edge in $D$; (ii) $D$ contains an extra edge $S_i \rightarrow V_i$ whenever there might exist a discrepancy $f_i \neq f_i^*$ or $P(U^i) \neq P^*(U^i)$ between $M$ and $M^*$.

We call the set of such $S_i$ selection variables and denote them by $S$.

**Definition 4** (Causal Effects Transportability (Pearl and Bareinboim, 2011)). Let $D$ be a selection diagram relative to domains $(\Pi, \Pi^*)$. Let $(P, I)$ be the pair of observational and interventional distributions of $\Pi$, and $P^*$ the observational distribution of $\Pi^*$. The causal effect $R = P_x(y)$ is said to be transportable from $\Pi$ to $\Pi^*$ in $D$ if $P_x(y)$ is uniquely computable from $P, P^*, I$ in any model that induces $D$.

Bareinboim and Pearl (2012b) provided sID, an algorithm for transporting causal effects from one domain to another. sID is an extension of ID (Shpitser and Pearl, 2006b), an algorithm for identifying causal effects from experiments and observations.

Bareinboim and Pearl (2012a) introduced $z$-identifiability, the problem of estimating in a given domain the effect on a set of variables $Y$ of interventions on a set of variables $X$ from surrogate experiments on a different set, $Z$, that is more accessible to manipulation than $X$.

**Definition 5** (Causal Effects $z$-Identifiability (Bareinboim and Pearl, 2012a)). Let $X, Y, Z$ be disjoint subsets of observable variables $V$, and let $G$ be the causal diagram. The causal effect of an action $do(X = x)$ on a set of variables $Y$ is said to be $z$-identifiable from $P$ in $G$ if $P_x(y)$ is (uniquely) computable from $P(V)$ together with the set of interventional distributions $I_Z = \{P(V \setminus Z' | do(Z'))\}_{Z \in P(V \setminus \{\emptyset\}}$, in any model that induces $G$.

Bareinboim and Pearl (2012a) established a graphical necessary and sufficient condition for $z$-identifiability for arbitrary disjoint sets of variables $X, Y, Z$: Theorem 1. The causal effect $R = P(y | do(x))$ is
$zID$ in $G$ if and only if one of the following conditions hold:

1. $R$ is identifiable in $G$; or

2. There exists $Z' \subseteq Z$ such that the following conditions hold, (a) $X$ intercepts all directed paths from $Z'$ to $Y$, and (b) $R$ is identifiable in $G'_{Z'}$.

Bareinboim and Pearl (2012a) also established the completeness of do-calculus relative to $z$-identifiability. They also provided $ID^z$, a complete algorithm for computing the causal effect of $X$ on $Y$ using information provided by experiments on $Z$ under the assumption that $Z \cap X = \emptyset$.

3 GENERALIZED $z$-IDENTIFIABILITY

We proceed to generalize $z$-identifiability to allow cases where $Z$ is not necessarily disjoint from $X$.

Definition 6 (Generalized Causal Effects $z$-Identifiability). Let $X$, $Y$, and $Z$ be arbitrary subsets of observable variables $V$ with $X \cap Y = \emptyset$, and let $G$ be the causal diagram. The causal effect of an action $do(X = x)$ on a set of variables $Y$ is said to be $g_{z}z$-identifiable from $P$ in $G$ if $P_x(y)$ is (uniquely) computable from $P(V)$ together with the set of interventional distributions $I_Z = \{P(V \setminus Z \mid do(Z))\}_{Z' \in P(Z), \{\emptyset, V\}}$, in any model that induces $G$.

We note that the assumption of $Y$ and $Z$ being disjoint can be trivially ignored since experiments on $Y \cap Z$ have no bearing on identification of a causal effect on $Y$. In addition, the assumption in the definition of $z$-identifiability that $Z$ and $X$ are disjoint can be easily dropped since identifying $P_x(y)$ in $G$ is identical to identifying $P_{X \setminus X}(y)$ in $G_{Z \setminus X}$.

The necessary and sufficient conditions for $gzID^z$ can follow immediately from Theorem 1 with minor modifications to allow for the possibility that $Z$ may not necessarily be disjoint from $X$:

Theorem 2. The causal effect $R = P(y \mid do(x))$ is $gzID^z$ in $G$ if and only if one of the following conditions hold:

1. $R$ is identifiable in $G$; or

2. $X$ intercepts all directed paths from $Z'$ to $Y$, and $R$ is identifiable in $G'_{Z'}$.

4 $z$-TRANSPORTABILITY

We introduce $z$-Transportability, the problem of estimating the effect on a set of variables $Y$ of interventions on a set of variables $X$ in a target domain from experiments on an arbitrary set of controllable variables $Z$ in a source domain.

Definition 7 (Causal Effects $z$-Transportability). Let $X$, $Y$, $Z$ be sets of variables where $X$ is disjoint from $Y$. Let $D$ be a selection diagram relative to domains $(II, II^*)$. Let $P$ be the observational distribution and $I_Z = \{P(V \setminus Z \mid do(Z))\}_{Z' \in P(Z), \{\emptyset, V\}}$ the set of interventional distributions of $II$, and $P^*$ the observational distribution of $II^*$. The causal effect $P_x(y)$ is
said to be \textit{z-transportable} from $\Pi$ to $\Pi^*$ in $D$ if $P_{z^*}(y)$ is uniquely computable from $P, P^*, I_Z$ in any model that induces $D$.

Thus, $z$-transportability requires that the causal effect of $X$ on $Y$ in a target domain be estimable from experiments on $Z$ in a source domain when only the variables $Z$ are controllable and any subset of $Z$ can be controlled together. It is easy to see that $z$-transportability generalizes $gzID$, the problem of estimating in a given domain, the causal effect of $X$ on $Y$ from experiments on $Z$. $z$-Transportability also generalizes $TR$ which requires only that the causal effect of $X$ on $Y$ in the target domain be estimable from experiments on $V$ in the source domain.

**Lemma 1.** Let $X, Y, Z$ be sets of variables with $X$ disjoint from $Y$, in population $\Pi$ and $\Pi^*$, and let $D$ be the selection diagram characterizing $\Pi$ and $\Pi^*$. $P(y \mid do(x))$ is not $z$-transportable from $\Pi$ to $\Pi^*$ if there exist two causal models $M^1$ and $M^2$ compatible with $D$ such that $P_{z^*}(V) = P_{z^*}(V), P_1(V) = P_2(V), P_1(V \setminus Z \mid do(Z')) = P_2(V \setminus Z' \mid do(Z'))$, for all $Z' \subseteq Z$ and $Z' \neq V$, and $P_1(y \mid do(x)) \neq P_2(y \mid do(x))$.

**Proof.** The non-uniqueness of $P^*(y \mid do(x))$ implies that there is no function that maps from $P, P^*, I_Z$ to $P^*(y \mid do(x))$. \hfill \Box

**Lemma 2.** Let $X, Y, Z$ be sets of variables with $X$ disjoint from $Y$. Let $D$ be a selection diagram characterizing $\Pi$ and $\Pi^*$, and $S$ be a set of selection variables in $D$. The causal effect $R = P(y \mid do(x))$ is $z$-transportable from $\Pi$ to $\Pi^*$ in $D$ if $P(y \mid do(x), s)$ is reducible, using the rules of do-calculus, to an expression in which: $S$ appears only as a conditioning variable in do-free terms; and interventions in do-terms are a subset of $Z$.

**Proof.** An expression that is a transport formula for $P(y \mid do(x), s)$ can contain only $P^*$, $P$ (terms without the do-operator) and $I_Z$ (terms that contain the do-operator on a subset of $Z$ and but not the selection variables). By the correctness of do-calculus, the existence of the formula implies $z$-transportability of $P^*(y \mid do(x))$. \hfill \Box

Figure 2 shows selection diagrams where $P_z(y)$ is not $ID$ but $zTR$ given an experiment on $Z$. The causal effect $P_z^*(y)$ in each graph is uniquely estimable using the rules of do-calculus. By adding experiments on $Z$ by rule 3, we get: $P_z(y \mid s) = P_{z,x}(y \mid s)$. We can eliminate the effect of selection variable (■) on the two domains using rule 1 to obtain: $P_{z,x}(y \mid s) = P_{z,x}(y)$. Except in Figure 2(b), $P_{z,x}(y)$ can be expressed using rule 2 as: $P_{z,x}(y) = P_z(y \mid x)$. In Figure 2(b) we have: $P_{z,x}(y) = \sum_w P_z(w) P_z(y \mid w, x)$.

If $P_z(y)$ is non-$gzID$ or non-$TR$, then the causal effect is non-$zTR$ (see Lemma 3). For example, in the case of the four-node selection diagrams in Figure 2, if a controllable variable is $W$ instead of $Z$, then $P_z(y)$ is non-$gzID$ and hence non-$zTR$. Similarly, if a selection variable is pointing to $W$ instead of $Z$, then $P_z(y)$ is non-$TR$ and hence non-$zTR$.

We now proceed to establish the necessary and sufficient conditions for $zTR$. We start with a lemma that asserts a necessary condition for $zTR$ in terms of $TR$ and $gzID$.

**Lemma 3** (Necessity). A causal effect $R = P_x(y)$ is $z$-transportable from $\Pi$ to $\Pi^*$ in $D$ only if $R$ is $gz$-identifiable from $P$ and $I_Z$ in $G$ and $R$ is transportable from $\Pi$ to $\Pi^*$ in $D$.

**Proof.** This follows from the definitions of $gzID$, $TR$ and $zTR$. First, $gzID$ is a special case of $zTR$ where $\Pi = \Pi^*$ ($S = \emptyset$). In addition, $TR$ is a special case of $zTR$ where $Z = V$. Since no difference between two domains, $S = \emptyset$, or availability of all experiments, $Z = V$, make the problem easier, $zTR$ of $R$ implies $gzID$ of $R$ and $TR$ of $R$. It then follows that general $z$-identifiability of $R$ and transportability of $R$ are necessary for $z$-transportability of $R$. \hfill \Box

Since every $zTR$ relation satisfies $gzID$ and $TR$, we
proceed to examine \( TR \) and \( gzID \) in depth. Bareinboim and Pearl (2012b) observed that a \( TR \) causal relation can be decomposed into \textit{trivially transporatable} and \textit{directly transporatable} (\( DTR \) for short) relations.

**Definition 8** (Trivial Transportability). A causal relation \( R \) is said to be \textit{trivially transportable} from \( \Pi \) to \( \Pi^* \), if \( R(\Pi^*) \) is identifiable from \( (G^*,P^*) \).

**Definition 9** (Direct Transportability). A causal relation \( R \) is said to be \textit{directly transportable} from \( \Pi \) to \( \Pi^* \), if \( R(\Pi^*) = R(\Pi) \).

The equality of relations \( P^*_X(y) \) and \( P_X(y) \) holds if \( (S \perp Y \mid X)_{\mathcal{D}_X} \) by rule 1 of do-calculus.

Recall that a causal effect \( R \) can be factorized into multiple causal effects (\( c\)-factors) based on \textit{c-components} (Tian and Pearl, 2002) and \( gzID \) of \( R \) can be determined using a divide-and-conquer strategy. Hence, a causal effect is \( gzID \) if and only if each \( c\)-factor resulting from the factorization of \( R \) is identifiable by the condition 1 or 2 in Theorem 2. It therefore follows that given a causal relation \( R \) that is both \( TR \) and \( gzID \), if one of the \( c\)-factors of \( R \) is not \( ID \) in the target domain, then that \( c\)-factor must be \( DTR \) from the source domain and \( ID \) from \( P_X \) in an edge subgraph \( G_{\mathcal{D}} \) of a causal diagram \( G \) (condition 2 in Theorem 2).

We provide a basic lemma for the factorization of a causal effect based on (Tian and Pearl, 2002; Shpitser and Pearl, 2006b).

**Lemma 4.** Let \( X \) and \( Y \) be disjoint sets of variables of \( G \). Let \( G' = G[\text{An}(Y)_G] \), \( X' = X \cap \text{An}(Y)_G \), and \( V' \) be variables in \( G' \) and \( v' \) their valuations. Let \( W = V' \setminus X' \setminus \text{An}(Y)_G \), \( X'' = X' \cup W \); \( C = (G' \setminus X'') \) a \textit{c-component} decomposition of graph \( G' \setminus X'' \); and \( Q = \{ P_{\pi'_{V' \setminus X''}}(c_i) \} \) the set of corresponding \( c\)-factors. Then \( P_X(y) = \sum_{v' \setminus \{x'_{\cup V'}\}} \prod_{Q_i \in Q} Q_i \).

**Proof.** The proof follows from Lemma 3 (Shpitser and Pearl, 2006b).

**Lemma 5.** Let \( G \) be a common causal diagram of domains \( \Pi \) and \( \Pi^* \). Let \( X, Y, Z \) be sets of variables of \( G \) with \( X \) disjoint from \( Y \) and \( v \) a valuation of \( V \). Let \( G' = G[\text{An}(Y)_G] \), \( X' = X \cap \text{An}(Y)_G \), and \( V' \) be variables in \( G' \) and \( v' \) their valuations. Let \( W = V' \setminus X' \setminus \text{An}(Y)_G \), \( X'' = X' \cup W \); \( C = (G' \setminus X'') \) a \textit{c-component} decomposition of graph \( G' \setminus X'' \); and \( Q = \{ P_{\pi'_{V' \setminus X''}}(c_i) \} \) the set of corresponding \( c\)-factors. If \( R = P_X(y) \) is \( gzID \) from \( \Pi \) to \( TR \) from \( \Pi \) to \( \Pi^* \), then for every \( Q_i \in Q \) the following conditions hold:

(i) \( Q_i \) is identifiable from \( P^*(V') \) in \( G' \); or

(ii) \( Q_i \) is (a) identifiable from \( P_{V'} \) in \( G_{\mathcal{D}} \) where \( \mathcal{V}' = (V' \setminus C_i) \cap Z \) and (b) \( DTR \) from \( \Pi \) to \( \Pi^* \).

**Proof.** Let \( Q_1 \) be a set of all \( ID \) causal effects in \( Q \) and let \( Q_2 = Q \setminus Q_1 \). If each causal effect in \( Q_2 \) does not satisfy the second condition, it contradicts the premise that \( R \) is \( gzID \) and \( TR \).

**Lemma 6** (Sufficiency). Let \( X, Y, Z \) be sets of variables of \( G \) with \( X \) disjoint from \( Y \). If \( R = P_X(y) \) is \( gzID \) in \( \Pi \) and \( TR \) from \( \Pi \) to \( \Pi^* \), then \( R \) is \( zTR \) from \( \Pi \) to \( \Pi^* \).

**Proof.** By Lemma 5, for every \( c\)-factor \( Q \in Q \) that is not \( ID \) in \( \Pi^* \), there exists a subset \( Z \) of \( V \) such that \( Q \) is identifiable in \( \Pi \) using experiments on \( Z \) and \( DTR \) of \( Q \). Hence, the causal effect \( R \) is reducible to an expression where every term from \( c\)-factors in \( Q \) is either (i) a \textit{do}-free term (i.e., identifiable from \( P^* \)) or (ii) a term that contains the \textit{do}-operator but no selection variables (i.e., identified from \( I_Z \)) in which the intervention is on a subset of \( Z \). Therefore, \( R \) is \( zTR \) from \( \Pi \) to \( \Pi^* \).

The necessary and sufficient conditions for \( zTR \) follow from (Lemma 3) and sufficiency (Lemma 6).

**Theorem 3** (Necessity and Sufficiency). A causal effect \( R = P_X(y) \) is \( zTR \) from \( \Pi \) to \( \Pi^* \) in \( D \) if and only if (i) \( R \) is \( gzID \) from \( P \) and \( I_Z \) in \( G \) and (ii) \( R \) is \( TR \) from \( \Pi \) to \( \Pi^* \) in \( D \).

Though Theorem 3 is the main theorem of the paper, it does not directly provide an effective procedure for estimating a causal effect given \( P^* \), \( P \), and \( I_Z \). Rather, Lemma 5 will be more instrumental in the design of a complete algorithm for \( zTR \).
function $sID^\sharp(y, x, G, Z)$
Input: $y, x$ value assignments for a causal effect $P^\star(y)$; $G$ a causal diagram; $Z$ a set of (inactive) controllable variables;
Output: an expression for $P^\star(y)$ regarding $P^\star$ and $I_Z$ or a (s-)hedge.
1 if $X = \emptyset$, return $P^\star(y)$
2 if $V \neq An(Y)_G$, return $sID^\sharp(y, x \cap An(Y)_G, G[An(Y)_G], Z)$
3 $W \leftarrow V \setminus An(Y)_G$
4 if $W \neq \emptyset$, return $sID^\sharp(y, W, G, Z)$
5 if $C = \emptyset$, $C_1 = C(G \setminus X)$
6 $T_i \leftarrow \{V \cup C_1 \cap C = \emptyset \text{ for each } i \in \{1, \ldots, k\}$
7 return $\sum_{\forall i, j} T_i ? BI(c_i, V \setminus C_i, Z, \{V \cap (C_i) : BI(c_i, V \setminus C_i, P^\star(V), G)\}$

function $BI(y, x, P, G, I = \emptyset)$
Input: $P$: current distribution; $G$: current causal diagram; $I$: active experiments with default value $\emptyset$.
Output: Expression for $P^\sharp(y)$ in terms of $P$ or throw a (s-)hedge depending on the existence of selection variables.
1 if $X = \emptyset$, return $P(y)$
2 if $V \neq An(Y)_G$, return $BI(y, x \cap An(Y)_G, P(An(Y)_G), G[An(Y)_G], I \cap An(Y)_G)$
3 $C = C(G \setminus X)$
4 if $C = \emptyset$, throw FAIL($D\elem$)
5 if $C \neq \emptyset$, return $\prod_{v_i \in C} P(v_i | V^{(i-1)}_G \setminus I)$
6 if $(\exists C') C \subset C' \in C(G)$, return $BI(y, x \cap C', \prod_{v_i \in C'} P(V_i | V^{(i-1)}_G \cap C', V^{(i-1)}_G \setminus (C' \cup I))$.

Figure 4: An algorithm for $zTR$ with a subroutine $BI$ for the identification of a $c$-factor given a (interventional) probability distribution and a (mutilated) graph. To estimate a causal effect $P^\star(y)$, call $sID^\sharp(y, x, G, Z)$. We assume that $P^\star, I_Z, and D$ are globally defined for convenience. By construction, $G = G^\sharp$ in $BI$. Distribution $P^\sharp(y, \{V\cup C\})$ is obtained from $I_Z$.

5 AN ALGORITHM FOR $z$-TRANSPORTABILITY

We proceed to describe $sID^\sharp$, an algorithm that determines whether a causal relation $P^\sharp(y)$ is $zTR$ from $P$ to $P^\star$, and if so, produces a correct transport formula; if not, provides an evidence of non-$zTR$ (i.e., an $s$-hedge (Bareinboim and Pearl, 2012b) or a hedge (Shpitser and Pearl, 2006b; Bareinboim and Pearl, 2012a) if the relation is not $TR$ or not $gzID$, respectively).

The design of $sID^\sharp$ (see Figure 4) follows directly from Lemma 5. Specifically, $sID^\sharp$ factorizes a causal effect based on the decomposition of the given graph into a set of $c$-components. Unlike $VID^\sharp$ (line 3, Figure 1), $sID^\sharp$ (Figure 4) postpones covering interventions on $X$ by experiments on $Z$ until after the factorization of causal effect until it determines (line 7) whether each $c$-factor can in fact be identified from either the source domain or the target domain. From Lemma 5, each $c$-factor of a $z$-transportable causal effect should be a) identifiable (trivially transportable) in the target domain or b) $gz$-identifiable in the source domain and directly transportable from the source domain to the target domain. Fortunately, direct transportability of a $c$-factor $Q_i$ can be easily computed at the stage of decomposition:

$$\{V\}_{S \in S} \cap C_i = \emptyset \quad (1)$$

which is identical to testing S-admissibility (Pearl and Bareinboim, 2011)

$$(S \perp C_i \mid V \setminus C_i)_{G_{\overline{\overline{C_i}}}^{\overline{\overline{C_i}}}}$$

From Theorem 3 above, to establish that a $c$-factor is not $zTR$, it suffices to show the existence of either 1) a hedge (which shows that the causal effect is non $gzID$); or 2) an $s$-hedge (which shows that the causal effect is non-$TR$). Algorithm $sID^\sharp$ calls the subroutine $BI$ to determine if a directly transportable $c$-factor is $gz$-identifiable. Because ordinarily identifiable $c$-factor is $gz$-identifiable, line 7 of $sID^\sharp$ employs an inline conditional operator. The subroutine $BI$ estimates a $c$-factor given a distribution, a causal graph, and active experiments $I$. Thus, the algorithm differs from $TR^\sharp$ (Bareinboim and Pearl, 2013a) which tries to estimate a $c$-factor given an interventional distribution of a source domain after the test for trivial transportability of a $c$-factor fails.

The ability to check for direct transportability of a $c$-factor (Equation 1) allows $BI$, upon failure to iden-
5.1 EXAMPLES

Some examples are given in Figure 5 to illustrate how sIDz estimates a causal effect \( P_x(y) \) from experiments on \( Z \) from a source domain. We will use \( P_{\mathcal{I},X\setminus\mathcal{I}}(y) \) to denote a causal effect \( P_x(y) \) in \( G \) from an interventional distribution \( P_{\mathcal{I}} \) in \( G_{\mathcal{Z}} \) (such that \( \mathcal{I} \subseteq X \)).

In Figure 5(a), \( W \) and \( Z_1 \) are added as interventions (line 4), \( P_x(y) = P_{x_1,w,x}(y) \). \( Z_1 \), which is included in controllable variables \( Z \), will not be treated as an active experiment until after the decomposition. The causal effect is factorized as \( \sum_{z_2} P_{z_2,w,x}(y) P_{z_1,w,x,y}(z_2) \). Since no selection variable is pointing to \( Y \) or \( Z_2 \) (line 6 and 7), the two c-factors are then identified from \( P_{z_1} \) in \( G_{Z} \) and \( P_{z_1} \) in \( G_{Z_1} \), respectively, as

\[
\sum_{z_2} P_{(z_1,z_2),w,x}(y) P_{(z_1),w,x,y}(z_2).
\]

The parameters for the subroutine is \( \text{BI}(y, w \cup x, P_x, G_Z, z) \) and \( \text{BI}(z_2, w \cup x \cup y, P_{z_1}, G_{Z_1}, z_1) \), respectively.

In Figure 5(b), \( P_x(y) = P_{w,x}(y) \) by line 4. In lines 5–7, two c-factors \( P_{z_2,w,x}(z_1, y) \) and \( P_{z_1,w,x,y}(z_2) \) will be identified in the source domain as

\[
\sum_z P_{(z_2),w,x}(z_1, y) P_{(z_1),w,x,y}(z_2).
\]

In Figure 5(c), \( P_x(y) = P_{y_1,x,y}(y_1, y_2) \) is factorized as \( \sum_{v_1} P_{v_1,y}(v_1) P_{v_1,x,y_1}(y_1) P_{v_1,x,y_2}(y_2) \). Since a selection variable is pointing to \( Y_1 \),

\[
P_{v_1,x,y_2}(y_1) \neq P_{v_1,x,y}(y_1) = P_{(v_1,x),y_1}(y_1).
\]

Then, the first and third c-factors will be identified in the source domain as

\[
\sum_{v_1} P_{(v_1,x),y_1}(v_1) P_{v_1,x,y_2}(y_1) P_{(v_1,x),y_1}(y_1).
\]

In Figure 5(d), \( V_1 \) is added to the causal effect as an intervention, \( P_x(y) = P_{v_1,x}(y) \) by line 4. By Lemma 4, \( P_{v_1,x}(y) = P_{v_1,x,y_2}(y_1) P_{v_1,x,y_2}(y_1) = P_{(v_1,x),y_2}(y_1) P_{(v_1,x),y_2}(y_2) \).

5.2 SOUNDNESS AND COMPLETENESS

We first illustrate a certain behavior of GIDz which will help understanding correctness of sIDz.

Remark 1. Addition of interventions (line 3) and decomposition (line 4) of GIDz are executed at most once.

Proof. Given a causal relation, GIDz checks whether interventions can be added to the relation (line 3). If so, it adds interventions and the subsequent checks to ensure that there are multiple c-components in \( G(X \cup \mathcal{I} \cup \mathcal{J}) \) (line 4). If not, the relation is factorized to c-factors; or the relation is already a c-factor. During the estimation of the c-factor, no interventions are added as \( (X \cup \{I \cup J\}) \cup Y = V \). In addition, decomposition is not required as \( G[Y] \) is a c-component.

Lemma 7. Decomposition of \( P_x(y) \) produced by sIDz is equivalent to that produced by sID and by GIDz.

Proof. Trivially, the decomposition by sID and by sIDz are identical as sID and sIDz share the same code. As in Remark 1, lines 3 and 4 of GIDz are executed only once. Hence, when GIDz adds interventions, \( \mathcal{I} \) and \( \mathcal{J} \) are empty (line 3) and when it decomposes the relation, \( \mathcal{J} \) is empty (line 4). Therefore, \( X \cup W \) computed by GIDz (line 3) and by sIDz (line 4) are identical. Since \( \mathcal{I} \) is set to \( Z_\omega \subseteq X \cup W \) by GIDz, X \( \cup \mathcal{I} \) (line 4 of GIDz) is identical to X in sIDz (line 5). As a result, \( C(G \setminus \{X \cup \mathcal{I} \cup \mathcal{J}\}) \) in line 4 of GIDz is equivalent to \( C(G \setminus X) \) in line 5 of sIDz.
**Proof.** The code used by BI to estimate a c-factor is identical to that used by GID* except for lines 3 and 4 of GID* (see Footnote 3 and 4). By Remark 1 and Lemma 7, the c-factor estimate produced by BI is identical to that produced by GID*.

**Theorem 4 (Soundness).** Whenever sID* returns an expression for a causal effect $P_x(y)$, it is correct.

**Proof.** The proof follows from Lemma 4 and 5, sID* decomposes a causal effect $P_x(y)$ and estimates its c-factors either from a source domain or from a target domain. If a c-factor is directly transportable, sID* uses experimental distributions from the source domain to estimate it and the call to BI yields a c-factor estimate that is identical to that of GID* (Lemma 8). If a c-factor is not directly transportable (Equation 1), the c-factor must be trivially identifiable in the target domain and since there are no active experiments, the c-factor estimate produced by BI is identical to that produced by ID (Lemma 8 with $I = \emptyset$).

**Theorem 5.** Assume sID* fails to z-transport $P_x(y)$ from $\Pi$ to $\Pi^*$. Then $P_x(y)$ is neither gz-identifiable from $P$ in $G$ nor transportable from $\Pi$ to $\Pi^*$ in $D$.

**Proof.** If sID* fails to z-transport a relation $P_x(y)$ (in line 4 of the subroutine BI), it throws a hedge or an s-hedge. The failure is due to the existence of a hedge or an s-hedge associated with a c-factor, say $Q$. From Lemma 8 it follows that the failure of sID* in the case of empty active experiments ($I = \emptyset$) or nonempty active experiments ($I \neq \emptyset$) respectively implies and non-$lD$ or non-gz$lD$ of $Q$. From the test of direct transportability in line 6 of sID* (Equation 1), non-$lD$ of $Q$ implies non-direct-transportability of $Q$. This also implies that $P_x(y)$ is not transportable since there exists a c-factor $Q$ that is neither trivially transportable ($lD$) nor direct-transportable. Therefore, whenever the algorithm fails, $P_x(y)$ is neither gz$lD$ nor TR.

**Corollary 1 (Completeness).** sID* is complete.

**Proof.** This follows from necessity and sufficiency theorem (Theorem 3) and Theorem 5.

The completeness of sID* proves that do-calculus and standard probability manipulations are sufficient for determining whether a causal effect is z-transportable.

**6 SUMMARY AND DISCUSSION**

We have introduced z-transportability, the problem of estimating in a target domain the causal effect of a set of variables $X$ on another set of variables $Y$ (such that $Y \cap X = \emptyset$) from experiments on any subset of an arbitrary controllable variables $Z$ (such that $Z \subseteq V$) in a source domain. z-Transportability generalizes z-identifiability (Bareinboim and Pearl, 2012a), the problem of estimating in a given domain the causal effect of $X$ on $Y$ from surrogate experiments on $Z$. z-Transportability also generalizes transportability (Pearl and Bareinboim, 2011) which requires only that the causal effect of $X$ on $Y$ in the target domain be estimable from experiments on all variables in the source domain. We have generalized z-identifiability to allow cases where $Z$ is not necessarily disjoint from $X$. We have established a necessary and sufficient condition for z-transportability in terms of generalized z-identifiability and transportability. We have provided sID*, an algorithm that determines whether a causal effect is z-transportable; and if it is, produces a transport formula, that is, a recipe for estimating the causal effect of $X$ on $Y$ in the target domain using information elicited from the results of experimental manipulations of $Z$ in the source domain and observational data from the target domain. Our results also show that do-calculus is complete for z-transportability.

Causal effects identifiability (Galles and Pearl, 1995; Tian, 2004; Tian and Pearl, 2002; Shpitser and Pearl, 2006a,b), transportability (Pearl and Bareinboim, 2011; Bareinboim and Pearl, 2012b), z-identifiability (Bareinboim and Pearl, 2012a), meta-transportability (Bareinboim and Pearl, 2013b; Lee and Honavar, 2013) and z-transportability (introduced in this paper and in Bareinboim and Pearl, 2013a) are all special cases of meta-identifiability (Pearl, 2012) which has to do with nonparametric identification of causal effects given multiple domains and arbitrary information from each domain. Our results suggest several additional special cases of meta-identifiability to consider, including in particular: a generalization of z-transportability that allows causal information from possibly different experiments in multiple source domains to be combined to facilitate the estimation of a causal effect in a target domain; variants of z-identifiability that incorporate constraints on simultaneous controllability of combinations of variables; and combinations thereof.
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Abstract

The PC algorithm learns maximally oriented causal Bayesian networks. However, there is no equivalent complete algorithm for learning the structure of relational models, a more expressive generalization of Bayesian networks. Recent developments in the theory and representation of relational models support lifted reasoning about conditional independence. This enables a powerful constraint for orienting bivariate dependencies and forms the basis of a new algorithm for learning structure. We present the relational causal discovery (RCD) algorithm that learns causal relational models. We prove that RCD is sound and complete, and we present empirical results that demonstrate effectiveness.

1 INTRODUCTION

Research in causal discovery has led to the identification of fundamental principles and methods for causal inference, including a complete algorithm—the PC algorithm—that identifies all possible orientations of causal dependencies from observed conditional independencies (Pearl, 2000; Spirtes et al., 2000; Meek, 1995). Completeness guarantees that no other method can infer more causal dependencies from observational data. However, much of this work, including the completeness result, applies only to Bayesian networks.

Over the past 15 years, researchers have developed more expressive classes of models, including probabilistic relational models (Getoor et al., 2007), that remove the assumption of independent and identically distributed instances required by Bayesian networks. These relational models represent systems involving multiple types of interacting entities with probabilistic dependencies among them. Most algorithms for learning the structure of relational models focus on statistical association. The single algorithm that does address causality—Relational PC (Maier et al., 2010)—is not complete and is prone to orientation errors, as we show in this paper. Consequently, there is no relational analog to the completeness result for Bayesian networks.

Recent advances in the theory and representation of relational models provide a foundation for reasoning about causal dependencies (Maier et al., 2013). That work develops a novel, lifted representation—the abstract ground graph—that abstracts over all instantiations of a relational model, and it uses this abstraction to develop the theory of relational $d$-separation. This theory connects the causal structure of a relational model and probability distributions, similar to how $d$-separation connects the structure of Bayesian networks and probability distributions.

We present the implications of abstract ground graphs and relational $d$-separation for learning causal models from relational data. We introduce a powerful constraint that can orient bivariate dependencies (yielding models with up to 72% additional oriented dependencies) without assumptions on the underlying distribution. We prove that this new rule, called relational bivariate orientation, combined with relational extensions to the rules utilized by the PC algorithm, yields a sound and complete approach to identifying the causal structure of relational models. We develop a new algorithm, called relational causal discovery (RCD), that leverages these constraints, and we prove that RCD is sound and complete under the causal sufficiency assumption. We show RCD’s effectiveness with a practical implementation and compare it to several alternative algorithms. Finally, we demonstrate RCD on a real-world dataset drawn from the movie industry.

2 EXAMPLE

Consider a data set containing actors with a measurement of their popularity (e.g., price on the Hollywood Stock Exchange) and the movies they star in with...
a measurement of success (e.g., box office revenue).
A simple analysis might detect a statistical association between popularity and success, but the models in which popularity causes success and success causes popularity may be statistically indistinguishable.

However, with knowledge of the relational structure, a considerable amount of information remains to be leveraged. From the perspective of actors, we can ask whether one actor’s popularity is conditionally independent of the popularity of other actors appearing in the same movie, given that movie’s success. Similarly, from the perspective of movies, we can ask whether the success of a movie is conditionally independent of the success of other movies with a common actor, given that actor’s popularity. With conditional independence, we now can determine the orientation for a single relational dependency.

These additional tests of conditional independence manifest when inspecting relational data with abstract ground graphs—a lifted representation developed by Maier et al. (2013) (see Section 3.2 for more details). If actor popularity indeed causes movie success, then the popularity of actors appearing in the same movie would be marginally independent. This produces a collider from the actor perspective and a common cause from the movie perspective, as shown in Figure 1. With this representation, it is straightforward to identify the orientation of such a bivariate dependency.

This example illustrates two central ideas of this paper. First, abstract ground graphs enable a new constraint on the space of causal models—relational bivariate orientation. The rules used by the PC algorithm can also be adapted to orient the edges of abstract ground graphs (Section 4). Second, this constraint-based approach—testing for conditional independencies and reasoning about them to orient causal dependencies—is the primary strategy of the relational causal discovery algorithm (Section 5).

3 BACKGROUND

The details of RCD and its correctness rely on fundamental concepts of relational data, models, and $d$-separation as provided by Maier et al. (2013). This section provides a review of this theory in the context of the movie domain example. Note that the relational representation is a strictly more general framework for causal discovery, reducing to Bayesian networks in the presence of a single entity with no relationships.

3.1 RELATIONAL DATA AND MODELS

A relational schema, $S = (E, R, A)$, describes the entity, relationship, and attribute classes in a domain, as well as cardinality constraints for the number of entity instances involved in a relationship. A schema is typically depicted with an entity-relationship diagram, such as the one underlying the model shown in Figure 2(a). This example has two entity classes—Actor with attribute Popularity and Movie with attribute Success—and one relationship class—Stars-in with no attributes. The cardinality constraints (expressed as crow’s feet in the diagram) indicate that many actors may appear in a movie and a single actor may appear in many movies. A schema is a template for a relational skeleton $\sigma$—a data set of entity and relationship instances. The example in Figure 2(b) contains four Actor instances, five Movie instances, and the relationships among them.

Given a relational schema, one can specify relational paths, which are critical for specifying the variables and dependencies of a relational model. A relational path is an alternating sequence of entity and relationship classes that follow connected paths in the schema (subject to cardinality constraints). In Figure 2(a), possible relational paths include $[\text{Actor}]$ (a singleton path specifying an actor), $[\text{Movie, Stars-in, Actor}]$ (specifying the actors in a movie), or even $[\text{Actor, Stars-in, Movie, Stars-in, Actor}]$ (describing costars). The cardinality of a relational path is many if the cardinalities along the path indicate that it could reach more than one instance; otherwise, the cardinality is one. For example, $\text{card}([\text{Movie, Stars-in, Actor}]) = \text{many}$ since a movie can reach many actors, whereas $\text{card}([\text{Actor}]) = \text{one}$ since this path can only reach the base actor instance.

Relational variables consist of a relational path and an attribute, and they describe attributes of classes reached via a relational path (e.g., the popularity of actors starring in a movie). Relational dependencies consist of a pair of relational variables with a common first item, called the perspective. The dependency in Figure 2(a) states that the popularity of actors influences the success of movies they star in. A canonical dependency has a single item class in the relational path of the effect variable. A relational model, $M = (S, D)$, is a collection of relational dependencies $D$, in canonical form, defined over schema $S$. Relational models are parameterized by a set of conditional probability dis-

![Figure 1: Abstract ground graphs from (a) the Actor perspective and (b) the Movie perspective.](image)
distributions, one for each attribute class $A(I)$ for each $I \in \mathcal{E} \cup \mathcal{R}$, that factorizes a joint probability distribution for a given skeleton. This class of models can be expressed as DAPER models (Heckerman et al., 2007), and they are more general than plate models (Buntine, 1994; Gilks et al., 1994) and than PRMs with dependencies among only attributes (Getoor et al., 2007).

A relational model $\mathcal{M}$ paired with a relational skeleton $\sigma$ produces a model instantiation $GG_{\mathcal{M}\sigma}$, called the ground graph. A ground graph is a directed graph with a node for each attribute of every entity and relationship instance in $\sigma$, and an edge between instances of relational variables for all dependencies in $\mathcal{M}$. A single relational model is a template for all possible ground graphs, one for every possible skeleton. Figure 2(c) shows an example ground graph. A ground graph has the same semantics as a Bayesian network with joint probability $P(GG_{\mathcal{M}\sigma}) = \prod_{I \in \mathcal{E} \cup \mathcal{R}} \prod_{X \in A(I)} \prod_{i \in \sigma(I)} P(i.X | \text{parents}(i.X))$.

3.2 ABSTRACT GROUND GRAPHS

The RCD algorithm reasons about conditional independence using abstract ground graphs, introduced by Maier et al. (2013). Unlike the reasoning it supports in Bayesian networks, $d$-separation does not accurately infer conditional independence when applied directly to relational models. Abstract ground graphs enable sound and complete derivation of conditional independence facts using $d$-separation.

An abstract ground graph $AGG_{\mathcal{M}Bh}$ for relational model $\mathcal{M}$, perspective $B \in \mathcal{E} \cup \mathcal{R}$, and hop threshold $h \in \mathbb{N}^0$ is a directed graph that captures the dependencies among relational variables holding for any possible ground graph. $AGG_{\mathcal{M}Bh}$ has a node for each relational variable from perspective $B$ with path length limited by $h$. $AGG_{\mathcal{M}Bh}$ contains edges between relational variables if the instantiations of those relational variables contain a dependent pair in some ground graph. Note that a single dependency in $\mathcal{M}$ may support many edges in $AGG_{\mathcal{M}Bh}$. Additionally, a single model $\mathcal{M}$ may produce many abstract ground graphs, one for each perspective.

Figure 1 shows abstract ground graphs for the model in Figure 2(a) from the ACTOR and MOVIE perspectives with $h = 4$. There is a single relational dependency in the example model, yet it supports two edges in each abstract ground graph. Also, one perspective exhibits a collider while the other contains a common cause. The abstract ground graph is the underlying representation used by RCD, and the conditional independence facts derived from it form the crux of the relational bivariate orientation rule.

4 EDGE ORIENTATION

Edge orientation rules, such as those used by the PC algorithm, use patterns of dependence and conditional independence to determine the direction of causality (Spirtes et al., 2000). In this section, we present the relational bivariate orientation rule and describe how the PC orientation rules can orient the edges of abstract ground graphs. We also prove that these orientation rules are individually sound and collectively complete for causally sufficient relational data.

4.1 BIVARIATE EDGE ORIENTATION

The example from Section 2 briefly describes the application of relational bivariate orientation (RBO). The abstract ground graph representation presents an opportunity to orient dependencies that cross relationships with a many cardinality. RBO requires no assumptions about functional form or conditional densities, unlike the recent work by Shimizu et al. (2006), Hoyer et al. (2008), and Peters et al. (2011) to orient bivariate dependencies. The only required assumption is the standard model acyclicity assumption, which restricts the space of dependencies to those without direct or indirect feedback cycles.

In the remainder of the paper, let $I_W$ denote the item class on which attribute $W$ is defined, and let $X \sim Y$ denote an undirected edge.
A relational model has a corresponding set of abstract ground graphs, one for each perspective, but all are derived from the same relational dependencies. Recall from Section 3.2 that a single dependency supports many edges within and across the set of abstract ground graphs. Consequently, when a rule is activated for a specific abstract ground graph, the orientation of the underlying relational dependency must be propagated within and across all abstract ground graphs.

4.3 PROOF OF SOUNDNESS

An orientation rule is sound if any orientation not indicated by the rule introduces either (1) an unshielded collider in some abstract ground graph, (2) a directed cycle in some abstract ground graph, or (3) a cycle in the relational model (adapted from the definition of soundness given by Meek (1995)).

**Theorem 1** Let \( G \) be a partially oriented abstract ground graph from perspective \( B \) with correct adjacencies and correctly oriented unshielded colliders by either CD or RBO. Then, KNC, CA, MR3, and the purely common cause case of RBO, as well as the embedded orientation propagation, are sound.

**Proof.** The proof for KNC, CA, and MR3 is nearly identical to the proof given by Meek (1995).

Orientation propagation: Let \([B \ldots I_X].X \rightarrow [B \ldots I_Y].Y\) be an oriented edge in \( G \). By the definition of abstract ground graphs, this edge stems from a relational dependency \([I_Y \ldots I_X].X \rightarrow [I_Y].Y\). Let \([B \ldots I_X].X \rightarrow [B \ldots I_Y].Y\) be an unoriented edge in \( G \) where \([B \ldots I_X]'\) is different than \([B \ldots I_X]\), but the edge is supported by the same underlying relational dependency. Assume for contradiction that the edge is oriented as \([B \ldots I_X]' \rightarrow [B \ldots I_Y].Y\). Then, there must exist a dependency \([I_X \ldots I_Y].Y \rightarrow [I_X].X\) in the model, which yields a cycle. The argument is the same for abstract ground graphs from different perspectives.

RBO common cause case: Given Definition 1, no alternate perspective would have oriented the triple as a collider, and \( B = I_X \). Let \([I_X].X \rightarrow [I_X \ldots I_Y].Y \rightarrow [I_X \ldots I_Y \ldots I_X].X\) be an unoriented triple in \( G \). Assume for contradiction that the triple is oriented as \([I_X].X \rightarrow [I_X \ldots I_Y].Y \leftarrow [I_X \ldots I_Y \ldots I_X].X\). This creates a new unshielded collider. Assume for contradiction that the triple is oriented as \([I_X].X \rightarrow [I_X \ldots I_Y].Y \rightarrow [I_X \ldots I_Y \ldots I_X].X\) or equivalently, the reverse direction. This implies a cycle in the model. ■

4.4 PROOF OF COMPLETENESS

A set of orientation rules is complete if it produces a maximally oriented graph. Any orientation of an un-
oriented edge must be consistent with a member of the Markov equivalence class. Lemma 1 describes a useful property that enables the proof of completeness to reason directly about the remaining unoriented edges.

**Lemma 1** Let $G$ be a partially oriented abstract ground graph, with correct adjacencies and oriented unshielded colliders. Let $G_o$ be the result of exhaustively applying KNC, CA, MR3, and the purely common cause case of RBO all with orientation propagation. In $G_o$, if $P.X \rightarrow P'.Y - P''.Z$, then $P.X \rightarrow P''.Z$.

**Proof.** Much of this proof follows from Meek (1995).

The following properties hold: (1) $X \neq Z$; otherwise, RBO would have oriented $P' . Y \leftarrow P'' . Z$. (2) $P.X$ must be adjacent to $P''.Z$; otherwise, KNC would have oriented $P'.Y \rightarrow P''.Z$. (3) $P.X \leftarrow P''.Z$ does not hold; otherwise, CA would have oriented $P'.Y \leftarrow P '' . Z$. Therefore, we have a structure of the form $P.X \rightarrow P'.Y - P''.Z$ and $P.X \rightarrow P''.Z$.

We show that $P.X \rightarrow P''.Z$ through exhaustive enumeration of the cases under which $P.X \rightarrow P'.Y$ was oriented. The cases for KNC, CD (and RBO collider cases), CA, and MR3 follow directly from Meek (1995).

(1) RBO oriented $P.X \rightarrow P'.Y$ from the $I_Y$ perspective as a common cause. Then, $P' = [I_Y]$, $P = [I_Y...I_Z]$, and $P'' = [I_Y...I_X]$. Also, $[I_Y...I_X...I_Y].Y$ must be in $G_o$ with $[I_Y...I_X].X \rightarrow [I_Y...I_X].Y$. By Definition 1, $\text{card}([I_Y...I_X]) = \text{one}$ and $\text{card}([I_Y...I_X]) = \text{many}$.

The relational path $[I_Y...I_Z]$ and its reverse have cardinality one; otherwise, RBO would have oriented $[I_Y].Y - [I_Y...I_Z].Z$. We show that $[I_Y...I_X].X - [I_Y...I_Z].Z$ cannot remain unoriented.

Since this edge exists, by the construction of abstract ground graphs, (a) $[I_Y...I_X]$ must be produced by combining $[I_Y...I_Z]$ and $[I_Z...I_X]$ (using the extend method (Maier et al., 2013)) and (b) $[I_Y...I_Z]$ must be produced by combining $[I_Y...I_X]$ and $[I_X...I_Z]$. The paths $[I_X...I_Z]$ and $[I_Z...I_X]$ underlie the dependency between $X$ and $Z$. Facts (a) and (b) impose constraints on the schema and abstract ground graphs. There are four cases for (a) depending on the relationship between $[I_Y...I_Z]$ and $[I_Z...I_X]$, with equivalent cases for (b).

(i) $[I_Y...I_Z]$ and $[I_Z...I_X]$ overlap exactly at $I_Z$. Then, the path from $I_X$ to $I_Z$ must have cardinality many. This implies that from the $I_Z$ perspective, RBO would have oriented $X$ to $Z$.

(ii) $[I_Y...I_M...I_Z]$ and $[I_Z...I_M...I_X]$ overlap up to $I_M$. This is equivalent to case (i), except $I_M$ appears on the path from $I_X$ to $I_Z$.

(iii) $[I_Z...I_X]$ is a subpath of the reverse of $[I_Y...I_Z]$. Then, the path from $I_Z$ to $I_Y$ must have cardinality many, which is a contradiction.

(iv) The reverse of $[I_Y...I_Z]$ is a subpath of $[I_Z...I_X]$. This is equivalent to case (i), except $I_Y$ appears on the path from $I_X$ to $I_Z$.

(2) Orientation propagation oriented $P.X \rightarrow P'.Y$. Then, there exists an edge for some perspective that was oriented by one of the orientation rules. From that perspective, the local structure matches the given pattern, and from the previous cases, $X \rightarrow Z$ was oriented.

By definition, $P.X \rightarrow P''.Z$. ■

Meek (1995) also provides the following results, used for proving completeness. A chordal graph is an undirected graph where every undirected cycle of length four or more has an edge between two nonconsecutive vertices on the cycle. Let $G$ be an undirected graph, $\alpha$ a total order on the vertices of $G$, and $G_{\alpha}$ the induced directed graph $(A \rightarrow B$ is in $G_{\alpha}$ if and only if $A < B$ with respect to $\alpha$). A total order $\alpha$ is consistent with respect to $G$ if and only if $G_{\alpha}$ has no unshielded colliders. It can be shown that only chordal graphs have consistent orderings. Finally, if $G$ is an undirected chordal graph, then for all pairs of adjacent vertices $A$ and $B$ in $G$, there exist consistent total orderings $\alpha$ and $\gamma$ such that $A \rightarrow B$ in $G_{\alpha}$ and $A \leftarrow B$ in $G_{\gamma}$.

**Theorem 2** Given a partially oriented abstract ground graph, with correct adjacencies and oriented
unshielded colliders, exhaustively applying KNC, CA, MR3, and RBO all with orientation propagation results in a maximally oriented graph $G$.

**Proof.** Much of this proof follows from Meek (1995). Let $E_u$ and $E_o$ be the set of unoriented edges and oriented edges of $G$, respectively.

**Claim 1:** No orientation of edges in $E_u$ creates a cycle or unshielded collider in $G$ that includes edges from $E_o$. 

**Proof.** Assume there exists an orientation of edges in $E_u$ that creates a cycle using edges from $E_o$. Without loss of generality, assume that the cycle is of length three. (1) If $A \rightarrow B \rightarrow C$ are in $E_o$ and $A \leftarrow C$ in $E_u$, then CA would have oriented $A \rightarrow C$. (2) If $A \leftarrow B \leftarrow C$ or $A \leftarrow B \rightarrow C$ are in $E_o$ and $A \leftarrow C$ in $E_u$, then no orientation $A \leftarrow C$ would create a cycle. (3) If $A \leftarrow B$ is in $E_u$ and $B \leftarrow C$ in $E_u$, then by Lemma 1 we have $A \rightarrow C$ and no orientation of $B \leftarrow C$ would create a cycle. A similar argument holds for unshielded colliders. □

**Claim 2:** Let $G_u$ be the subgraph of $G$ containing only unoriented edges. $G_u$ is the union of disjoint chordal graphs.

**Proof.** Assume that $G_u$ is not the union of disjoint chordal graphs. Then, there exists at least one disjoint component of $G_u$ that is not a chordal graph. Recall that no total ordering of $G_u$ is consistent. Let $A \rightarrow B \leftarrow C$ be an unshielded collider induced by some ordering on $G_u$. There are two cases: (1) $A$ and $C$ are adjacent in $G$. The edge must be oriented; otherwise, it would appear in $G_u$. Both orientations of $A \leftarrow C$ imply an orientation of $A$ and $B$, or $C$ and $B$, by Lemma 1. (2) $A$ and $C$ are not adjacent in $G$. Then, $A \leftarrow B \leftarrow C$ is an unshielded triple in $G$. Either CD or RBO would have oriented the triple as a collider, or the triple is inconsistent with the total ordering on $G_u$. □

Since $G$ is chordal, it follows that no orientation of the unoriented edges in $G$ creates a new unshielded collider or cycle.

5 The RCD Algorithm

The relational causal discovery (RCD) algorithm is a sound and complete constraint-based algorithm for learning causal models from relational data.\(^2\) RCD employs a similar strategy to the PC algorithm, operating in two distinct phases (Spirtes et al., 2000). RCD is similar to the Relational PC (RPC) algorithm, which also learns causal relational models (Maier et al., 2010). The differences between RPC and RCD are threefold: (1) The underlying representation for RCD is a set of abstract ground graphs; (2) RCD employs a new causal constraint—the relational bivariate orientation rule; and (3) RCD is sound and complete. RPC also reasons about the uncertainty of relationship existence, but RCD assumes a prior relational skeleton.

\(^2\)Code available at kdl.cs.umass.edu/rcd.

The remainder of this section describes the algorithmic details of RCD and proves its correctness.

Algorithm 1 provides pseudocode for RCD. Initially, RCD enumerates the set of potential dependencies, in canonical form, with relational paths limited by the hop threshold (line 1). Phase I continues similarly to PC, removing potential dependencies via conditional independence tests with conditioning sets of increasing size drawn from the power set of neighbors of the effect variable (lines 4–11). Every identified separating set is recorded, and the corresponding potential dependency and its reverse are removed (lines 9–10).

The second phase of RCD determines the orientation of dependencies consistent with the conditional independencies discovered in Phase I. First, Phase II constructs a set of undirected abstract ground graphs, one for each perspective, given the remaining dependencies. RCD then iteratively checks all edge orientation rules, as described in Section 4. Phase II of RCD is also different from PC and RPC because it searches for additional separating sets while finding colliders and common causes with CD and RBO. Frequently, unshielded triples $X \leftarrow Y \leftarrow Z$ may have no separating set recorded for $X$ and $Z$. For these pairs, RCD attempts to discover a new separating set, as in Phase I. These triples occur for one of three reasons: (1) Since $X$ and $Z$ are relational variables, the separating set may have been discovered from an alternative perspective; (2) The total number of hops in the relational paths for $X$, $Y$, and $Z$ may exceed the hop threshold—each dependency is subject to the hop threshold, but a pair of
dependencies is limited by twice the hop threshold; or (3) The attributes of relational variables $X$ and $Z$ are the same, which is necessarily excluded as a potential dependency by the assumption of an acyclic model.

Given the algorithm description and the soundness and completeness of the edge orientation rules, we prove that RCD is sound and complete. The proof assumes causal sufficiency and a prior relational skeleton (i.e., no causes of the relational structure).

Theorem 3 Given a schema and probability distribution $P$, RCD learns a correct maximally oriented model $M$ assuming perfect conditional independence tests, sufficient hop threshold $h$, and sufficient depth.

Proof sketch. Given sufficient $h$, the set of potential dependencies $PDs$ includes all true dependencies in $M$, and the set of neighbors $N$ includes the true causes for every effect relational variable. Assuming perfect conditional independence tests, $PDs$ includes exactly the undirected true dependencies after Phase I, and $S[X, Y]$ records a correct separating set for the relational variable pair $(X, Y)$. However, there may exist non-adjacent pairs of variables that have no recorded separating set (for the three reasons mentioned above). Given the remaining dependencies in $PDs$, we construct the correct set of edges in $AGGs$ using the methods from Maier et al. (2013). Next, all unshielded colliders are oriented by either CD or RBO, with correctness following from Spirtes et al. (2000) and relational $d$-separation (Maier et al., 2013). Whenever a pair $(X, Y)$ is missing a separating set in $S$, it is either found as in Phase I or from a different perspective. RCD then produces a maximally oriented model by the soundness (Theorem 1) and completeness (Theorem 2) results of the remaining orientation rules.

6 EXPERIMENTS

6.1 SYNTHETIC EXPERIMENTS

The proofs of soundness and completeness offer a qualitative measure of RCD’s effectiveness—no other method can learn a more accurate causal model from observational data. To complement the theoretical results, we provide a quantitative measure of RCD’s performance and compare against the performance of alternative constraint-based algorithms.

We evaluate RCD against two alternative algorithms. The first algorithm is RPC (Maier et al., 2010). This provides a comparison against current state-of-the-art relational learning. The second algorithm is the PC algorithm executed on relational data that has been propositionalized from a specific perspective—termed Propositionalized PC (PPC). Propositionalization reduces relational data to a single, propositional table (Kramer et al., 2001). We take the best and worst perspectives for each trial by computing the average F-score of its skeleton and compelled models.

We generated 1,000 random causal models over randomly generated schemas for each of the following combinations: entities (1–4); relationships (one less than the number of entities) with cardinalities selected uniformly at random; attributes per item drawn from $Pois(\lambda = 1) + 1$; and relational dependencies (1–15) limited by a hop threshold of 4 and at most 3 parents per variable. This procedure yielded a total of 60,000 synthetic models. Note that this generates simple Bayesian networks when there is a single entity class. We ran RCD, RPC, and PPC for each perspective, using a relational $d$-separation oracle with hop threshold 8 for the abstract ground graphs.

We compare the learned causal models with the true causal model. For each trial, we record the precision (the proportion of learned edges in the true model) and recall (the proportion of true edges in the learned model) for both the undirected skeleton after Phase I and the partially orientated model after Phase II. Figure 5 displays the average across 1,000 trials for each algorithm and measure. We omit error bars as the maximum standard error was less than 0.015.

All algorithms learn identical models for the single-entity case because they reduce to PC when analyzing propositional data. For truly relational data, algorithms that reason over relational representations are necessary for accurate learning. RCD and RPC recover the exact skeleton, whereas the best and worst PPC cases learn flawed skeletons (and also flawed oriented models), with high false positive and high false negative rates. This is evidence that propositionalizing relational data may lead to inaccurately learned causal models.

For oriented models, the RCD algorithm vastly exceeds the performance of all other algorithms. As the soundness result suggests, RCD achieves a compelled precision of 1.0, whereas RPC introduces orientation errors due to reasoning over the class dependency graph and missing additional separating sets. For recall, which is closely tied to the completeness result, RCD ranges from roughly 0.56 (for 1 dependency and 2 entities) to 0.94 (for 15 dependencies and 4 entities). While RPC and PPC cannot orient models with a single dependency, the relational bivariate orientation rule enables RCD to orient models using little information. RCD also discovers more of the underlying causal structure as the complexity of the domain increases, with respect to both relational structure (more entity and relationship classes) and model density.
To quantify the unique contribution that RBO provides, we applied RBO as the final orientation rule in Phase II and recorded the frequency with which each edge orientation rule is activated (see Figure 6). As expected, RBO never activates for the single-entity case because all paths have cardinality one. For truly relational domains, RBO orients between 11% and 100% of the oriented edges. However, this does not fully capture the broad applicability of RBO. Therefore, we also recorded the frequency of each edge orientation rule when RBO is applied first in Phase II of RCD. In this case, for at least two entity classes, RBO orients between 58% and 100% of the oriented edges.

Finally, we recorded the number of conditional independence tests used by the RCD and RPC algorithms. RCD learns a more accurate model than RPC, but at the cost of running additional tests of independence during Phase II. Fortunately, these extra tests do not alter the asymptotic complexity of the algorithm, requiring on average 31% more tests.

### 6.2 DEMONSTRATION ON REAL DATA

We applied RCD to the MovieLens+ database, a combination of the UMN MovieLens database (www.grouplens.org); box office, director, and actor information collected from IMDb (www.imdb.com); and average critic ratings from Rotten Tomatoes (www.rottentomatoes.com). Of the 1,733 movies with this additional information, we sampled 10% of the user ratings yielding roughly 75,000 ratings. For testing conditional independence, RCD checks the significance of coefficients in linear regression and uses the average aggregation function for relational variables. The RCD-generated model is displayed in Figure 7.

We ran RCD with a hop threshold of 4, maximum depth of 3, and an effect size threshold of 0.01. Because constraint-based methods are known to be order-dependent (Colombo and Maathuis, 2012), we ran RCD 100 times and used a two-thirds majority vote to determine edge presence and orientation. RCD discovered 27 dependencies. One interesting dependency is that the average number of films that actors have starred in affects the number of films the director has directed—perhaps well-established actors tend to work with experienced directors. Also, note that genre is a composition of binary genre attributes.
7 RELATED WORK

The ideas presented in this paper are related to three primary areas of research. First, the RCD algorithm is a constraint-based method for learning causal structure from observed conditional independencies. The vast majority of other causal discovery algorithms have focused on Bayesian networks and propositional data. The IC (Pearl, 2000) and PC (Spirtes et al., 2000) algorithms provided a foundation for all future constraint-based methods, and Meek (1995) proved these equivalent methods to be sound and complete for causally sufficient data. Additional constraint-based methods include the Grow-Shrink (Margaritis and Thrun, 1999) and TC (Pellet and Elisseeff, 2008) algorithms.

Second, RCD emphasizes learning causal relational models, a more expressive class of models for real-world systems. Our experimental results also indicate that propositional approaches may be inadequate to handle the additional complexity of relational data. Algorithms for learning the structure of directed relational models have been limited to methods based on search-and-score that do not identify Markov equivalence classes (Friedman et al., 1999). The RPC algorithm was the first to employ constraint-based methods to learn causal models from relational data (Maier et al., 2010), but RPC is not complete and may introduce errors due to its underlying representation. Both RPC and PRMs include capabilities to reason about relationship existence (Getoor et al., 2002); however, we currently focus on attributional dependencies and leave causes of existence as future work.

Finally, orienting bivariate dependencies, the most effective constraint used by RCD, is similar to the efforts of Shimizu et al. (2006), Hoyer et al. (2008), and Peters et al. (2011) in the propositional setting. Contrary to RBO, these techniques leverage strong assumptions on functional form and asymmetries in conditional densities to determine the direction of causality. Nonetheless, these methods could orient some of the edges that remain unoriented by RCD, given these additional distributional assumptions.

8 CONCLUSIONS

Relational d-separation and the abstract ground graph representation provide a new opportunity to develop theoretically correct algorithms for learning causal structure from relational data. We presented the relational causal discovery (RCD) algorithm and proved it sound and complete for discovering causal models from causally sufficient relational data. We introduced relational bivariate orientation (RBO), which can detect the orientation of bivariate dependencies. This leads to recall of oriented relational models over a previous state-of-the-art algorithm that is 18% to 72% greater on average. We also demonstrated RCD’s effectiveness on synthetic causal relational models and demonstrated its applicability to real-world data.

There are several clear avenues for future research. RCD could be extended to reason about entity and relationship existence, and the assumptions of causal sufficiency and acyclic models could be relaxed to support reasoning about latent common causes and temporal dynamics. There are also new operators that exploit relational structure, such as relational blocking (Rattigan et al., 2011), which could be integrated with simple tests of conditional independence. Finally, RCD could be enhanced with Bayesian information, similar to the recent work by Claassen and Heskes (2012) for improving the reliability of algorithms that learn the structure of Bayesian networks.
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Abstract

Exact algorithms for learning Bayesian networks guarantee to find provably optimal networks. However, they may fail in difficult learning tasks due to limited time or memory. In this research we adapt several anytime heuristic search-based algorithms to learn Bayesian networks. These algorithms find high-quality solutions quickly, and continually improve the incumbent solution or prove its optimality before resources are exhausted. Empirical results show that the anytime window A* algorithm usually finds higher-quality, often optimal, networks more quickly than other approaches. The results also show that, surprisingly, while generating networks with few parents per variable are structurally simpler, they are harder to learn than complex generating networks with more parents per variable.

1 INTRODUCTION

Score-based learning of Bayesian networks is a popular strategy which assigns a score to a network structure based on given data, and the goal is to find the highest-scoring structure. The problem is NP-complete (Chickering 1996), so much early research focused on local search strategies, such as greedy hill climbing in the space of Bayesian network structures (Heckerman 1996), hill climbing in the space of equivalence classes of networks (Chickering 2002) or hill climbing in the space of variable orderings (Teyssier and Koller 2005). Other more sophisticated local search techniques have also been investigated (Moore and Wong 2003). Unfortunately, these algorithms offer no bounds on the quality of learned networks. On the other hand, they do have good anytime behavior. That is, they quickly find a solution and improve its quality throughout the search. The search can be stopped at “anytime” and return the best solution found so far.

Several dynamic programming (DP) algorithms (Koivisto and Sood 2004; Ott, Imoto, and Miyano 2004; Singh and Moore 2005; Silander and Myllymaki 2006; Malone, Yuan, and Hansen 2011) have been developed which guarantee to find the highest scoring network for a dataset. However, these algorithms do not exhibit anytime behavior; they do not produce any solution until giving the optimal network at the end of the search.

Recently, though, several algorithms have been developed which include both optimality guarantees and anytime behavior. de Campos and Ji (2011) proposed a branch and bound algorithm (BB). It begins with a (cyclic) structure in which all variables have their optimal parents. Then, cycles are broken in a best-first manner until the optimal structure is found. These cyclic structures give a lower bound on the optimal network which improves throughout the search. To add anytime behavior, a local search algorithm is used to learn a suboptimal network at the beginning of the search. The score of that network serves as an upper bound. Furthermore, the search sometimes deviates from a pure best-first strategy to find acyclic structures and improve the upper bound. At anytime, the search can be stopped, and the ratio between the upper and lower bounds give a quality guarantee of the current best acyclic network. When the two bounds agree, the current best structure is optimal.

Mathematical programming (MP) algorithms (Jaakkola et al. 2010; Cussens 2011) have also been developed which have both anytime behavior and optimality guarantees. These algorithms search in a space which includes an embedded polytope whose surface corresponds to Bayesian networks. The polytope has exponentially many facets, so it is not represented explicitly. Rather, a series of MPs are solved to define the polytope and find the optimal point on its surface, which corresponds to the optimal Bayesian network. The points on the surface correspond to integer coordinates, so the MPs are actually integer linear programs (ILPs) which are solved by relaxing the problem to a normal linear program (LP). After solving each LP, the solution is checked for integrality. If it is integral, then the solution corresponds to the optimal Bayesian network. If not, the value of the solution gives a lower bound on the opti-
mal score. Also, the solution can be used to decode a valid acyclic network and find an upper bound on the score. As with BB, at any time, the search can be stopped, and the ratio between the bounds gives a quality guarantee.

Yuan et al. (2011) described a shortest path formulation for the structure learning problem. Since then, several heuristic search algorithms, including A* (Yuan, Malone, and Wu 2011) and BFBnB (Malone et al. 2011), have been applied to this problem. This paper explores the empirical behavior of a variety of anytime heuristic search algorithms, including anytime weighted A* (AWiA*) (Hansen and Zhou 2007), anytime repairing A* (ARA*) (Likhachev, Gordon, and Thrun 2003) and anytime window A* (AWinA*) (Aine, Chakrabarti, and Kumar 2007), within this shortest path formulation. Like BB and MP, these algorithms all incorporate optimality guarantees and anytime behavior. We empirically compare these algorithms and MP on a variety of synthetic datasets. We use synthetic datasets because these allow us to better control experimental conditions which affect the learning, including the number of variables, number of records and complexity of the generating process of the datasets.

Experimentally, we show that AWiA* outperforms the other anytime heuristic search algorithms. It also often finds higher-quality networks more quickly than MP, but is slower to prove optimality for simpler synthetic networks. More thorough investigation into the search space and runtime characteristics of the algorithms provide additional insight to the learning problem. In particular, our results show that complex generating networks may seem structurally challenging to learn, but they actually lie within or close to the promising solution space that is first explored by heuristic search and are thus easier to find. In contrast, simple generating networks typically receive bad estimated scores. Because many other search nodes have better score estimates, heuristic search cannot easily prove optimality for these datasets.

2 LEARNING BAYESIAN NETWORKS

A Bayesian network consists of a directed acyclic graph (DAG) in which vertices correspond to a set of random variables $V = \{X_1, \ldots, X_n\}$ and a set of conditional probability distributions. The arcs in the DAG encode conditional independence relations among the variables. We use $PA_i$ to represent the parent set of $X_i$. The dependence between each variable $X_i$ and its parents is quantified using a conditional probability distribution, $P(X_i|PA_i)$. The product of the conditional probability distributions gives the joint distribution over all of the variables.

We consider the score-based Bayesian network structure learning problem (BNSL) in this paper. Given a dataset $D = \{D_1, \ldots, D_N\}$, where $D_i$ is a complete instantiation of all of the variables $V$, and a scoring function $s$, the goal is to find a Bayesian network structure $S^*$ such that $S^* = \arg \min_S s(S, D)$. We omit $D$ for brevity in the remainder of the paper.

The scoring function is often a penalized log-likelihood or Bayesian criterion which trades off the goodness of fit of $S$ to $D$ against the complexity of $S$. We allow for any decomposable score, i.e., the score for $S$ is the sum of the scores of each variable, $s(S) = \sum_{X \in V} s(X, PA_X)$. Most commonly used scoring functions, including MDL (Lam and Bacchus 1994), fNML (Silander et al. 2008) and BDe (Buntine 1991; Heckerman 1996), are decomposable.

In our work, we adopt a shortest path perspective to the problem, so we assume the optimal structure minimizes $s$. Some scoring functions, such as BDe, assign high values to better networks. We can multiply all scores by $-1$ to convert the maximization into a minimization.

3 THE SHORTEST PATH PERSPECTIVE

Yuan et al. (2011) formulated BNSL as a shortest-path finding problem. Figure 1 shows an implicit search graph for four variables in which the shortest path search is performed. Each node in the graph corresponds to an optimal subnetwork over a unique subset of variables in the dataset. The start search node, at the top of the graph, corresponds to the empty variable set, while the bottom-most node with all variables is the goal node. Each edge in the search graph represents adding a new variable $X$ as a leaf to the optimal subnetwork over the existing variables, $U$. The new variable selects its optimal parents (according to the scoring function $s$) from $U$. The cost of the edge is equal to the score of the optimal parent set, which we denote $BestScore(X, U)$, i.e.,

$$
\text{cost}(U \rightarrow U \cup \{X\}) = \min_{PA_X \subseteq U} s(X, PA_X).
$$

Based on this specification, a path from start to goal induces an ordering on the variables, based on the order in which they are added. Thus, we also call this graph the order graph. Each variable selects its optimal parents from variables which precede it in the ordering. Consequently, combining the parent set selections made on a path from start to goal gives the optimal network for that ordering, and the cost of that path corresponds to the score for that network. Therefore, the shortest path from start to goal corresponds to a globally optimal Bayesian network.

The computation of $BestScore(\cdot)$ is required for each edge visited during the search. Naively, this computation requires considering an exponential number of parent sets; however, several authors (Teyssier and Koller 2005; de Campos and Ji 2011) have noted that many parent sets are not optimal for any ordering of variables. Therefore, many local scores can be pruned before the search. Yuan
and Malone (2012) developed a sparse data structure which takes advantage of this pruning to store only the *possibly optimal parent sets* (POPS) and to compute $BestScore(\cdot)$ with a linear number of bitwise operations.

This shortest path problem has been solved using several heuristic search algorithms, including A* (Yuan, Malone, and Wu 2011) and breadth-first branch and bound (BFBnB) (Malone et al. 2011). In A* (Hart, Nilsson, and Raphael 1968), an admissible heuristic function is used to calculate a lower bound on the cost from a node $U$ in the order graph to $goal$. An f-cost is calculated for $U$ by summing the cost from $start$ to $U$ (called $g(U)$) and the lower bound from $U$ to $goal$ (called $h(U)$). So $f(U) = g(U) + h(U)$. The f-cost provides an optimistic estimation on how good a path can be if it has to go through $U$. The search maintains a list of nodes to be expanded sorted by f-costs called open. It also keeps a list of nodes which have already been expanded called closed. Initially, open contains just $start$, and closed is empty. Nodes are then expanded in best-first order according to f-costs. Expanded nodes are added to closed. As better paths to nodes are discovered, they are added to open. In general, if a better path to a node in closed is found, then the node must be added to open again and re-expanded. Upon expanding goal, the shortest path from start to goal has been found.

In BFBnB, nodes are instead expanded one layer at a time, where a layer consists of all nodes corresponding to subnetworks of the same size. Before beginning the search, a local search strategy, such as greedy hill climbing, is used to find a “good” network and its score. During the BFBnB search, any node with an f-cost greater than the score found during the local search can safely be pruned.

Yuan et al. (Yuan, Malone, and Wu 2011) gave a simple heuristic function. Later, tighter heuristics based on pattern databases were developed (Yuan and Malone 2012). All of the heuristics were shown to be *admissible*, i.e., to always give a lower bound on the cost from $U$ to $goal$. Furthermore, the heuristics have been shown to be *consistent*, which is a property similar to non-negativity required by Dijkstra’s algorithm. Primarily, in standard A*, consistency ensures that the first time a node is expanded, the shortest path to that node has been found, so no node ever needs to be re-expanded.

### 4 ANYTIME LEARNING ALGORITHMS

The shortest path perspective makes it straightforward to apply anytime heuristic search algorithms to solve the Bayesian network learning problem. The basic A* algorithm does not have anytime behavior. It expands nodes in best-first order until expanding $goal$ at which point it has the optimal solution. The heuristic search community has developed a variety of algorithms which allow A* to find solutions more quickly. We begin by discussing weighted A* (WA*), which does not add anytime behavior to A* but can greatly improve solving time while offering provable quality guarantees. We then discuss two techniques which add anytime behavior to WA*. We also describe a third strategy, not directly related to WA*, which adds anytime behavior and quality guarantees to A*.

#### 4.1 WEIGHTED A*

Weighted A* (WA*) (Pohl 1970) is a variant of A* which adds a weight $\epsilon (\geq 1.0)$ to the heuristic function in the f-cost calculations. That is, $f(U) = g(U) + \epsilon h(U)$. Otherwise, WA* behaves exactly as unweighted A*. The inflated h-cost could now overestimate the cost of a path from $U$ to the goal, so the calculation is no longer admissible or consistent. Despite the loss of admissibility, though, WA* still has a quality guarantee: if $h$ was originally consistent, the search algorithm can disregard any better paths it finds to nodes in closed, and the cost of the path found from start to goal is guaranteed to be no more than a factor of $\epsilon$ greater than the optimal solution.

Intuitively, much of the f-cost of nodes close to start comes from $h$, but the f-cost of deeper nodes is dominated by $g$. Because WA* weights the $h$ costs, but not the $g$ costs, this has the effect of making the search favor deeper nodes because they have smaller $h$ values. Thus, the overall effect is that WA* expands deeper nodes more greedily than A* and often expands goal much more quickly than the unweighted A*.

#### 4.2 ANYTIME WEIGHTED A*

Like WA*, anytime weighted A* (AWeiA*) (Hansen and Zhou 2007) adds a weight to the heuristic calculations so it also favors expanding deeper nodes. Rather than stopping as soon as goal is expanded, though, AWeiA* continues the
search. During the search, a stream of better paths to \textit{goal} are discovered, and the \textit{incumbent} solution, which gives the current shortest path, is updated. If the search is run until completion, it terminates with the optimal solution. To guarantee the optimality of the final solution, though, AWeiA* must re-expand nodes when it finds a better path to them. Any node which has a worse unweighted f-cost than the incumbent can be pruned, though. At any time, the search can be stopped, and the incumbent solution returned. AWeiA* also offers the same guarantee of WA*: the globally optimal solution is guaranteed to be within a factor of $\epsilon$ of the incumbent. However, an even tighter error bound is available by calculating the ratio of the smallest unweighted f-cost of any open node and the incumbent.

### 4.3 ANYTIME REPAIRING A*

Anytime repairing A* (ARA*) (Likhachev, Gordon, and Thrun 2003) also starts as normal WA*. Upon finding a solution, ARA* decreases $\epsilon$ and searches again. At each iteration, the solution improves (or stays the same), so this algorithm also produces a stream of improved solutions. Additionally, because $\epsilon$ is decreased at each iteration, the quality guarantee tightens, as well. ARA* can also check the ratio between the smallest unweighted f-cost and the incumbent to look for an even better bound. The algorithm terminates with the optimal solution after completing an iteration in which $\epsilon = 1$.

Like AWeiA*, ARA* can also find a better path to a node during the search. Rather than immediately adding the node back to open, though, ARA* keeps these nodes in a separate list, repair. At the beginning of each iteration, rather than beginning the search at \textit{start}, ARA* instead adds all of repair to open. In this manner, ARA* reuses g-cost information from one iteration to the next. ARA* can also prune nodes with a worse f-cost than the incumbent.

### 4.4 ANYTIME WINDOW A*

Unlike AWeiA* and ARA*, anytime window A* (AWeiA*) (Aine, Chakrabarti, and Kumar 2007) is not based on WA*. Rather, it uses a type of sliding window to encourage deeper exploration of the order graph. It consists of a series of iterations in which a parameter $w$, which increases from one iteration to the next, controls the size of the window. The algorithm keeps track of the depth of all nodes expanded during an iteration of the algorithm. After expanding a node in layer $l$, all nodes in layer $l - w$ are \textit{frozen} for that iteration. Frozen nodes are stored, but are not expanded. When $h$ is consistent (like the heuristic functions used here in BNSL), AWinA* will only expand a node at most once during each iteration. Therefore, node re-expansions are not explicitly considered in this algorithm. As with the other anytime algorithms, AWinA* can prune any node with a worse f-cost than the incumbent. Similar to ARA*, rather than starting each iteration at \textit{start}, AWinA* begins by adding all frozen nodes from the previous iteration to open, so it also reuses information across iterations.

AWinA* uses the sliding window to encourage more greedy behavior in the search, but there is no quality guarantee for window size similar to that of the weighted algorithms. This algorithm can calculate the ratio between the smallest unweighted f-cost of a frozen node and the incumbent to find a quality guarantee, though.

### 5 EMPIRICAL EVALUATIONS

We empirically evaluated the anytime weighted A* (AWeiA*), anytime window A* (AWinA*), and anytime repairing A* (ARA*) against the integer linear programming algorithm (GOBNILP, v1.1) (Cussens 2011) on Bayesian network learning tasks. The A* implementations are available online (http://url.cs.qc.cuny.edu/software/URLearning.html). For AWeiA*, we used a weight of 1.25. For ARA*, we also set the initial weight to be 1.25 and decreased it by 0.05 at each iteration. The initial window size of AWinA* was 0 and increased by 1 after each iteration. We used static pattern databases as the heuristic function. We empirically determined these parameters give good performance on a variety of datasets. We used the default parameter setting for the GOBNILP algorithm (ILP for short). We did not compare to local search strategies, such as greedy hill climbing or optimal reinsertion, because a previous study (Malone and Yuan 2012) has shown that WA* outperforms those algorithms. That study also showed that WA* outperformed BB (de Campos and Ji 2011). The first iteration of ARA* is equivalent to WA*, so we assume the results of that study extend here.

One objective in this study is to compare the anytime behavior of these algorithms, including the quality (i.e, score) of the anytime solution and the error bounds. The other objective is better understand the shortest-path formulation. To rigorously study both objectives, we generated test datasets by sampling synthetic Bayesian networks. For all experiments, we first selected a number of variables and maximum number of parents allowed for each variable. We then created the networks using a slight variation on the Ide-Cozman MCMC algorithm (Ide and Cozman 2002). During the MCMC process, if a successor network resulted in a variable exceeding the maximum number of parents, that network was discarded, and the MCMC continued from the previous network. All variables were binary, and conditional probability distributions were sampled from a symmetric Dirichlet distribution with a concentration parameter of 1. We call these networks the \textit{generating networks}. Then, we generated datasets with 1,000 to 20,000 data points with logic sampling.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>21.6k</th>
<th>25.8k</th>
<th>31.3k</th>
<th>33.3k</th>
<th>35.6k</th>
<th>35.6k</th>
<th>35.6k</th>
<th>35.6k</th>
<th>35.6k</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POPS</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best score</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60 Second Score</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final Score</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final Error Bound</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Running Time (seconds)</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discrepancies</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: A comparison of the quality of 60-second and final solutions plus error bounds of the algorithms. A dataset named "a,b,c,k" stands for one with a variables, b data points, and c, k data points. "POPS" shows the number of possibly optimal parent sets. "Best score" shows the MDL score of the best solution found by any of the algorithms; a boldfaced number indicates it was proven optimal. "60 Second Score" and "60 Second Error Bound" are the score shown as the ratio of the best score to the score found after 60 seconds. A boldfaced number here indicates the best result among all algorithms. An error indicates that the solution could not be found. An asterisk indicates the algorithm exhausted RAM.

The total runtimes are sometimes slightly longer than 2 hours because of discrepancies between wall time and CPU time. An asterisk in the running time means that the algorithm executed RAM.
All of the algorithms we consider require a decomposable scoring function. In this evaluation, we use the MDL scoring function (Lam and Bacchus 1994). Let \( r_i \) be the number of states of \( X_i \), \( N_{pa_i} \) be the number of data points consistent with \( PA_i = pa_i \), and \( N_{xi,pa_i} \) be the data points further constraint with \( X_i = x_i \). Then MDL is given as follows.

\[
MDL(G) = \sum_i MDL(X_i, PA_i),
\]

where

\[
MDL(X_i, PA_i) = H(X_i, PA_i) + \frac{1}{2} \log N K(X_i, PA_i),
\]

\[
H(X_i, PA_i) = -\sum_{x_i, pa_i} N_{xi,pa_i} \log \frac{N_{x_i,pa_i}}{N_{pa_i}},
\]

\[
K(X_i, PA_i) = (r_i - 1) \prod_{X_i \in PA_i} r_i.
\]

### 5.1 ANYTIME RESULTS

We first tested the anytime behavior of the algorithms on random networks with \{29, 31, 33, 35\} variables and \{3, 6\} maximum parents per variable. Then, from each network, we generated datasets with \{1k, 5k, 10k, 20k\} data points. Thus, in total, we considered 32 datasets. We put a 2-hour (7200 seconds) time limit on all the algorithms. The algorithms may terminate earlier than the time limit when either a provably optimal solution is found or RAM is exhausted. All of the algorithms (shortest-path-based and ILP) require the local scores \((MDL(X_i, PA_i))\) as input; therefore, we do not include these calculation times in the results. Table 1 shows all the results. We focus on synthetic networks in this study because we can control the parameters of the generating network; however, results from real-world data show similar trends.

The results show that AWinA* performs much better than the other shortest-path-based algorithms. Its 60-second and final scores and error bounds are better than those of AWeiA* and ARA* on almost all cases. We note, however, that AWinA* often runs longer than the other algorithms before exhausting all the RAM. This is because AWinA* finds better solutions more quickly than AWeiA* and ARA*. Therefore, it prunes more nodes during the search and explores more of the search space. Consequently, it fills RAM more slowly and is able to run longer. For these reasons, we only consider AWinA* among the shortest-path-based algorithms for the remaining discussion.

ILP performed quite well on all the datasets with only 1k data points; it found all the optimal solutions within 60 seconds. AWinA* also often found the optimal solutions quickly, although it took much longer in proving the optimality, and sometimes failed to do so before running out of memory. The reason for ILP’s excellent performance is that the numbers of possibly optimal parent sets (POPS) for these datasets are quite small. Therefore, the linear programs constructed by ILP are small and easy to solve.

However, AWinA*’s 60-second and final solutions are all better than those found by ILP on the datasets with 5k, 10k and 20k data points, even though the error bound is sometimes worse than that of ILP. Those datasets had many more POPS, so each iteration of ILP required solving a large linear program. As a result, ILP was sometimes not able to find any solution within 60 seconds. The difference between scores at 60-seconds and the end of the search also show that ILP does not typically find its best solution early in the search. In contrast, AWinA* was always able to find a solution within several seconds. In fact, AWinA* found its best solution within the first 60 seconds on 14 of the datasets; the rest of the time is spent on proving the optimality of the solutions. This behavior is highly desirable. For a given large dataset, we do not know whether an optimal Bayesian network can be learned given limited resources. We should therefore strive to obtain as good a solution as we can as quickly as possible. The results show that AWinA* finds better solutions much sooner than ILP on many of the test datasets.

We note, however, ILP sometimes provides better error bounds than AWinA*. This is surprising given that its solutions are of lower quality, in terms of score, than those of AWinA*. The reason is that ILP often finds tighter lower bounds than AWinA*. The solutions of the LPs for ILP optimize the relaxed ILPs, so they give a lower bound on the solution. A simple local search is used to extract a valid BN from the LP solution and attempt to improve the upper bound. So most of the work in ILP focuses on improving the lower bound. On the other hand, the primary goal of AWinA* is to find a shortest path (subject to the sliding window constraint) from start to goal, which improves the upper bound. Shortest-path-based algorithms must expand nodes with the lowest f-costs to improve the lower bounds, but the window semantics (and also weighted heuristic) discourages expanding nodes in early layers of the search, regardless of their f-cost. Therefore, AWinA* focuses more heavily on improving the upper bound.

The better error bounds are certainly nice to have. AWinA* proved the optimality of its solutions for 13 of the datasets, while ILP proved optimality for 14. However, based on the error bounds of ILP, we can verify that AWinA* actually found optimal solutions for several other datasets. For example, for the “29.3.1k” dataset, both algorithms found a network with a score of 15, 298,15, but the final error bound for ILP is 1.00, while the bound for AWinA* is 1.07. Given ILP’s error bound, then, we can conclude that AWinA* actually found the optimal network. Using this line of reasoning, we can see that AWinA* found the optimal network on 16 datasets, but ILP on only 14. The results suggest that ILP always either found-and-proved or did-not-find the optimal network on these datasets.
Another difference between the two algorithms is that AWWinA* often terminates before the time limit because it exhausts all of the available RAM storing open and closed lists. On the other hand, ILP typically runs out of time, but does not fully utilize RAM. These results suggest that ILP may be able to find solutions of the same quality as AWWinA* if given enough time, but it is unclear how much more time would be needed. Similarly, more RAM or an external-memory strategy could improve the quality and error bounds of the solutions of AWWinA*.

### 5.2 CONVERGENCE OF BOUNDS

To gain a better perspective on how AWWinA* and ILP improve the upper and lower bounds, we plot the convergence curves of the bounds against the running time for several datasets in Figure 2. The results clearly agree with our analysis in Section 5.1. AWWinA* was able to find good solutions very quickly, while ILP was slower to find its first solution. Also, even though ILP finds quite bad lower bounds initially, it quickly improves them. Finally, the pace with which AWWinA* improves its solutions and error bounds is quite regular (increasing roughly exponentially from one iteration to the next). In comparison, ILP was able to improve its solution quickly and often in the early stage of the search, but its pace slowed down significantly in the later stages. This suggests that ILP may need much longer to find the next solution. For the “29.3.1k” dataset, ILP found and proved the optimal network in 45 seconds. Even though AWWinA* initially found better solutions than ILP, and the optimal solution in 58 seconds, it failed to prove its optimality before running out of memory. For the “29.3.5k” dataset, both algorithms failed to prove the optimality of their solutions. AWWinA* found its best solution in 18 seconds. Based on its behavior on other datasets, we suspect that AWWinA* found the optimal solution but ran out of RAM before proving its optimality. ILP’s solution was worse than that of AWWinA*, so it definitely did not find the optimal solution; however, it obtained a much better lower bound and, hence, a better error bound. For the “29.6.5k” dataset, both algorithms were able to prove optimality of the solutions. AWWinA* was able to find the optimal solution in 42 seconds and prove it in 283 seconds, while ILP only finds the optimal solution near the end of the search (6,394s). Finally for the “29.6.20k” dataset, AWWinA* found the optimal solution in 14 seconds and proved its optimality close to the time limit. ILP took much longer (497s) before finding its first solution, and was not able to find the optimal solution within the time limit.

### 5.3 EFFECT OF GENERATING PARAMETERS

We created the generating networks by varying the numbers of variables and maximum parents allowed for each variable, and generated the testing datasets with different numbers of data points. In general, more variables or more data points makes a dataset more difficult to solve optimally, and, hence, increased the error bounds of both AWWinA* and ILP. Relatively, the number of data points has a larger effect on ILP; it solved almost all 1k datasets and several 5k datasets optimally, but none of the 10k or 20k datasets. The reason is that more data points increase the
Table 2: The percentage of search nodes with better f-cost than the optimal solution (“Percent”); the average number of parents in the original (“Original”) and learned networks (“Learned”), and the structural Hamming distance between the original and learned networks (“Distance”).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Percentage</th>
<th>Generating</th>
<th>Learned</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>29.2.1k</td>
<td>41.92</td>
<td>1.72</td>
<td>1.62</td>
<td>7</td>
</tr>
<tr>
<td>29.2.5k</td>
<td>80.16</td>
<td>1.72</td>
<td>1.69</td>
<td>3</td>
</tr>
<tr>
<td>29.2.10k</td>
<td>89.40</td>
<td>1.72</td>
<td>1.72</td>
<td>0</td>
</tr>
<tr>
<td>29.2.20k</td>
<td>94.37</td>
<td>1.72</td>
<td>1.72</td>
<td>0</td>
</tr>
<tr>
<td>29.4.1k</td>
<td>1.79</td>
<td>3.03</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>29.4.5k</td>
<td>8.81</td>
<td>3.03</td>
<td>3.03</td>
<td>0</td>
</tr>
<tr>
<td>29.4.10k</td>
<td>18.54</td>
<td>3.03</td>
<td>3.03</td>
<td>0</td>
</tr>
<tr>
<td>29.4.20k</td>
<td>34.35</td>
<td>3.03</td>
<td>3.03</td>
<td>0</td>
</tr>
<tr>
<td>29.6.1k</td>
<td>0.22</td>
<td>4.24</td>
<td>3.45</td>
<td>23</td>
</tr>
<tr>
<td>29.6.5k</td>
<td>0.03</td>
<td>4.24</td>
<td>4.24</td>
<td>3</td>
</tr>
<tr>
<td>29.6.10k</td>
<td>0.11</td>
<td>4.24</td>
<td>4.21</td>
<td>1</td>
</tr>
<tr>
<td>29.6.20k</td>
<td>0.44</td>
<td>4.24</td>
<td>4.21</td>
<td>1</td>
</tr>
<tr>
<td>29.8.1k</td>
<td>18.59</td>
<td>5.03</td>
<td>2.52</td>
<td>95</td>
</tr>
<tr>
<td>29.8.5k</td>
<td>0.48</td>
<td>5.03</td>
<td>4.66</td>
<td>11</td>
</tr>
<tr>
<td>29.8.10k</td>
<td>0.23</td>
<td>5.03</td>
<td>4.97</td>
<td>9</td>
</tr>
<tr>
<td>29.8.20k</td>
<td>0.20</td>
<td>5.03</td>
<td>5.03</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3: Distributions of the f-costs of all the search nodes normalized by the number of data points. The enlarged marks indicate where the optimal solutions are located.

As shown in Equation 1, the MDL score consists of two terms: the log-likelihood of the data given the structure and a structure complexity penalty. The likelihood term increases linearly in the number of data points, while the term that penalizes structural complexity increases logarithmically in the number of data points. Figure 4 shows that when the number of data points is small, possibly optimal parent sets (POPS) are typically smaller; consequently, learned optimal networks tend to be simpler than generating networks. As the number of data points increases, POPS become larger and learned networks more complex.

Indeed, as Table 2 shows, the average number of parents in the learned, optimal network increases as the number of data points increases (except for a slight decrease from 5k to 10k data points for the 6-parent networks). As the number of data points increases, the structural Hamming distance between the learned, optimal network and the generating network decreases and drops to 0 for several datasets. This shows that, given enough data, MDL can recover the generating network and is appropriate for study. In addition, Figure 3 shows that the normalized f-costs of the optimal solutions shift left with increasing data points; this is because more variables used larger parent sets and obtained better scores. We also observe that the f-cost distributions also show distributions of the f-costs of all nodes relative to the optimal solutions in Figure 3.

5.4 SENSITIVITY ANALYSIS OF PARAMETERS

To study the sensitivity of shortest-path-based algorithms to the parameters for network and dataset generation, we generated networks with: 29 variables and \{2, 4, 6, 8\} maximum parents per variable. Then, from each network, we again generated datasets with: \{1k, 5k, 10k, 20k\} data points. We take the number of parameters necessary to specify the conditional probability distributions in the generating network as a measure of complexity (i.e., more parameters mean a more complex process).

For each dataset, we first collected the f-costs of all the nodes in the order graph for each dataset using a BFS search. Because we were interested only in the characteristics of the search space, we did not impose any time limit on the algorithm; it can effectively use external memory, so that resource did not pose a problem, either. Table 2 shows the percentages of search nodes that have better f-costs than the optimal solution, as well as several other statistics. We...
of all search nodes shifted leftward. Because of the heuristic functions used in A*, the internal order graph nodes relax the acyclic constraints between some of the variables, and have even more freedom to use the larger POPS. As a result, more internal nodes obtained better f-costs.

Therefore, the percentages of f-costs better than the optimal solutions depend on the relative speed in which the optimal solutions and f-cost distributions shift. For the 8-parent datasets, when we have few data points, even though the generating network is complex, the relatively large complexity penalty forces the search to consider simple networks which do not explain the data as well but incur a small complexity penalty. As Table 2 shows, based on the average number of parents in the generating network compared to the optimal network for 1k records, the optimal network is quite a bit simpler than the generating network. As we add more data points, though, the likelihood term dominates the score calculations. Therefore, the complex structures which better explain the data have, relatively, much better scores than simpler structures. Figure 3(b) shows that the optimal solutions shift to the left relative to the other nodes for the 8-parent datasets as the number of data points increases. That explains why the percentage of nodes with better f-costs than the optimal network is high, but decreases as the number of data points increases.

It is a different story for the 2- and 4-parent datasets. As Table 2 shows, for the 2-parent datasets, the percentages of nodes with f-costs better than the optimal network are rather high. The percentages increase with the number of data points and approach 95% for the 20k dataset. For the 4-parent datasets, the percentage is initially low but increases significantly as the number of data points increases.

To understand why, we again consult Table 2, which shows that the generating networks for those datasets do not have many parents for each node. Therefore, simpler structures both explain the data well and have a low complexity penalty. Unlike in the 8-parent case, more complex structures can not improve upon the likelihood very much but incur a much larger complexity penalty. Consequently, fewer data points are needed to predict the structures well. The results show that even with only 1k data points, the learned networks have similar numbers of parents and structures as the generating networks. So the learned, optimal networks have converged to the generating networks and do not benefit much from more data points. Figure 3(a) indeed shows that the optimal solutions did not shift left much with more than 5k data points; they actually shift towards the right tails of the distributions with more data points.

These results help explain the performance, particularly the error bounds, of AWInA* in the first set of experiments. To completely prove optimality, AWInA* would have to expand all nodes with better f-costs than the goal. In practice, though, it can only expand about 10 million nodes in a search space in the allocated resources. These results suggest that AWInA* would not be able to prove optimality for datasets generated from simple networks and a large number of data points. Table 1 shows this is exactly the case.

As further evidence, Figure 4 shows the average parent set size of the (cyclic) networks corresponding to all search nodes in each layer of the order graph for the “29.*.5k” datasets. For the 2- and 4-parent datasets, the average cardinality decreases monotonically. The heuristic estimates of most search nodes seem to select larger parent sets and have lower costs than the goal, so they would have to be expanded by A*. For the 6- and 8-parent datasets, the average cardinality dips initially and then increases. Many nodes in the middle layers seem to select smaller parent sets and have higher costs than the goal, so many of them are never expanded. The rate of the change of average cardinality is often larger in the beginning and last layers. The explanation is that the beginning and last layers have much fewer search nodes than the middle layers, so the changes in parent sets have a larger effect on the average cardinality.

6 CONCLUSIONS

In this research, we adapted several anytime heuristic search algorithms to learn optimal Bayesian networks from data, and empirically evaluated these algorithms against an integer linear programming algorithm. Our empirical results show that AWInA* is the best-performing anytime algorithm among the ones we evaluated in this study. It finds better, often optimal, solutions more quickly than existing methods; in many cases, the majority of its running time is spent on proving the optimality of a solution found early in the search. In comparison, the ILP algorithm focuses on finding lower bounds for the optimal solution in its search. As a result, its lower bounds are often better than those of AWInA*, even though its solutions are often not as good.

Our results show that, surprisingly, complex generating networks may seem structurally challenging to learn, but they actually lie within the promising solution space that is first explored by heuristic search and are easy to find.
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Credal networks are graph-based statistical models whose parameters take values in a set, instead of being sharply specified as in traditional statistical models (e.g., Bayesian networks). The computational complexity of inferences on such models depends on the irrelevance/independence concept adopted. In this paper, we study inferential complexity under the concepts of epistemic irrelevance and strong independence. We show that inferences under strong independence are NP-hard even in trees with ternary variables. We prove that under epistemic irrelevance the polynomial time complexity of inferences in credal trees is not likely to extend to more general models (e.g. singly connected networks). These results clearly distinguish networks that admit efficient inferences and those where inferences are most likely hard, and settle several open questions regarding computational complexity.

1 INTRODUCTION

Bayesian networks are multivariate statistical models where irrelevance assessments between sets of variables are concisely described by means of an acyclic directed graph whose nodes are identified with variables (Pearl, 1988). The graph encodes a set of Markov conditions: non-descendant non-parent variables are irrelevant to a variable given its parents. The complete specification of a Bayesian network requires the specification of a conditional probability distribution for every variable and every configuration of its parents. This is no easy task. Whether these parameters (i.e., the conditional distributions) are estimated from data or elicited from experts, they inevitably contain imprecisions and arbitrariness (Kwisthout and van der Gaag, 2008). Despite this fact, Bayesian networks have been successfully applied to a wide range of applications (Koller and Friedman, 2009).

An arguably more principled approach to coping with imprecision in parameters is by means of closed and convex sets of probability mass functions called credal sets (Levi, 1980). Unlike the representation of knowledge by “precise” probability mass functions, credal sets allow for the distinction between randomness and ignorance (Walley, 1991). Bayesian networks whose parameters are specified by conditional credal sets are known as credal networks (Cozman, 2000). Credal networks have been successfully applied to knowledge-based expert systems, where it has been argued that allowing parameters to be imprecisely specified facilitates elicitation from experts (Antonucci et al., 2007, 2009; Piatti et al., 2010).

A Bayesian network provides a concise representation of the (single) multivariate probability mass function that is consistent with the network parameters and factorizes over the graph. Analogously, a credal network provides a concise representation of the credal set of multivariate mass functions that are consistent with the local credal sets and satisfy (at least) the irrelevances encoded in the graph. The precise characterization of this joint credal set depends however on the concept of irrelevance adopted.

The two most commonly used irrelevance concepts in the literature are strong independence and epistemic irrelevance. Two variables $X$ and $Y$ are strongly independent if the joint credal set of $X,Y$ can be regarded as arising from a number of precise probability mass functions in each of which the two variables are stochastically independent. Strong independence is thus closely related to the sensitivity analysis interpretation of credal sets, which regards an imprecisely specified model as arising out of partial ignorance of an ideal precisely specified one (Kwisthout and van der Gaag, 2008; Antonucci and Piatti, 2009; Zaffalon and Miranda, 2009). A variable $X$ is epistemically irrel-
event to a variable \( Y \) if the marginal credal set of \( Y \) according to our model is the same whether we observe the value of \( X \) or not (Walley, 1991).

Typically, credal networks are used to derive tight bounds on the expectation of some variable conditional on the value of some other variables. The complexity of such an inferential task varies greatly according to the topology of the underlying graph, the cardinality of the variable domains, and the irrelevance concept adopted. For instance, the 2U algorithm of Faginoli and Zaffalon (1998) can solve the problem in polynomial time if the underlying graph is singly connected, variables are binary and strong independence is assumed. When instead epistemic irrelevance is adopted, no analogous polynomial-time algorithm for the task is known. On the other hand, de Cooman et al. (2010) developed a polynomial-time algorithm for inferences in credal trees under epistemic irrelevance that work for arbitrarily large variable domains. No such algorithm is known under strong independence. Recently, Mauá et al. (2012) showed the existence of a fully polynomial-time approximation scheme for credal networks of bounded treewidth and bounded variable cardinality under strong independence. It is still unknown whether an analogous result can be obtained under epistemic irrelevance.

In this paper, we show that epistemic irrelevance and strong independence induce the same upper and lower predictive probability in HMM-like (hidden Markov model-like) credal networks (i.e., when we query the value of the “last” state node given some evidence), and that they induce the same marginal expectation bounds in any network where non-root nodes are precise and root nodes are vacuous. The former implies that we can use the algorithm of de Cooman et al. (2010) for epistemic credal trees to compute tight bounds on the predictive probability in HMM-like credal networks also under strong independence. The latter implies that computing tight posterior probability bounds in singly connected credal networks over ternary variables under epistemic irrelevance is NP-hard, as we show this to be the case under strong independence (de Campos and Cozman (2005) have previously shown the NP-hardness of inference in singly connected strong networks when variable cardinalities are unbounded). Table 1 summarizes both the previously known complexity results and the contributions of this work, which appear in boldface.

## 2 CREDAL NETWORKS

Let \( X_1, \ldots, X_n \) be variables taking values \( x_1, \ldots, x_n \) in finite sets \( X_1, \ldots, X_n \), respectively. We write \( X := (X_1, \ldots, X_n) \) to denote the \( n \)-dimensional variable taking values \( x \) in \( X := X_1 \times \cdots \times X_n \). Given \( X \) and \( I \subseteq \{1, \ldots, n\} := N \), the notation \( X_I \) denotes the vector obtained from \( X \) by discarding the coordinates not in \( I \). We also write \( X_I \) to denote the Cartesian product (in the proper order) of the sets \( X_i \) with \( i \in I \), and \( x_I \) to denote an element of \( X_I \). Note that \( X_N = X \) and \( X_N = X \).

Let \( Z \) be some finite set (multidimensional or not), and \( Z \) a variable taking values in \( Z \). A probability mass function (pmf) \( p(Z) \) is a non-negative real-valued function on \( Z \) such that \( \sum_{z \in Z} p(z) = 1 \). Given a pmf \( p \) on \( Z \), we define the expectation operator as the functional \( E[p] := \sum_{z \in Z} f(z)p(z) \) that maps every real-valued function \( f \) on \( Z \) to a real number. Given a pmf \( p(x) \) on \( X \), and disjoint subsets \( I, J \) and \( K \), we say that variables \( X_K \) are stochastically irrelevant to \( X_I \) given \( X_J \) if \( p(x_I | x_J, K) = p(x_I | x_J) \) for all \( x \), where the conditional pmfs are obtained by application of Bayes’ rule on \( p(X) \). Variables \( X_I \) and \( X_K \) are independent conditional on \( X_J \) if, given \( X_J \), \( X_I \) and \( X_K \) are irrelevant to each other.

A credal set \( C(Z) \) is a closed and convex set of pmfs \( p(Z) \) on \( Z \) (Levi, 1980). The extrema of a credal set are the points that cannot be written as convex combinations of other points in the set. The extrema of \( C(Z) \) are denoted by \( \operatorname{ext}(C(Z)) \). We assume that every credal set has finitely many extrema, which are used to represent it. Thus, the credal sets we consider are geometrically polytopes. The vacuous credal set is the largest credal set on a given domain \( Z \), and is denoted by \( V(Z) \). Given a set \( M(Z) \) of pmfs \( p(Z) \) on \( Z \) we write \( \operatorname{co} M(Z) \) to denote its convex closure, that is, the credal set obtained by all convex combinations of elements of \( M(Z) \). Given a credal set \( C(X) \), disjoint subsets \( I \) and \( J \) of \( N \), and an assignment \( x_I \) to \( X_I \), we define the conditional credal set \( C(X_I | x_J) \) (induced by \( C(X) \)) as the set \( \{ p(x_I | x_J) : p \in C(X), p(x_J) > 0 \} \). It can be shown that \( C(X_I | x_J) \) remains the same if we replace \( C(X) \) with its extrema \( \operatorname{ext}(C(X)) \).

For disjoint subsets \( I, J \) and \( K \) of \( N \), we say that a variable \( X_K \) is strongly irrelevant to \( X_I \) given \( X_J \) (and w.r.t. \( C(X) \)) if \( X_K \) is stochastically irrelevant to \( X_I \) given \( X_J \) in every extreme \( p \in \operatorname{ext}(C(X)) \). This implies that \( C(X_I | x_J, K) = C(X_I | x_J) \) for all \( x \). Variables \( X_I \) and \( X_K \) are strongly independent given \( X_J \) if condi-

<table>
<thead>
<tr>
<th>Model</th>
<th>Strong</th>
<th>Epistemic</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Predictive) HMM</td>
<td>( \mathbf{P} )</td>
<td>( \mathbf{P} )</td>
</tr>
<tr>
<td>Tree</td>
<td>NP-hard</td>
<td>P</td>
</tr>
<tr>
<td>Singly connected</td>
<td>NP-hard</td>
<td>NP-hard</td>
</tr>
<tr>
<td>Multiply connected</td>
<td>( \mathbf{NP}^P )-hard</td>
<td>( \mathbf{NP}^P )-hard</td>
</tr>
</tbody>
</table>
Figure 1: A Simple Polytree

tional on $X_J$ both $X_J$ is strongly irrelevant to $X_K$ and $X_K$ is strongly irrelevant to $X_I$. Since stochastic irrelevance implies stochastic independence, strong independence is implied by strong irrelevance.

We say that variables $X_K$ are **epistemically irrelevant** to $X_I$ given $X_J$ if $C(X_I|x_{J\cup K}) = C(X_I|x_J)$ for all values of $x$. One can show that strong irrelevance implies epistemic irrelevance (and the converse is not necessarily true) (Cozman, 2000; de Cooman and Troffaes, 2004). Variables $X_I$ and $X_K$ are **epistemically independent** conditional on $X_J$ if, given $X_J$, $X_I$ and $X_K$ are epistemically irrelevant to each other (Walley, 1991, Ch. 9).

Let $G = (N, A)$ be an acyclic directed graph. We denote the parents of a node $i$ by $pa(i)$. The set of non-descendants of $i$, written $nd(i)$, contains the nodes not reachable from $i$ by a directed path. Note that $pa(i) \subseteq nd(i)$. We say that $G$ is **singly connected** if there is at most one undirected path connecting any two nodes in the graph; it is a **tree** if additionally each node has at most one parent. If a graph is not singly connected, we say it is **multiply connected**. Singly connected directed graphs are also called **polytrees**.

A (separately specified) credal network $\mathcal{N}$ associates to each node $i$ in $G$ a variable $X_i$ and a collection $Q(X_i|x_{pa(i)})$ of local credal sets $Q(X_i|x_{pa(i)})$ indexed by the values of $X_{pa(i)}$. When every local credal set is a singleton the model specifies a Bayesian network.

**Example 1.** Consider the credal network $\mathcal{N}$ over Boolean variables $X_1, X_2, X_3$ whose graph is shown in Figure 1. Let $p(0), p(1)$ represent a pmf of a Boolean variable. The local credal sets are $Q(X_1) = Q(X_2) = co\{0.4, 0.6\}$, $\{0.5, 0.5\}$ and $Q(X_3|x_{1,2}) = \{I(x_1 = x_2), I(x_1 \neq x_2)\}$, where $I(\cdot)$ is the indicator function.

The **strong extension** is the credal set $C(X)$ whose extrema $p(X)$ satisfy for all $x$ the condition

$$p(x) = \prod_{i \in N} q(x_i|x_{pa(i)}),$$

where $q(x_i|x_{pa(i)}) \in ext Q(X_i|x_{pa(i)})$. The strong extension satisfies the Markov condition w.r.t. strong independence: every variable is strongly independent of its non-descendant non-parents given its parents. The **epistemic extension** is the joint credal set $C(X)$ such that

$$C(X_i|x_{nd(i)}) = Q(X_i|x_{pa(i)})$$

for every variable $X_i$ and value $x_{nd(i)}$ of $X_{nd(i)}$. The epistemic extension satisfies the Markov condition w.r.t. epistemic irrelevance: the non-descendant non-parents are irrelevant to a variable given its parents. Equation 2 implies that (and is equivalent to for Boolean variables $X_i$)

$$\min q(x_i|x_{pa(i)}) \leq p(x_i|x_{nd(i)}) \leq \max q(x_i|x_{pa(i)})$$

for all $x$ and $p \in C(X)$ with $p(x_{nd(i)}) > 0$, where the optimizations are over $q \in Q(X_i|x_{pa(i)})$. Note that these inequalities can be turned into linear inequalities by multiplying both sides by $p(x_{nd(i)})$.

Given a function $f$ of a query variable $X_q$, and an assignment $\hat{x}_O$ to evidence variables $X_O$, the primary inference with credal networks is the application of the **generalized Bayes rule (GBR)**, which asks for a value of $\mu$ that solves the equation

$$\min_{p \in C(X)} \sum_{x \sim \hat{x}_O} |f(x) - \mu| p(x) = 0,$$

where the sum is performed over the values $x$ of $X$ whose coordinates indexed by $O$ equal $\hat{x}_O$. Assuming that $\min_{p \in C(X)} p(\hat{x}_O) > 0$, it follows that

$$\mu = \min_{p \in C(X|\hat{x}_O)} \mathbb{E}_p[f],$$

that is, $\mu$ is the lower expectation of $f$ on the posterior credal set $C(X_q|\hat{x}_O)$ induced by the (strong or epistemic) extension of the network.

**Example 2.** Consider the network in Example 1, and let $q = 3$, $f = I(x_3 = 0)$ and $O$ is the empty set. Then applying the GBR is equivalent to finding the lower marginal probability $\mu = \min_{p \in C(X)} p(0)$ induced by the network extension. Assuming strong independence (hence strong extension), the inference is solved by $\mu = \min \sum q_1(x_1)q_2(x_2)q_3(0|x_{1,2}) = 1 + \min \{2q_1(0)q_2(0) - q_1(0) - q_2(0)\} = 1 - 1/2 = 1/2$, where the minimizations are performed over $q_1(X_1) \in ext Q(X_1), q_2(X_2) \in ext Q(X_2)$, and $q_3(X_3|x_{1,2}) = I(x_1 = x_2), I(x_1 \neq x_2)$. The epistemic extension is the credal set of joint pmfs $p(X)$ on $X$ such that

$$\min_{q \in Q(X_1)} q(x_1) \leq p(x_1|x_2) \leq \max_{q \in Q(X_1)} q(x_1),$$

$$\min_{q \in Q(X_1)} q(x_2) \leq p(x_2|x_1) \leq \max_{q \in Q(X_1)} q(x_2),$$

$$q(x_3|x_{1,2}) \leq p(x_3|x_{1,2}) \leq q(x_3|x_{1,3}).$$

The inference under epistemic irrelevance is the value of the solution of the linear program $\mu = \min \{p(0,0,0) + p(1,1,0) : p(X) \in C(X)\} = 5/11 < 1/2$, where $C(X)$ is the epistemic extension.
3 COMPLEXITY RESULTS

In this section we present new results about the computational complexity of GBR inferences in credal networks. We make use of previously unknown equivalences between strong and epistemic extensions to derive both positive and negative complexity results. The section is divided in subsections addressing networks in increasing order of topological complexity.

3.1 HIDDEN MARKOV MODELS

An imprecise hidden Markov model (HMM) is a credal network whose nodes can be partitioned into state and manifest nodes such that the state nodes form a chain (i.e., a sequence of nodes with one node linking to the next and to no other in the sequence), and each manifest node is a leaf with a single state node as parent. As the following example shows, there are GBR inferences in HMMs which depend only on the signs of q(\cdot|x_i) and that evidence \tilde{x}_0 = 0. Under strong independence, the GBR is to solve for \mu the equation

$$\min_{x_2} \sum_{x_2} q(0|x_2)g_\mu(x_2) = \sum_{x_2} \min q(0|x_2)g_\mu(x_2) = 0,$$

where the minimizations are performed over q(X_3|x_2) \in Q(X_3|x_2), x_2 = 0, 1, and

$$g_\mu(x_2) = \sum_{x_1,4} q(x_1)q(x_2|x_1)q(x_4|x_1)[I(x_4 = 0) - \mu],$$

with q(X_1) = q(X_2) = q(X_4) = [3/4, 1/4] and q(X_2) = q(X_4) = [1/4, 3/4]. The values of q(0|x_2) depend only on the signs of g_\mu(x_2), x_2 = 0, 1. Solving for \mu for each of the four possibilities, and taking the minimum value of \mu, we find that \mu = \min\{p(0|0) : p(X_4|X_3) \in C(X_4|X_3)\} = 4/7.

Under epistemic irrelevance, the GBR is equal to

$$\min_{x_{1,2,4}} \sum_{x_{1,2,4}} q(x_1)q(x_2|x_1)q(x_4|x_1)q(0|x_{1,2,4})h_\mu(x_4) = (1 - \mu) \sum_{x_{1,2}} q(x_1)q(x_2|x_1)q(0|x_1) \min q(0|x_{1,2}, x_4 = 0)$$

$$-\mu \sum_{x_{1,2}} q(x_1)q(x_2|x_1)q(1|x_1) \max q(0|x_{1,2}, x_4 = 1) = 0,$$

where h_\mu(x_4) = I(x_4 = 0) - \mu, q(X_1), q(X_2|X_1) and q(X_4|X_1) are defined as before, and q(X_3|x_{1,2,4}) \in Q(X_3|x_2) for every x_{1,2,4}. Solving the equation above for \mu we get that \mu = 13/28.

Figure 2: HMM Over Four Variables

Figure 3: HMM Over 2n + 1 Variables

GBR inferences in HMMs are polynomial-time computable under epistemic irrelevance, but no polynomial-time algorithm is known under strong independence except for the case of binary variables (in which case the aforementioned 2U algorithm can be used). The following result shows that there exists a class of GBR inferences in HMMs which are insensitive to the irrelevance concept adopted. This implies that the GBR is polynomial-time computable in such cases also under strong independence.

Theorem 1. Consider an HMM over n + 1 variables whose state nodes are identified with odd numbers and manifest nodes are identified with even numbers (see Figure 3). Assume that the query node is q = n + 1, and that evidence \tilde{x}_0 is set on a subset O of the manifest nodes. Then the posterior lower expectation of any function f on X_q conditional on \tilde{x}_0 is the same whether we assume epistemic irrelevance or strong independence.

Proof. Let g_\mu(x_{n+1}) be equal to f(x_{n+1}) - \mu. To compute the GBR under strong independence, we need to find a number \mu such that

$$\min_{x_1} \sum_{x_1} q(x_1) \prod_{i=2}^{n+1} q(x_i|x_{pa(i)})g_\mu(x_{n+1}) = 0,$$

where the minimization is performed over q(x_1) \in Q(X_1) and q(X_i|x_{pa(i)}) \in Q(X_i|x_{pa(i)}) for i = 2, \ldots, n + 1. The minimization above is equivalent to the constrained program

$$\minimize \sum_{x_1} \sum_{x_{1,2}} \sum_{x_{1,2,4}} q(x_1)q(x_2|x_1)q(x_4|x_1)h_\mu(x_4)$$

subject to \quad q(x_{1:2} = x_{1:2} = q(x_{1:2} = x_{1:2} = 1, \quad (7)
with variables $q(x_1) \in Q(X_1)$, $q(X_i|x_{pa(i)}) \in Q(X_i|x_{pa(i)})$, $i = 2, \ldots, n + 1$ and $q(X_i|x_{1:i-1}) \in Q(X_i|x_{pa(i)})$, $i = 3, \ldots, n + 1$. The objective function in (6) can be rewritten as

$$
\sum_{x_1 \sim \mathcal{X}_o} q(x_1) \prod_{i=2}^{n} q(x_i|x_{1:i-1}) \sum_{x_{n+1}} q(x_{n+1}|x_1:n) g_p(x_{n+1}).
$$

We show the result by induction. Consider a state node $i + 1$ and assume that the constrained program (6)–(7) is equivalent to

$$
\min_{s.t. (7)} \sum_{x_{i+1} \sim \mathcal{X}_o} q(x_1) \prod_{j=2}^{i+1} q(x_j|x_{1:j-1}) h_{i+1}(x_{i+1}),
$$

for some function $h_{i+1}$ on $X_{i+1}$, and let $q^*(X_{i+1}|X_{1:i}) := \{q^*(X_{i+1}|X_{1:i}) : x_{1:i}\}$ be the solutions to the linear optimizations

$$
h_{i}(x_{i-1}) := \min_{q \in Q(X_{i+1}|x_{i-1})} \sum_{x_{i+1}} q(x_{i+1}|x_{1:i}) h_{i+1}(x_{i+1})
$$

for different values of $X_{1:i}$. Then $q^*(X_{i+1}|X_{1:i})$ satisfies (7) and minimizes (6) w.r.t. $q(X_{i+1}|X_{1:i})$, thus

$$
\min_{s.t. (7)} \sum_{x_{i+1} \sim \mathcal{X}_o} q(x_1) \prod_{j=2}^{i+1} q(x_j|x_{1:j-1}) h_{i+1}(x_{i+1}) =
\min_{s.t. (7)} \sum_{x_{i+1} \sim \mathcal{X}_o} q(x_1) \prod_{j=2}^{i+1} q(x_j|x_{1:j-1}) h_{i}(x_{i-1}).
$$

Similarly, consider a manifest node $i$ and assume that (6)–(7) is equivalent to

$$
\min_{s.t. (7)} \sum_{x_{i-1} \sim \mathcal{X}_o} q(x_1) \prod_{j=2}^{i} q(x_j|x_{1:j-1}) h_{i}(x_{i-1}). \tag{8}
$$

Let $q^*(X_i|X_{1:i-1})$ be the solutions to the linear optimizations

$$
h_{i-1}(x_{i-1}) := \min_{q \in Q(X_i|x_{i-1})} \sum_{x_{i-1}} q(x_{i}|x_{1:i-1}) h_i(x_{i-1})
$$

for different values of $X_{1:i-1}$. Then, $q^*(X_i|X_{1:i-1})$ satisfies (7) and minimizes (6), therefore (8) equals

$$
\min_{s.t. (7)} \sum_{x_{i-1} \sim \mathcal{X}_o} q(x_1) \prod_{j=2}^{i-1} q(x_j|x_{1:j-1}) h_{i-1}(x_{i-1}).
$$

The basis for $i = n$ follows trivially by setting $h_{n+1}(x_{n+1}) = g_p(x_{n+1})$. Thus, the unconstrained minimization in (6) (without the constraints (7)) achieves the same value of the constrained program. Moreover, it can be shown that the unconstrained program is the epistemic extension of the network (Beavoli et al., 2011), so that the result follows. \hfill \Box

Corollary 1. Consider again the HMM of Theorem 1 and the same query setting, and assume that the local credal sets associated to manifest nodes $i$ are singleton $Q(X_i|x_{i-1}) = \{q(x_i|x_{i-1})\}$ such that $q(x_i|x_{i-1}) = 1$ whenever $x_i = x_{i-1}$. Then the posterior lower expectations of any function $f$ given $\bar{x}_g$ is the same whether we assume epistemic irrelevance or strong independence.

The proof of Corollary 1 follows directly from Theorem 1. Observe that since $q(x_i|x_{i-1})$ for a manifest node $i$ are 0-1 probabilities, the HMM reduces to a(n imprecise) Markov Chain. Thus, strong and epistemic extensions coincide also in Markov Chains when evidence is before (w.r.t. the topological order) the query node. In the case of evidence after the query, de Cooman et al. (2010) have shown by a counterexample that inferences in Markov Chains are sensitive to the irrelevance concept adopted.

3.2 CREDAL TREES

Imprecise HMMs are particular cases of credal trees. De Cooman et al. (2010) showed that GBR inferences can be computed in polynomial time in credal trees under epistemic irrelevance. In this section we show that the same type of inference under strong independence is an NP-hard task.

In the intermediate steps of reductions used to show hardness results we make use of networks whose numerical parameters are specified by (polynomial-time) computable numbers, which might not be encodable trivially as rationals. A number $r$ is computable if there exists a machine $M_r$ that, for input $b$, runs in at most time $\text{poly}(b)$ (the notation $\text{poly}(b)$ denotes an arbitrary polynomial function of $b$) and outputs a rational number $t$ such that $|r - t| < 2^{-b}$. Of special relevance are numbers of the form $2^t/(1 + 2^k)$, with $|t_1|, |t_2|$ being rationals no greater than two, for which we can build a machine that outputs a rational $t$ with the necessary precision in time $\text{poly}(b)$ as follows: compute the Taylor expansions of $2^t$ and $2^k$ around zero with sufficiently many terms (depending on the value of $b$), and then compute the fractional expression. The following lemma ensures that any network specified with computable numbers can be approximated arbitrarily well by a network specified with rational numbers.

Lemma 1. Consider a credal network $\mathcal{N}$ over $n$ variables whose numerical parameters $q(x_i|x_{pa(i)})$ are specified with computable numbers encoded by their respective machines, and let $b$ be the size of the encoding of the network. Given any rational number $\varepsilon \geq 2^{-\text{poly}(b)}$, we can construct in time $\text{poly}(b)$ a credal network $\mathcal{N}'$ over the same variables whose numerical param-
eters are all rational numbers, and such that there is a polynomial-time computable bijection \((p, p')\) that associates any extreme \(p\) of the strong extension \(N\) with an extreme \(p'\) of the strong extension of \(N'\) satisfying \(\max_{x_i \in X_i} |p'(x_i) - p(x_i)| \leq \varepsilon\) for every subset of variables \(X_i\).

**Proof.** Take \(N'\) to be equal to \(N\) except that each computable number \(r\), given by its machine \(M_r\), used in the specification of \(N'\) is replaced by a rational \(t\) such that \(|t - r| < 2^{(n+1)(v+1)}\varepsilon\), where \(v := \max_{i \in N} |X_i|\) is the maximum number of values any variable can assume. Because \(\varepsilon \geq 2^{-\text{poly}(b)}\), we can use \(M_r\) with input \(\text{poly}(b) + (n + 1)(v + 1)\) to obtain \(t\) in time \(O(\text{poly}(\text{poly}(b) + (n + 1)(v + 1))) = O(\text{poly}(b))\). Exactly one of the probability values in each pmf in \(N'\) is computed as one minus the sum of the other numbers to ensure that the total mass of the pmf is exactly one; its error is at most \((v - 1) \cdot 2^{-(n+1)(v+1)}\varepsilon < 2^{-n(v+1)}\varepsilon\).

Let \(q(x_i | x_{pa}(i))\) and \(q'(x_i | x_{pa}(i))\) denote the parameters of \(N\) and \(N'\), respectively, and consider an assignment \(x\) to all variables \(X\) in \(N\) (or in \(N'\)). By design \(|q'(x_i | x_{pa}(i)) - q(x_i | x_{pa}(i))| \leq 2^{-n(v+1)}\varepsilon\). It follows from the binomial expansion of the factorization of \(p'(x)\) (that is a term for \(p(x)\) in the expansion and \(2^n - 1\) terms that all be written as a product of \(2^{-n(v+1)}\varepsilon\) by numbers less than or equal to one)

\[
p'(x) = \prod_{i \in N} q'(x_i | x_{pa}(i))
\leq \prod_{i \in N} \left(2^{-n(v+1)}\varepsilon + q(x_i | x_{pa}(i))\right)
= \sum_{S \subseteq N} \prod_{i \in S} q(x_i | x_{pa}(i)) [2^{-n-vn}\varepsilon]^{n-|S|}
\leq 2^n 2^{-n-vn} \varepsilon + \prod_{i \in N} q(x_i | x_{pa}(i))
= p(x) + 2^{-n-vn}\varepsilon.
\]

Similarly, we can show that

\[
p'(x) \geq \prod_{i=1}^{n} q(x_i | x_{pa}(i)) - 2^{-n(v+1)}\varepsilon \geq p(x) - 2^{-n-vn}\varepsilon.
\]

Thus, \(\max_x |p'(x) - p(x)| \leq 2^{-n-vn}\varepsilon\). Now consider a subset of the variables \(X_i\) and a value \(x_i \in X_i\). Since \(p'(\tilde{x}_I) = \sum_{x_i \sim \tilde{x}_I} p'(x)\), each term \(p'(x)\) in the sum satisfies \(p'(x) \leq p(x) + 2^{-n-vn}\varepsilon\), and, there are less than \(2^n \leq 2^n\varepsilon\) terms being summed, we have that

\[
p'(\tilde{x}_I) \leq \sum_{x_i \sim \tilde{x}_I} [p(x) + 2^{-n-vn}\varepsilon] \leq p(\tilde{x}_I) + \varepsilon.
\]

An analogous argument can be used to show that \(p'(\tilde{x}_I) \geq p(\tilde{x}_I) - \varepsilon\). Thus, \(\max_{x_i} |p'(x_i) - p(x_i)| \leq \varepsilon\).

Before proving our hardness results, we state and discuss some facts about the partition problem, which will be used later. The partition problem is stated as follows: given positive integers \(z_1, \ldots, z_n\), decide whether there is \(S \subseteq N := \{1, \ldots, n\}\) such that \(\sum_{i \in S} z_i = \sum_{i \notin S} z_i\), where the notation \(i \notin S\) denotes that \(i \in N \setminus S\). This is a well-known NP-hard problem (Garey and Johnson, 1979). We define \(v_i := z_i / z\), \(i = 1, \ldots, n\), where \(z := \sum_i z_i / 2\), and work w.l.o.g. with the partition problem using \(v_i\) instead of \(z_i\). Let \(v_S := \sum_{i \in S} v_i\). Then, it follows for any \(S\) that \(v_S = 2 - \sum_{i \notin S} v_i\). Also, if an instance of the partition problem is a yes-instance, there is \(S\) for which \(v_S = 1\), whereas if it is a no-instance, then for any \(S\), \(|v_S - 1| \geq 1/(2z)\). Consider the function

\[
h(v_S) = \frac{2^{-(v_S - 1)} + 2^{v_S - 1}}{2}.
\]

Seen as a function of a continuous variable \(v_S \in [0, 2]\), the function above is strictly convex, symmetric around one, and achieves the minimum value of one at \(v_S = 1\). Thus, if the partition problem is a yes-instance, then \(\min_S h(v_S) = 1\), while if it is a no-instance, then \(\min_S h(v_S) \geq 2^{-1/(2z) - 1} + 2^{(1/(2z)) - 1} \geq 2^{(2z)^{-4}} > 1 + (2z)^{-4}/2 = 1 + 1/(32z^4)\), where the second inequality is due to Lemma 24 in (Mauá et al., 2012), and the strict inequality follows from the first-order Taylor expansion of \(2^{(2z)^{-4}}\).

The following result shows that inferences under strong independence are hard even in credal trees.

**Theorem 2.** Computing the GBR in credal trees under strong extension is NP-hard, even if all numerical parameters are rational numbers, and all variables are at most ternary.

**Proof.** We use a reduction from the partition problem as previously described. We build a credal tree over variables \(X_0, \ldots, X_2n\) with graph as in Figure 4. The root node is associated to the ternary variable \(X_0\), with \(X_0 := \{1, 2, 3\}\) and uniform pmf \(q(x_0) = 1/3\). The remaining variables are all Boolean. For \(i = 1, \ldots, n\), specify the local sets \(Q(X_i | x_0)\) as single-
tons \{q(X_i|x_0)\} such that
\[ q(x_i=1|x_0) = \begin{cases} 2^{-v_i}/(1 + 2^{-v_i}), & \text{if } x_0 = 1, \\ 1/(1 + 2^{-v_i}), & \text{if } x_0 = 2, \\ 1/2, & \text{if } x_0 = 3. \end{cases} \]

Finally, for \( i = 1 + n, \ldots, 2n \) specify the local credal sets such that \( q(X_i|x_{i-n}) \in Q(X_i|x_{i-n}) \) satisfies \( q(x_i=1|x_{i-n}) \in [\epsilon, 1] \) for all \( x_{i-n} \), where \( \epsilon = 2^{-n-3}/(64z^4) \). Consider the computation of the GBR with observed nodes \( O = \{1 + n, \ldots, 2n\} \), observation \( \bar{x}_O = (1, \ldots, 1) \in \mathcal{X}_O \), query node \( q = 0 \), and query \( f(x_0) = -I(x_0=3) \). Using the results from (Antonucci and Zaffalon, 2006) about the conservative inference rule, one can show that \( f \) is minimized at an extremum \( p(X) \) such that \( p(x_i=1|x_{i-n}) \neq p(x_i=1|x_{i-n}=0) \), that is, if \( p(x_i=1|x_{i-n}=1) \) is chosen to be equal to \( \epsilon \), then \( p(x_i=1|x_{i-n}=0) = 1 \), and vice-versa. Hence,
\[ \mu = \min_p \mathbb{E}_p[f] = -\max_p \frac{1}{2}(1 + \epsilon)^n 1/3 p(\bar{x}_O) = -\max_s \frac{1}{g(a_S)} , \]
where \( g(a) = 1 + (1 + a) \left( \frac{2-e}{1+2^{-v_i}} \right)^n \prod_{i=1}^n 1/(1 + 2^{-v_i}) \) is defined for any real number \( a \), and \( a_S := b_S + b_N - b_S - 1 \) and \( b_S := \prod_{S \subseteq S} (1 + 2^{-v_i}) \) are defined for all \( S \subseteq N \). Note that \( g(a_S) > 1 + (1 + a_S)2^{-n} \). It follows from the Binomial Theorem that
\[ 2^{-v_S} \leq b_S \leq (2^{-v_S} + n^2 \epsilon)(1 + \epsilon)^n \]
\[ \leq (2^{-v_S} + n^2 \epsilon)(1 + 2n) \epsilon \]
\[ \leq 2^{-v_S} + n^2 \epsilon \]
where we use the inequality \( (1 + r/k)^k \leq 1 + 2r \) valid for \( r \in [0, 1] \) and positive integer \( k \) (Mauá et al., 2011, Lemma 37). Thus,
\[ h(v_S) - 1 \leq a_S \leq h(v_S) + 2^{n+1} \Delta - 1. \]

Now if the partition problem is a yes-instance, then \( a_S \leq 1/(64z^4) \), while if it is a no-instance, we have that \( a_S > 1/(32z^4) \). Hence, there is a gap of at least \( 1/(64z^4) \) in the value of \( a_S \) between yes- and no-instances, and we can decide the partition problem by verifying whether \( \mu \leq -1/g(\alpha) \), where \( \alpha := 3/(128z^4) \). This proof shall be completed with the guarantee that we can approximate in polynomial time the irrational numbers used to specify the credal tree and \( g(a) \) well enough so that \(-1/g(\alpha)\) falls in the gap between the values of \( \mu \) for yes- and no-instances. First, note that
\[ g \left( \frac{1}{32z^4} \right) - g \left( \frac{1}{64z^4} \right) = \frac{1}{64z^4} \left( \frac{2}{1 + \epsilon} \right)^n \prod_{i=1}^n \frac{1}{1 + 2^{-v_i}} , \]
which is greater than \( 2^{-n}/(64z^4) \). The gap in the value of \( \mu \) is at least
\[ \frac{1}{g(1/(64z^4))} - \frac{1}{g(1/(32z^4))} = g \left( \frac{1}{32z^4} \right) - g \left( \frac{1}{64z^4} \right) \]
\[ > \frac{1}{g(1/(32z^4))} \]
\[ > \frac{2^{-n}/(64z^4)}{(1 + 1/32z^4)^2 - 2^{-n}/(64z^4)} \]
\[ > 2^{-n} \]
\[ > \frac{1}{4 \cdot 64z^4} . \]

So we apply Lemma 1 with \( \epsilon = \frac{1}{2} 2^{-n} \) and use the same rational numbers \( q(x_i=1|x_{i-n}=2) \) as in the specification of the new network instead of the irrational values \( 1/(1 + 2^{-v_i}) \) to approximate \( g(a) \), which guarantees that the gap will continue to exist. Alternatively, we can use the same argument as in Theorem 3 of (de Campos, 2011) to constructively find a suitable encoding for the numerical parameters and \( g(a) \).

### 3.3 Polytrees and Beyond

In general networks, it is still unclear which type of inferences depend on the irrelevance concept used. There is however one situation where we can show they coincide, and this is particularly important for the hardness results that we prove later on.

**Lemma 2.** Consider a credal network of arbitrary topology, where all nodes are associated to precise pmfs apart from the root nodes, which are associated to vacuous credal sets. Then the result of the GBR for an arbitrary function \( f \) of a variable \( X_q \) associated to a non-root node \( q \) and no evidence is the same whether we assume epistemic irrelevance or strong independence.

**Proof.** Let \( X_R \) be the variables associated root nodes (hence to vacuous local credal sets), and \( X_I \) denote the remaining variables (which are associated to singleton local credal sets). The result of the GBR under epistemic irrelevance is given by
\[ \mu = \min_{p(X)} \mathbb{E}_p[f] = \min_{p(X)} \sum_{x_R} p(x_R|x_R)p(x_Q)f(x_Q) \]
\[ = \min_{p(X)} \sum_{x_R} p(x_R) \sum_{x_I} p(x_I|x_R)f(x_Q) \]
\[ = \min_{p(X_R)} \sum_{x_R} p(x_R)g(x_R) \]
where \( g(x_R) := \sum_{x_I} \prod_{i \in I} q(x_i|x_{pa(i)})f(x_Q) \), and \( q(x_i|x_{pa(i)}) \) are the single pmfs in the local credal sets of the non-root variables \( X_I \). According to the last equality, \( \mu \) is a convex combination of \( g(x_R) \). Hence,
\[ \mu \geq \min_{x_R} g(x_R) = \min_{x_R} \sum_{i \in I} q(x_i|x_{pa(i)})f(x_Q) . \]
The rightmost minimization is exactly the value of the GBR under strong independence, and since the strong extension is contained in the epistemic extension, the inequality above is tight.

The above result will be used in combination with hardness results for strong credal networks to demonstrate that computing the GBR under epistemic irrelevance is also hard. First, we focus on singly connected networks.

For polytrees, the next theorem shows that inferences in credal networks, either under epistemic irrelevance or strong independence, are NP-hard, even if variables are at most ternary. If we allowed variables to have any arbitrary finite number of states, then this result would follow from the proof of NP-hardness of inferences in polytrees given by de Campos and Cozman (2005), because the polytree presented there is similar to the one in Figure 5 with no evidence and query in the last (topological) node. By Lemma 2, we could use an inference in the epistemic polytree to solve the same inference, demonstrating that such inference is NP-hard too. In this paper we devise a stronger result, as the hardness is shown even when variables are at most ternary. For this purpose, we perform a polynomial-time reduction from the partition problem. A much similar reduction has been used to show that selecting optimal strategies in limited memory influence diagrams is NP-hard (Mauá et al., 2012). While the reduction used here closely resembles the reduction used in that work, due to a technicality we cannot directly use that result (mainly because the influence diagram could have multiple utility nodes, which would much complicate the reduction). Instead, we directly reduce an instance of the partition problem to a computation of the GBR without evidence in a credal polytree whose non-root nodes are all associated to precise pmfs and root nodes are associated to vacuous credal sets. By using this reduction in conjunction with Lemma 2, we prove the hardness of GBR computations also under epistemic irrelevance.

**Theorem 3.** Given a credal polytree, computing the GBR with a function f of the query variable X_q and no evidence is NP-hard, whether we assume epistemic irrelevance or strong independence, even if all variables are (at most) ternary and all numbers are rational.

**Proof.** We build a credal polytree with underlying graph as in Figure 5. The variables (associated to nodes) on the upper row are Boolean and vacuous, namely X_1,\ldots,X_n, while the remaining variables X_{n+1},\ldots,X_{2n+1} are ternary and associated to singleton local credal sets such that Q(X_{n+1}) contains the pmf \( q(X_{n+1}) = 1/3 \), and, for \( i = n + 2,\ldots,2n + 1 \), \( Q(X_i|x_{i-1},x_{i-n-1}) \) contains the pmf \( q(X_i|x_{i-1},x_{i-n-1}) \) as specified in Table 2. Consider a joint pmf \( p(X) \) which is an extreme of the strong extension of the network. One can show that \( p(x) = q(x_{n+1}) \prod_{i=n+2}^{2n+1} q(x_i|x_{i-1},x_{i-n-1}) \prod_{i \in S} I(x_i = 1) \prod_{i \notin S} I(x_i = 0) \) for all \( x \), where \( S \subseteq N \). Thus, \( p(x) \) is equal to \( \frac{1}{2} \prod_{i=n+2}^{2n+1} q(x_i|x_{i-1},x_{i-n-1}) \) if \( x_S = 1 \) and \( x_{N \setminus S} = 0 \), and otherwise vanishes. It follows that \( p(x_{2n+1}) = 1 \) if \( x_S = 1 \) and \( x_N \setminus S = 0 \), and no evidence, we can decide the partition problem, as \( \min_{\alpha} E[f] = \min_{\alpha} h(v_S)/3 \leq \alpha \), if and only if the partition problem is a yes-instance. According to Lemma 2, this result does not change if we assume epistemic irrelevance. It remains to show that we can polynomially encode the numbers \( 2^{-v_i} \). This is done by applying Lemma 1 with a small enough \( \varepsilon \) computable in time polynomial in the size of the partition problem: \( \varepsilon = 1/(3 \cdot 64z^4) \) suffices.

Figure 5: Polytree Used To Prove Theorem 3

| \( q(x_i|x_{i-1},x_{i-n-1}) \) | \( x_1 = 1 \) | \( x_2 = 2 \) | \( x_3 = 3 \) |
|---|---|---|---|
| \( x_{i-1} = 1, x_{i-n-1} = 1 \) | \( 2^{-v_i} \) | 0 | \( 1 - 2^{-v_i} \) |
| \( x_{i-1} = 2, x_{i-n-1} = 1 \) | 0 | 1 | 0 |
| \( x_{i-1} = 3, x_{i-n-1} = 1 \) | 0 | 0 | 1 |
| \( x_{i-1} = 1, x_{i-n-1} = 0 \) | 1 | 0 | 0 |
| \( x_{i-1} = 2, x_{i-n-1} = 0 \) | 0 | \( 2^{-v_i} \) | \( 1 - 2^{-v_i} \) |
| \( x_{i-1} = 3, x_{i-n-1} = 0 \) | 0 | 0 | 1 |

The hardness of inference in multiply connected credal networks under epistemic irrelevance comes from the fact that general credal networks under strong independence can always be efficiently mapped to credal networks under strong independence with all non-root nodes precise and vacuous root nodes. Because such inferences in general credal networks under strong independence are NP_{PP}-hard (Cozman et al., 2004), and because Lemma 2 demonstrates that marginal inferences without evidence in these networks are equivalent to the same inference in credal networks under epistemic extension, the hardness result is obtained also for epistemic networks. For completeness, we write the complete proof of such result using a reduction from the E-MAJSAT problem, since previous
work has only provided a sketch of such proof (Cozman et al., 2004). The proof differs only slightly from the proof of NP$^{PP}$-hardness of MAP inference in Bayesian networks given by Park and Darwiche (2004).

Theorem 4. Computing the GBR in credal networks under either epistemic irrelevance or strong independence is NP$^{PP}$-hard even if all variables are binary.

Proof. The hardness result follows from a reduction from E-MAJSAT. Given a propositional formula $\phi$ over Boolean variables $Z_1, \ldots, Z_n$ and an integer $1 \leq k < n$, the E-MAJSAT is the problem of deciding whether there exists an assignment to $Z_1, \ldots, Z_k$ such that the majority of the assignments to the remaining variables $Z_{k+1}, \ldots, Z_n$ satisfy $\phi$. The reduction proceeds as follows. Create a credal network over Boolean variables $X = (X_1, \ldots, X_k, X_{k+1}, \ldots, X_n)$ such that $X_1, \ldots, X_k$ are associated to root nodes and vacuous credal sets, and $X_{k+1}, \ldots, X_n$ are associated to non-root nodes and have uniform pmfs. The root variables act as selectors for the Boolean variables in the propositional formula. Each variable $X_i$ is associated to the Boolean variable $Z_i$ of the original formula $\phi$. Build one new binary variable $X_0$ (using a suitable sequence of numbers $i = n+1, n+2, \ldots$) for each operator in the Boolean formula $\phi$ of the E-MAJSAT problem such that $X_1$ has as parents its operands, that is, for logical operations $(X_a \land X_b)$ and $(X_a \lor X_b)$, with $a, b < i$, $X_i$ has as parents the two operands $X_a$ and $X_b$ and is associated to a singleton credal set containing the pmf $q(x_i|x_a, x_b) = I(x_i = x_a \lor x_b)$, where $\lor$ denotes the respective binary operation; for the operation $(\neg a)$, with $a < i$, $X_i$ has a single parent $X_a$ and is associated to a singleton local credal set containing the pmf $q(x_i|x_a) = I(x_i \neq x_a)$. There is more than one way to build such a network, depending on the order one evaluates the operations in the Boolean formula, and any valid evaluation order can be used. The final network encodes a circuit for evaluating the formula $\phi$.

Let $t$ be the last node in the network in topological order; variable $X_t$ represents the satisfiability of the whole formula. Consider a joint pmf $p(x) = \prod_{i \in X} q(x_i|x_{pa(i)})$, for some choice of pmfs from the extrema of local credal sets. By design, there is a single $x_{1:k} \in X_{1:k}$ such that $\prod_{i=1}^k q(x_i)$ evaluates to one. Let $\tilde{x}_{1:k}$ be such (joint) value. We have that

$$p(X_t = 1) = \sum_{x_{1:k}} p(x_{1:k}=1|x_I)p(x_I|x_R) \prod_{i=1}^n q(x_i)$$

$$= \frac{1}{2^{n-k}} \sum_{x_{1:k}} p(x_{1:k}=1|x_I)p(x_I|x_R),$$

where $X_I$ are the non-root variables that represent the logical operations in the formula $\phi$ apart from $X_t$, $X_R = (X_1, \ldots, X_n)$ are the root variables associated to Boolean variables in $\phi$. The value of $p(x_t = 1|x_I)p(x_I|x_R)$ is equal to one if and only if the assignment $x_R$ satisfies $\phi$ (by construction) and is zero otherwise. Thus, $p(X_t = 1) = \#\text{SAT}/2^{n-k}$, where $\#\text{SAT}$ is the number of assignments to the variables $Z_{k+1}, \ldots, Z_n$ that satisfy $\phi$ with the first $k$ Boolean variables set to $\tilde{x}_{1:k}$. By maximizing over the possible choices of degenerate pmfs $q(X_i)$, $i = 1, \ldots, k$, we have that $\min_{p} p(x_t = 1) < 1/2$ if and only if there is an assignment to the first $k$ variables $Z_1, \ldots, Z_k$ such that more than half of the assignments to the remaining $n-k$ variables $Z_{k+1}, \ldots, Z_n$ satisfy the formula $\phi$. \hfill \Box

4 CONCLUSION

In this paper, we have showed new computational complexity results for inference in credal networks under both epistemic irrelevance and strong independence. There are three main contributions. First, by exploiting the relations between these two irrelevance concepts in HMM-like credal networks, we have shown that predictive inferences under strong independence can be computed in polynomial time using the same algorithm developed for epistemic credal trees. To complement such result, we have proved that inferences with strong independence in general trees are NP-hard even if all variables are (at most) ternary, which shows that it is unlikely that more general polynomial-time algorithms for inferences under strong independence will ever exist. Moreover, using the relation between strong and epistemic irrelevance concepts in networks where the imprecision appears only in root nodes (defined by vacuous credal sets), we were able to prove that inferences in polytrees under epistemic irrelevance are NP-hard, even if all variables are (at most) ternary. This result closes the gap between known polynomial-time algorithms (which were known for trees and some polytrees) and potentially any more complicated network. To the best of our knowledge, these complexity results were all open, specially for the case of epistemic irrelevance.
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Abstract

In many developing countries, half the population lives in rural locations, where access to essentials such as school materials, mosquito nets, and medical supplies is restricted. We propose an alternative method of distribution (to standard road delivery) in which the existing mobility habits of a local population are leveraged to deliver aid, which raises two technical challenges in the areas optimisation and learning. For optimisation, a standard Markov decision process applied to this problem is intractable, so we provide an exact formulation that takes advantage of the periodicities in human location behaviour. To learn such behaviour models from sparse data (i.e., cell tower observations), we develop a Bayesian model of human mobility. Using real cell tower data of the mobility behaviour of 50,000 individuals in Ivory Coast, we find that our model outperforms the state of the art approaches in mobility prediction by at least 25% (in held-out data likelihood). Furthermore, when incorporating mobility prediction with our MDP approach, we find a 81.3% reduction in total delivery time versus routine planning that minimises just the number of participants in the solution path.

1 INTRODUCTION

In many developing countries (e.g., Ivory Coast, Ghana, Liberia, Nigeria), half the population lives in rural locations [5], where accessibility to school materials, medical supplies, mosquito nets, and clothing is restricted. Distribution to these locations typically requires direct road transport, which is time consuming and requires bulk volume to be cost effective. In response to these limitations, distributed methods of aid distribution have emerged in recent years.

For example, Pack For a Purpose1 is a non-profit organisation that asks tourists who already have a trip planned for one of 47 developing countries to bring small items (e.g., pencils, deflated soccer balls, stethoscopes) in their spare luggage capacity. Another scheme is Pelican Post2, which asks donors to send books by post to developing countries. These are promising schemes. However, they fail during periods of conflict, (e.g., post-electoral violence in Ivory Coast in 2011) and are reliant on direct outsider support, when it is arguably preferable to empower local populations wherever possible.

In this work, we propose a new distribution method that uses the natural mobility of a local population to distribute physical packages from one location to another. In more detail, we wish to take advantage of the pre-existing mobility routines of a set of local participants by asking them to pick up a package from one exchange point (at a location that they normally visit, at a time that they normally

1http://www.packforapurpose.org
2http://www.pelican-post.org
visit it) and then drop it off at another exchange point (e.g., a lockbox or affiliate store) that is also part of their regular mobility. By chaining together the mobility of several participants, we may cover a large area, possibly a whole country, without having to deploy more expensive and time consuming infrastructure.

While potentially appealing, this vision of crowdsourcing physical package delivery faces two significant technical barriers in optimisation and learning. In optimisation, the possible delay between stages in the package’s journey is unbounded, since the delay introduced by each participant is unknown and has no upper limit. This makes it infeasible to optimise the selection of participants and the package route (given a specific delivery problem specifying the start time, source location, and destination location), as delays propagate through the system. In general, routing under delay uncertainty is a #P-hard problem to solve optimally. Therefore, we formulate the decision problem in a way that takes advantage of the periodicities in human location behaviour to derive an exact solution.

In learning, the historical movements of individuals may be obtained from cell tower connections registered by mobile devices, which have widespread adoption across the developing world. However, such mobility data is sparse: it is limited in duration (i.e., we may only have a few week’s worth of data from each participant) and, crucially, cell tower readings are taken only when a call or text message is exchanged from the phone, so there are large periods when no location of an individual is registered at all. Yet, existing methods for mobility prediction rely on large quantities (covering several weeks) of fairly continuous stream of location readings (either from GPS or constant cell tower monitoring). To overcome this, we develop a robust Bayesian model of individual mobility that can be learnt from cell tower records spanning only short periods of time with sporadic observability.

In more detail, we make the following three contributions:

- We advance the state of the art in route planning in delay networks by developing an approach that works well with the uncertainties caused by routine human behaviour. Specifically, we show that an exact and tractable solution is possible when using a mobility model belonging to the broad class of temporal periodic prediction models. Under this assumption, we show that we can formulate the problem as a Markov decision process (MDP) in which the number of states grows linearly in the number of locations, making the overall algorithm polynomial when using a standard MDP solving method (e.g., linear programming, policy iteration) [20]. Using our approach, simulations indicate that source-to-destination delivery time is reduced by an average of 81.3% compared to choosing the shortest path (which naively minimises the number of intermediate stages in the package’s journey).

- To provide accurate transition probabilities to the MDP, we present a Bayesian nonparametric mixture model approach to learning the mobility behaviour of individuals from very sparse observations. We show how this model can be formulated as a series of Bernoulli trials and directly incorporated into the MDP. Using real cell tower data from 50,000 people in Ivory Coast (provided by Orange), we find at least a 25% improvement in held-out data likelihood when compared to two state-of-the-art approaches for human location behaviour prediction (a variable-order Markov model with prediction by partial matching [25] and a daily periodic finite mixture model [4]).

- We use the Orange dataset to show that peer-to-peer package delivery is feasible under three key criteria. In particular, we show that the size of participant pool only needs to be of the order of several thousand to get at least an 80% coverage of the country (out of a total area 320,000 km²). Furthermore, each solution path (i.e., chain of participants to deliver a package) is between 2-4 people. Finally, these requirements are only mildly worsened when considering only rural destinations for delivery.

The rest of the paper is structured as follows. First, in Section 2, we consider previous work related to the problem of learning human mobility patterns and optimising under uncertainty of human behaviour. In Section 3, we present our approach, starting with how we make optimal decisions with respect to the choice of participants and locations for any given delivery problem in Section 3.1. Then, in Section 3.2, we present a learning model that deals with sparse observations. In Section 4, we evaluate the feasibility of the scenario before evaluating our approach to learning and optimisation against several state of the art benchmarks. We draw conclusions and outline future work in Section 5.

2 RELATED WORK

The idea of distribution using the natural mobility of a group of people is a recurring theme in content distribution using mobile ad-hoc networks. For example, Keller et al. (2012) used physical Bluetooth proximity data from the mobile phones of a group of people, to initiate exchanges.

—in addition to social issues such as trust (e.g., theft or loss) that we only consider briefly, in Section 4.4.

N.B., the transition probabilities in the MDP are not the same as the transition probabilities of the mobility of any individual participant.
of songs between individuals, but without considering prediction or multi-hop routes (i.e., going via one or more intermediaries) [10]. Cherubini et al. (2010) explored physical package peer-to-peer delivery, but only tested simple heuristics such as “transfer the package to someone who is, on average, closer to the target location than you” [3]. Vukadinovic et al. (2009) proposed a queuing model of the flow of pedestrian crowds to distribute content among mobile phones [27]. Now, all these works attempt to capture short term movements of individuals in crowds, which is a distinct and different problem to extracting routine mobility patterns. Specifically, in our work, there is a direct line of assumptions going from the raw historical data to decision-making about distribution (via learning and the formulation of transition probabilities in the MDP) that is not present in such work. A notable exception is by Liu and Wu (2011), who used class attendance data to model pairwise encounters between individuals for data transfer across an ad hoc network [13]. Like our work, they also take advantage of cyclic behaviour to find tractable routing solutions, however, their pairwise approach means that their algorithm scales \(O(p^2)\) in the number \(p\) of participants in the network, while our approach scales polynomially only in the number of locations. In general, content distribution approaches often rely on the fact that content may be copied and can exist concurrently on multiple devices, making them less applicable for our routing problem.

Another type of diffusion that attracts intense research interest is the study of the spread of infectious diseases. Epidemiologists look at the mobility dynamics of a population to identify source regions (from which disease is spread), and likely importation regions (to which disease is spread). For example, Wesolowski et al. (2012) used one year of cell phone data of millions of people to model the human movement between different regions in Nairobi [28]. They considered a graph in which the weight of the edges represents the quantity of people travelling between different locations. Hufnagel et al. (2004) considered a global model of human movement using passenger numbers for flights between the 500 largest airports in the world [9]. Such work is concerned with aggregate mobility, in contrast, we are interested in individual mobility, because, eventually, we need to ask specific people to contribute. Furthermore, we consider a full decision-making model, in addition to a purely descriptive model of human location behaviour.

The problem of robust route planning under uncertainty resembles the Canadian traveller problem (also known as the bridge problem) [18], in which the costs of the edges in a graph are random variables that are observed only as the nodes are visited. The name originates from the concept of a traveller who has to plan a journey between two locations, where the costs of outgoing edges are random variables that are only observed as a graph is traversed. This differs from our problem because the Canadian traveller assumes that path costs are independent of one another, while we have dependencies between costs as well, i.e., the delay outcome of an earlier stage in the chain affects the delay of later stages. An additional difference is that we observe the random variables, indicating delay between locations, only after the package has completed each intermediate step.

Learning routine mobility models has typically been a separate problem from optimisation. Approaches range from purely temporal ([15, 23, 24]), spatial ([7, 25]), to a combination of both ([6]). Existing datasets that are widely available have tended to contain approximately continuously recorded cell towers or GPS (e.g., the Reality Mining dataset recorded the cell tower every few minutes [6]; the Nokia dataset recorded GPS every few minutes also [12]). This has inspired many methods that work well on continuous location updates, but which do not perform as well as their headline accuracy (when predicting future location behaviour) on sparse data. We address this issue in our work. Given their ability to refine the model as more data arrives, nonparametric Bayesian methods are surprisingly rare in the literature on predicting human location behaviour. Chen et al. (2012) used a Gaussian process to model congestion on road networks, while Gao et al. (2012) used a hierarchical Pitman Yor process to model check-in behaviour on location-based social networks [2, 7].

Finally, crowdsourcing teams of participants who function as a chain to achieve a single goal resembles the idea behind the winning entries to the DARPA Red Balloon Challenge [19] and the Tag Challenge [21]. This work is primarily concerned with the problem of recruiting individuals and verifying their reports, which requires designing economic mechanisms. In this work, we assume recruitment can be done beforehand by an appropriate method (i.e., we do not address it here) but we do investigate how many participants are required for satisfactory delivery results.

3 DECISION-MAKING WITH UNCERTAIN HUMAN LOCATIONS

In this section, we present our approaches towards optimisation and learning with uncertain human behaviour in the package delivery scenario. Specifically, in Section 3.1, we show how it is possible to tractably find an exact optimal solution to routing under delay uncertainty, given a wide class of mobility model (which we define as temporal periodic models). In Section 3.2, we give more detail on our probabilistic mobility model that is designed to function well with sparse mobile phone datasets, and provides the predictions used in the optimisation.

3.1 THE OPTIMISATION PROBLEM

We formulate the optimisation problem sketched in Section 1 as an MDP, as this provides a principled way of
making decisions under uncertainty. Decisions in this scenario must specify which participants to ask to pick up the package, from where they should pick it up, as well as the drop-off location. We assume the delay between pick-up and drop-off is outside the planner’s control (so we treat it as a random variable here), and completely up to the participant who, when asked, does this according to his/her routine schedule.

In general, an MDP is defined as a tuple \((S, A, R, T)\) where \(S\) is a set of states, \(A\) is a set of available actions for each state, \(R(s, a, s')\) is the function that specifies the cost of doing action \(a\) to get from state \(s\) to \(s'\), and \(T(a, s, s')\) is the probability of getting from state \(s\) to \(s'\) when performing action \(a\). The solution to an MDP consists of an optimal policy, \(q(s)\), that specifies the best action to perform for any given state \(s\). Ancillary to this function is the value function, \(G\), which gives the expected value for any state (given that the optimal action is performed). We consider each of \(A, S, R,\) and \(T\) in turn.

3.1.1 Set of Actions \(A\)

We assume that the planner has no direct control over the delay (it is up to the participant’s schedule) but we assume that we are guaranteed to eventually reach location \(w\), when performing action \(a\) (going to location \(w\), and that the arrival time is revealed only after performing each action, resulting in a transition to state \((v, t_v)\), with unknown arrival time \(t_v\). Given the one-to-one mapping of actions and locations (specifying the destination location) we treat locations as synonymous with actions.

3.1.2 Set of States \(S\)

We define the set of states \(S\) in the MDP as the set of tuples describing the possible locations and times \((v, t_v)\) (respectively) of the package. This results in the set \(S = \{(v, t_v)\mid v \in V, t_v = 1, 2, 3, \ldots \}\). We assume discrete time \(t\) to capture the required detail in the scenario without the need for more complex continuous time reasoning. However, even in the discrete time case, we see that there is an unbounded number of states in \(S\) because the delay in moving between locations is unbounded. This makes the standard MDP formulation intractable.

To overcome large state spaces, there are a few general approaches such as sampling methods or value approximation (in which values are computed from features of the states) [29]. One time-specific approach is to truncate the range of values for \(t\) to find an approximation for the optimal policy [26]. However, the number of states grows as a factor of this truncation limit, so more exact approximations must be traded off with computation time.

Instead, we find an exact solution under an additional assumption about the mobility model used to produce the probabilistic delays. Specifically, we show that for a large class of mobility models, namely periodic temporal models, the probability of delay, \(pr(t_w - t_v | v, t_v, w)\) in going from state \((v, t_v)\) to \((w, t_w)\) is periodic in \(t_v\). This results in an MDP with a linear number of states in the number of locations. This assumption is suitable for optimisation in delay networks, since it is precisely the periodic temporal class of mobility model that is most useful in predicting and planning several days in advance, since short term spatial correlations (e.g., a participant tends to go home after visiting the market, or always goes to the city centre after travelling along a particular road) do not have much effect beyond several hours. However, this assumption of temporal periodicity means that we cannot incorporate the most recent observations into the model, which may provide a benefit in optimising decisions to be made in the very near future. Under this assumption, we now establish linearity in the number of locations.

**Theorem 1.** Let \(S\) be the set of states \(\{(v, t_v)\mid v \in V, t_v = 1, 2, 3, \ldots \}\) in an MDP. If \(pr(v|t_v)\) is a periodic function (defining \(H\) as the number of possible values it can take) in discrete \(t_v\) (\(\forall \), then the number of states is linear in the number of locations, i.e., \(|S| = H |V|\).

**Proof:** Let \(pr(v|t_v)\) be the probability that a given participant is at location \(v\) at time \(t_v\), obtained from a mobility model (which, we emphasise, describes individual behaviour and is distinct from the transition function \(T\) of the MDP defined in Section 3.1.3). Since \(t_v\) is discrete, we can repeat Bernoulli trials from the distribution \(r_{d_v} \sim Bern(pr(v|t_v + d_v))\) for increasing \(d_v = 1, 2, 3, \ldots\) until we get \(r = 1\). This is a standard formulation (equivalent to repeated tosses of biased coins), with \(pr(d_v|t_v) = pr(v|t_v + d_v) \prod_{d_v=1}^{d_v-1} (1 - pr(v|t_v + d_v))\). Since \(pr(v|t_v)\) is periodic in \(t_v\), with a maximum of \(H\) distinct values, the probability of delay, \(pr(w|t_v + d_v)\), from any next location \(w\) (reachable from \(v\)) is also periodic for arbitrary delay \(d_v\). Therefore, \(pr((t_v + d_v) \mod H)\) is a sufficient statistic for \(pr(d_v|t_v + d_v)\) (the probability of delay \(d_v\) from \(w\), clearly taking at most \(H\) values. Using the Markov property of MDPs, only \(H\) states are required for each location \(v\) (for arbitrary \(v\)), resulting in \(H |V|\) states overall.

Unlike a truncation parameter, we can easily set \(H\) for the specific application of the delay network that needs to be modelled, without bias (i.e., without underestimating the delay). For package delivery, we found it sufficient to set \(H = 14\) per week, by considering the probability of a participant dropping off or picking up the package in slots of half a day. Therefore, the state space is now \(S = \{(v, t)\mid v \in V, t \in [1, 14]\}\).
3.1.3 Cost Function $R$ and Transition Function $T$

The delay in going from location $v$ to location $w$ is the cost function $R(s, a, s')$, where $s = (v, t_v)$, $s' = (w, t_w)$, and $a$ is the action of routing the package to $w$. The MDP requires a single cost for each state $s$ and action $a$ pair (marginalising over the destination action), yet we have many participants who can potentially perform that action (i.e., who routinely visit both $v$ and $w$ locations). We define the best person as the one who minimises $p^* = \arg\min_i\{\mathbb{E}(d_{v,w}|t_v, i) + \sum_w c_w pr(t_w|t_v, i)|p_i \in P\}$, the cost of going from location $v$ to $w$ plus the expected cost of $c_w$ (the total cost at state $(w, t_w)$). The cost function $R$ is then the sum of delays for the best person to pick the package up at location $v$, and drop the package off at $w$:

\begin{align}
R((v, t_v), w, (w, t_w)) &= \mathbb{E}(d_v|t_v \mod H) + \mathbb{E}(d_{v,w}|t_v + d_v \mod H) \\
&= \sum_{i=0}^{\infty} W_v^i (H i + d_v) pr(d_v) \prod_{d_v=1}^{d_v-1} (1 - pr(d_v')) + \sum_{i=0}^{\infty} W_w^i (H i + d_w) pr(d_w) \prod_{d_w=1}^{d_w-1} (1 - pr(d_w'))
\end{align}

where $W_v = \prod_{d_v=1}^{H} (1 - pr(d_v'))$ and $W_w = \prod_{d_w=1}^{H} (1 - pr(d_w'))$, with the respective interpretations being the probability of the participant not visiting the start and end locations (respectively) for an entire period. We now find the geometric sum:

\begin{align}
R((v, t_v), w, (w, t_w)) &= \left(\frac{d_v}{1 - W_v} + \frac{W_v H}{(1 - W_v)^2}\right) pr(d_v|t_v) \prod_{d_v=1}^{d_v-1} (1 - pr(d_v'|t_v)) \\
&\quad + \left(\frac{d_w}{1 - W_w} + \frac{W_w H}{(1 - W_w)^2}\right) pr(d_w|t_v + d_v) \prod_{d_w=1}^{d_w-1} (1 - pr(d_w'|t_v + d_v))
\end{align}

The transition function $T(a, s, s')$ may be found in a similar way, but by considering only whole multiples of the given delay:

\begin{align}
T(w, (v, t_v), (w, t_w)) = \sum_{d_v=1}^{H} pr(d_v|t_v) pr(d_w|t_v, d_v)
\end{align}

where $d = (t_w - t_v) \mod H$, and we have marginalised out the uncertainty about $d_v$ (the uncertainty in pick-up delay).

We next address the problem of learning mobility models for individuals, which provides the probability of presence that defined the Bernoulli trial used in Equations 2 and 3.

3.2 MODEL FOR LEARNING HUMAN MOBILITY FROM CELL PHONE DATA

We now focus on the problem of getting an accurate predictive probability density of presence for any location given the participant and the time $pr(v|i, t)$, from which the probability of delay can be derived and used in optimisation (as described in Section 3.1). The Orange dataset consists of a set of tuples for each participant $p_i \in P$ of the form $(i, x_i, t_i)$ indicating that participant $i$ was observed near cell tower $x_i$ (discrete) at date and time $t_i$ (continuous). There are three main factors that influence the design of the model:

1. **Cell allocation noise**
   The cell tower observations provide discrete measurements on the individual’s likely location. However, there may be a choice of several towers that the phone can connect to (especially in urban environments) at any single location. This allocation is decided by outside factors that we treat as noise (i.e., the network operator’s optimal allocation of phones to towers). Our approach needs to isolate the human presence information in the cell tower allocation to phones and ignore other factors. This implies the need to infer the locations, each of which may be statistically associated with several cell towers.

2. **Sporadic observations**
   Since the cell tower is only recorded in this dataset when a phone call or text is made (about 7 times a day, on average) approaches that were designed to be used on continuously collected location data (e.g. eigenvectors [22, 6], variable-order Markov models [25], linear embedding [23]) are not likely to be effective (which we confirm in Section 4.2). We therefore need a method that can fill in (extrapolate from other observations) large periods of no observability.

3. **Short duration**
   The data on each individual covers a period of only 2
weeks. This, combined with the fact that each day may have only a few (or zero) observations, makes learning challenging. Overfitting is a danger when the training data (i.e., the 2 weeks of observations) contains characteristics that do not generalise to the rest of the individual’s behaviour (i.e., beyond 2 weeks).

These considerations suggest the use of the Bayesian framework, which allows us to assume the existence of latent variables that abstract away from the variability of cell allocation (Factor 1), and make custom assumptions about the smoothness of location (Factor 2). Furthermore, Bayesian non-parametric methods can provide us with powerful guards against overfitting (Factor 3).

In more detail, we assume the existence of latent discrete locations, \( l_n \), that are associated with each observation \((x_n, t_n)\), and correspond to places in the individual’s routine life (e.g., home, work). Mixture modelling is a well-established method for inferring latent discrete variables, but the standard approach requires the specification of the number of locations [1]. Therefore, we use a Dirichlet process mixture model (a non-parametric approach) that allows us to also infer the number of locations, \( K \) [16]. This is important because setting \( K \) too high (manually) will cause the model to overfit the data.

To address the problem of filling in large periods of missing data, we assume that behaviour is periodic, as is common in other routine mobility models [22, 23]. Specifically, we assume both weekly and daily periodicities in behaviour. In the model, we achieve this by decomposing the date/time observation \( t_n \) to the discrete day of the week, \( d_n \), and continuous hour of the day \( h_n \). The practical implications of this choice are explored briefly in Section 4.4.

A full generative model for location observations of each individual is therefore the following:

\[
\pi \sim DP(\alpha) \tag{4}
\]

for each latent location \( k \):

\[
\phi_k \sim Dir(a), \quad \gamma_k \sim N(b) \tag{5}
\]

\[
\omega_k \sim IG(c), \quad \theta_k \sim Dir(d) \tag{6}
\]

for each observation \( n \):

\[
l_n \sim M(\pi), \quad x_n \sim M(\phi_{l_n}) \tag{7}
\]

\[
h_n \sim N(\gamma_{l_n}, \omega_{l_n}), \quad d_n \sim M(\theta_{l_n}) \tag{8}
\]

where, first, distribution \( \pi \) over latent locations is drawn from a Dirichlet process (Equation 4) that defines the prior probability of each location in the dataset. Second, the four parameters to the model \( \phi, \gamma, \omega, \theta \) are drawn from their prior distributions (Dirichlet, normal, inverse-gamma, and Dirichlet, respectively) in Equations 5-6 [1]. These priors were chosen for their conjugacy to the parameter distributions, making the model simpler to infer. Thirdly, for each observation, latent location \( l_n \) is drawn (Equation 7), and this location defines all the observable information in the dataset \((x_n, \text{the cell tower}, h_n, \text{the continuous hour observation}, \text{and } d_n, \text{the day of the week})\). Since \( x_n \) and \( d_n \) are discrete observations, they can be drawn from multinomials, while \( h_n \) (the continuous hour of the day) is drawn from a normal distribution with mean \( \theta_{l_n} \) and variance \( \omega_{l_n} \) (Equations 7-8). Defining \( h_n \) in this way makes the temporal distribution smooth, allowing us to fill in periods with only a few observations. However, we sacrifice some flexibility with this assumption, i.e., it does not capture multimodalities in presence for a single location \( l_n \).

The conditional independence assumptions between the random variables are visually represented in Figure 2. Direct inference of all the parameters from the data is not possible in this model, requiring us to either optimise them (i.e., variational approximation) or to perform Markov chain Monte Carlo sampling [1]. Several effective and conceptually simple Gibbs sampling schemes are available for inference with a Dirichlet process, so we used the latter approach adapted from [16]. After obtaining samples (following convergence of the Markov chain), we can find the predictive distribution for location \( v \) given the entire training set \( X \) for each individual [1]:

\[
pr(v|t_v, X) = \frac{1}{R} \sum_{r=1}^{R} pr(v|t_v, M^{(r)})pr(M^{(r)}|X) \tag{9}
\]

where \( r \) is the index of each sample (taken after convergence), \( t_v \) is the query time, \( M^{(r)} \) is the entire set of model parameters found in sample \( r \), and \( R \) is the total number of samples.

To test our approaches to optimisation and learning, we next apply them to the real cell tower observations.

4 EXPERIMENTAL RESULTS

In this section we use the real world cell tower mobility data of 50,000 people living in Ivory Coast, measured over 2 weeks, to assess the feasibility of crowdsourcing package delivery in Section 4.1. Then, using the same data, we evaluate our approach to prediction in Section 4.2, and optimisation under uncertainty in Section 4.3.

4.1 FEASIBILITY STUDY

To assess the feasibility of the idea of crowdsourcing package delivery, we consider three key criteria: (1) the number of participants required for acceptable geographical coverage; (2) the number of participants required in any specific delivery (since longer chains imply greater risk of loss and theft); and (3) the feasibility of delivering to rural locations, which is expected to be much harder than urban delivery. To assess these criteria, it was sufficient to consider a simpler instantiation (in this section only) of the problem we
4.1.1 Criterion 1: Number of Participants Required

To assess the number of participants required for wide geographical coverage (Criterion 1), we uniformly randomly subsampled participant sets, \( P' \), from the global participant set \( P \) (containing 50,000 people), for a wide range of different sizes \( |P'| = \{10^{0.5i} | i = 1, 2, ..., 9\} \). For each participant set, we then uniformly sampled 1,000 pairs of locations (source and destination) from \( V' \) representing 1,000 possible delivery problems. We consider a different (urban to rural) distribution of test locations in Section 4.1.3.

For each test location pair, we used Dijkstra’s algorithm to find the shortest path (the standard algorithm can be applied to graph \( G \) because there is no uncertainty about the edge costs). Figure 3 shows the percentage of location pairs that were feasible (i.e., that had any path between the source and destination locations). The line with circular points shows the feasibility for uniform random source and destination locations. We see that the geographical coverage is very poor when there are fewer than \( 10^{2.5} \) participants. The critical range is around \( 10^{3} \), when feasibility surges with each new participant. The heavy tail in human location behaviour is one explanation for this effect, where individuals visit many locations a few times (and a few locations many times) in their daily life mobility [8]. Therefore, an acceptable geographic coverage, trading off against recruitment/administration costs, appears to be around \( 10^{3.5} \) participants.

4.1.2 Criterion 2: Number of Participants Required for Any Given Delivery Problem

To assess the number of participants required in any given solution path (Criterion 2), we used the same subsampled participant sets as in Section 4.1.1 and plotted the length of the shortest path against the size of each subsampled participant set in Figure 4. The length of the shortest path indicates how many people are required for any specific delivery problem. The circular points are the focus for Criterion 2, where we see that the number of participants required for any solution path stays within the small range of 2 to 4. Since infeasible paths cannot be included when plotting Figure 4 (because they have unspecified numbers of contributors), the number of contributors required for specific paths initially increases with the size of the participant subset, as more paths are made feasible. However, once path feasibility (indicated in Figure 3) goes beyond 20%, the trend is as expected; having a wider pool of participants allows more efficient (i.e., shorter length) paths to be discovered. Note that, since we are not considering duration in Figure 4, the lowest cost paths in the full model may require more people. In any case, since the cost for losing the package can be fully specified by the planner, the optimal tradeoff between path length and duration can be found.

4.1.3 Criterion 3: Rural Distribution

So far, we have only considered uniformly sampled source and destination test points, which favours urban locations (since there are greater numbers of cell towers in urban areas). We now consider Criterion 3 for rural feasibility, by sampling a set of delivery problems where the destinations are only rural (keeping source locations uniformly sampled, as before).
Table 1: Average $\log_e$ data likelihood (higher is better) of held out test data of 50,000 individuals. 95% confidence intervals are given.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>LOG LIKELIHOOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>$-5.890 \pm 0.057$</td>
</tr>
<tr>
<td>First-order MM</td>
<td>$-6.110 \pm 0.043$</td>
</tr>
<tr>
<td>VMM order 2 (Song et al. 2006)</td>
<td>$-6.276 \pm 0.030$</td>
</tr>
<tr>
<td>VMM order 3</td>
<td>$-6.347 \pm 0.033$</td>
</tr>
<tr>
<td>Random</td>
<td>$-6.696 \pm 0.056$</td>
</tr>
<tr>
<td>Finite mixture, (Cho et al. 2011)</td>
<td>$-9.452 \pm 0.066$</td>
</tr>
</tbody>
</table>

We ran the same analyses for Criteria 1 and 2 with rural destinations, yielding the lines with crosses in Figures 3 and 4. We conclude that restricting the destinations to be rural certainly makes the delivery problem more challenging, but it is still feasible. Now that we know that all three feasibility criteria are met, we consider the problem of learning the temporal structure in mobility to enable the minimisation of delay in delivery from source to destination nodes.

4.2 EVALUATION OF HUMAN MOBILITY PREDICTIONS

In this section, we evaluate our approach to predicting human mobility under considerable data sparsity, as would be typical from cell tower datasets. We split the cell tower data of 50,000 people into training and testing sets. The test set contains a single cell tower location reading from each person’s data, therefore giving a test set of 50,000 data points. The rest of the data for the same individuals was used in training. To test for model quality, we looked at the logarithm of the data likelihood of each test point. We used non-informative hyperparameters $a = 1, d = 1, \alpha = 1$ for the discrete priors (see Figure 2). We used $b = (0.01, 12)$ and $c = (0.01, 3)$ for the continuous temporal priors, referring to the relative mean of precision w.r.t. the data, the mean of the prior, the degree of freedom in the precision, and the inverse mean of precision, respectively.

For comparison on the same data, we also tested two existing approaches that are considered state-of-the-art for human routine location prediction. The first is a spatio-temporal approach by Cho et al. (2011) [4], and the second method is a sequential approach by Song et al. (2006) [25] based on variable-order Markov models (VMM). In addition, we also tested a purely random model, with data likelihood $p_r(x, d, h) = \frac{1}{L} \sum_{k=1}^{L} N(h | \mu = 12, \sigma = 6)$, where $L$ is the total number of locations and $V = 7$ is the number of days of the week (and $(x, d, h)$ is the location, day of week, and hour of day observation as before).

The held-out data likelihood of all the approaches on the 50,000 data points can be seen in Table 1. We first note that VMM is worse than even a first-order Markov model, which is contrary to the findings of Song et al. (2006). This difference is due to the fact that the training data is very sparse, so learning higher-order dependencies causes a degradation in likelihood, even though the motivation behind fall-back (in the VMM) is to dynamically use orders appropriate to the context. Consequently, we see a further degradation as we increase the maximum order of the VMM to 3. We can also see that the model of Cho et al. (2011) performs the worst out of all the approaches. In contrast, our model outperforms all the others by at least 25% (since we are using a $\log_e$ likelihood). We believe most of this benefit comes from selecting the right number of components using the Dirichlet process (to let the data “speak for itself”). In Figure 5, we show the number of components (i.e., latent locations) found for a random subsample of 1,000 individuals, plotted against the dataset size for each individual. The number of latent locations has mean 4.1, mode 2, and standard deviation 2.4, with a heavy tail. Therefore, the bimodal assumption of Cho et al. (2011) is true for a large number of individuals in our dataset, yet, there are still many other individuals for whom their model is too complex, or not complex enough. Performance for these individuals that makes their model worse overall.

4.3 EVALUATION OF OPTIMISATION APPROACH

We now evaluate the optimisation element of our work (i.e., which participants to ask and which intermediate locations to use). To do this, we make a few additional assumptions in light of the results we have presented so far. Firstly, since a participant pool of approximately 3,500 people is enough to get satisfactory coverage of Ivory Coast (see Section 4.1), we used participant sets of this size in our optimisation evaluation. Secondly, in order to get statistically significant results, we ran 10,000 simulations using our mobility model (given in Section 3.2) as the ground truth, since it...
performs best under extreme data sparsity. To evaluate the robustness of the optimisation to uncertainties in human behaviour, we considered the total delay cost of 10,000 simulations, using the approach presented in Section 3.1 (using modified policy iteration to find the optimal policy [20]).

To put this result in context, we also evaluated two alternative approaches to package routing as benchmarks. The first benchmark is the naïve approach that finds the shortest path (i.e., the minimum number of contributors), but does not consider the temporal mobility habits of the participants. The second benchmark uses the findings presented in Section 3.1, but finds the path of lowest expected cost during the planning stage instead of during runtime (and is therefore a heuristic based on our MDP formulation). This results in a policy for participant selection (i.e., who to ask to deliver the package given the time slot) but a fixed route. We therefore expect this approach to perform worse compared to the full optimal policy, since it is not able to react optimally to incoming delay information.

The results are presented in Figure 6, showing the end-to-end duration performance of our optimal policy and heuristic approaches against the shortest path benchmark. For this, we used the rural test set, defined in Section 4.1.3, with an average of 373 km between the source and destination locations. The average total duration for the optimal policy is 30.0 days, versus 161 days for the benchmark. The heuristic we based our MDP formulation on performed almost identically to the optimal policy, with an average of 30.7 days duration. Interestingly, all three distributions are heavy-tailed, which conforms to expectations from other findings about delays from human behaviour [8]. There is, therefore, an 81.3% time advantage to learning and optimising over human behaviour, and it seems that without a consideration of the mobility habits of the participants, there would be an infeasible delay. Furthermore, since our heuristic performs almost as well as the optimal policy, there appears to be little benefit to being able to dynamically (at runtime) change the next location in response to the delays observed so far.

4.4 DISCUSSION

To perform routing under uncertainty, we assumed that the participants would follow their normal mobility patterns when delivering packages (see Section 3.1). Clearly, additional factors could introduce further delay, including disruptions to transport and short term disruptions arising from participants’ circumstances (e.g., being too busy, taking sick leave). In practical terms, most of the impact of these disruptions could be absorbed by an appropriate task assignment procedure. Specifically, after obtaining a policy from our learning and optimisation approach, the system could ask the selected participants, via automated phone text, whether they are actually willing and able to do the task. In this way, participants facing disruptions can be filtered out, limiting the introduction of unexpected delay into the route. On the other hand, some disruptions may not be known at the time of task acceptance, or some participants may simply not be honest about them. We leave this as a problem for future work (see Section 5).

Finally, in the worst case (from a routing perspective), participants may lose or steal packages. A certain amount of loss and theft is assumed even with standard delivery, and is borne as the risk of doing business, or addressed with insurance. In the crowdsourced setting, this can be taken into account by assigning a cost to each participant (either with a fixed value, or derived from a participant-specific trust evaluation framework). In whatever way the cost of trust is calculated, once obtained, it can be incorporated into the MDP as an added cost in the standard way.

5 CONCLUSIONS AND FUTURE WORK

In this work we studied a novel method for distribution that uses the existing mobility of local people to send packages large distances. Using data describing the real world movement patterns of 50,000 people, we addressed the technical problems associated with this method, formulating an MDP for optimisation and presenting a Bayesian non-parametric model that performs well under data sparsity. Future work could incorporate the most recent observations of participants’ locations in order to respond to unexpected delays (in addition to the random variability in delay attributable to daily life mobility that we already did consider). Introducing this sequential dependence breaks the periodic feature of the predictions, making the MDP intractable again. To address this, a hybrid approach could be developed that assumes periodicity during initial planning, but which allows local refinements to the policy as up-to-the-hour information about participant mobility arrives.
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Abstract

Structured prediction is a powerful framework for coping with joint prediction of interacting outputs. A central difficulty in using this framework is that often the correct label dependence structure is unknown. At the same time, we would like to avoid an overly complex structure that will lead to intractable prediction. In this work we address the challenge of learning tree structured predictive models that achieve high accuracy while at the same time facilitate efficient (linear time) inference. We start by proving that this task is in general NP-hard, and then suggest an approximate alternative. Our CRANK approach relies on a novel Circuit-RANK regularizer that penalizes non-tree structures and can be optimized using a convex-concave procedure. We demonstrate the effectiveness of our approach on several domains and show that its accuracy matches that of fully connected models, while performing prediction substantially faster.

1 Introduction

Numerous applications involve joint prediction of complex outputs. For example, in document classification the goal is to assign the most relevant (possibly multiple) topics to each document; in gene annotation, we would like to assign each gene a set of relevant functional tags out of a large set of possible cellular functions; in medical diagnosis, we would like to identify all the diseases a given patient suffers from. Although the output space in such problems is typically very large, it often has intrinsic structure which can be exploited to construct efficient predictors. Indeed, in recent years using structured output prediction has resulted in state-of-the-art results in many real-worlds problems from computer vision, natural language processing, computational biology, and other fields [Bakir et al., 2007]. Such predictors can be learned from data using formulations such as Max-Margin Markov Networks (M3N) [Taskar et al., 2003, Tsochantaridis et al., 2006], or conditional random fields (CRF) [Lafferty et al., 2001].

While the prediction and the learning tasks are generally computationally intractable [Shimony, 1994, Sontag et al., 2010], for some models they can be carried out efficiently. For example, when the model consists of pairwise dependencies between output variables, and these form a tree structure, prediction can be computed efficiently using dynamic programming at a linear cost in the number of output variables [Pearl, 1988]. Moreover, despite their simplicity, tree structured models are often sufficiently expressive to yield highly accurate predictors. Accordingly, much of the research on structured prediction focused on this setting [e.g., Lafferty et al., 2001, Collins, 2002, Taskar et al., 2003, Tsochantaridis et al., 2006].

Given the above success of tree structured models, it is unfortunate that in many scenarios, such as a document classification task, there is no obvious way in which to choose the most beneficial tree. Thus, a natural question is how to find the tree model that best fits a given structured prediction problem. This is precisely the problem we address in the current paper. Specifically, we ask what is the tree structure that is optimal in terms of a max-margin objective [Taskar et al., 2003]. Somewhat surprisingly, this optimal tree problem has received very little attention in the context of discriminative structured prediction (the most relevant work is Bradley and Guestrin [2010] which we address in Section 6).

Our contributions are as follows. We begin by proving that it is NP-hard in general to find the optimal max-margin predictive tree, in marked contrast to
the generative case where the optimal tree can be learned efficiently [Chow and Liu, 1968]. To cope with this theoretical barrier, we propose an approximation scheme that uses regularization to penalize non-tree models. Concretely, we propose a regularizer that is based on the circuit rank of a graph [Berge, 1962], namely the minimal number of edges that need to be removed from the graph in order to obtain a tree. Minimization of the resulting objective is still difficult, and we further approximate it using a difference of continuous convex envelopes. The resulting objective can then be readily optimized using the convex concave procedure [Yuille and Rangarajan, 2003].

We apply our method to synthetic and varied real-world structured output prediction tasks. First, we show that the learned tree model is competitive with a fully connected max-margin model that is substantially more computationally demanding at prediction time. Second, we show that our approach is superior to several baseline alternatives (e.g., greedy structure learning) in terms of generalization performance and running time.

2 The Max-margin Tree

Let \( x \) be an input vector (e.g., a document) and \( y \) a discrete output vector (e.g., topics assigned to the document, where \( y_i = 1 \) when topic \( i \) is addressed in \( x \)). As in most structured prediction approaches, we assume that inputs are mapped to outputs according to a linear discrimination rule: \( y(x; w) = \arg\max_y w^\top \phi(x, y) \), where \( \phi(x, y) \) is a function that maps input-output pairs to a feature vector, and \( w \) is the corresponding weight vector. We will call \( w^\top \phi(x, y) \) the score that is assigned to the prediction \( y \) given an input \( x \).

Assume we have a set of \( M \) labeled pairs \( \{(x^m, y^m)\}_{m=1}^M \), and would like to learn \( w \). In the \( M^3N \) formulation proposed by Taskar et al. [2003], \( w \) is learned by minimizing the following (regularized) structured hinge loss:

\[
\ell(w) = \frac{\lambda}{2} \| w \|^2 + \frac{1}{M} \sum_m h^m(w),
\]

where

\[
h^m(w) = \max_y \left[ w^\top \phi(x^m, y) + \Delta(y, y^m) \right] - w^\top \phi(x^m, y^m),
\]

and \( \Delta(y, y^m) \) is a label-loss function measuring the cost of predicting \( y \) when the true label is \( y^m \) (e.g., 0/1 or Hamming distance). Thus, the learning problem involves a loss-augmented prediction problem for each training example.

Since the space of possible outputs may be quite large, maximization of \( y \) can be computationally intractable. It is therefore useful to consider score functions that decompose into simpler ones. One such decomposition that is commonly used consists of scores over single variables and pairs of variables that correspond to nodes and edges of a graph \( G \), respectively:

\[
w^\top \phi(x, y) = \sum_{ij \in E(G)} w_{ij} \phi_{ij}(x, y_i, y_j) + \sum_{i \in V(G)} w_i \phi_i(x, y_i).
\]

Importantly, when the graph \( G \) has a tree structure then the maximization over \( y \) can be solved exactly and efficiently using dynamic programming algorithms (e.g., Belief Propagation [Pearl, 1988]).

As mentioned above, we consider problems where there is no natural way to choose a particular tree structure, and our goal is to learn the optimal tree from training data. We next formalize this objective.

In a tree structured model, the set of edges \( ij \) in Eq. (2) forms a tree. This is equivalent to requiring that the vectors \( w_{ij} \) in Eq. (2) be non-zero only on edges of some tree. To make this precise, we first define, for a given spanning tree \( T \), the set \( \mathcal{W}_T \) of weight vectors that “agree” with \( T \):

\[
\mathcal{W}_T = \{ w : \forall ij \notin T \implies w_{ij} = 0 \}.
\]

Next we consider the set \( \mathcal{W}_j \) of weight vectors that agree with some spanning tree. Denote the set of all spanning trees by \( \mathcal{T} \), then: \( \mathcal{W}_j = \bigcup_{T \in \mathcal{T}} \mathcal{W}_T \).

The problem of finding the optimal max-margin tree predictor is therefore:

\[
\min_{w \in \mathcal{W}_j} \ell(w).
\]

We denote this as the \( M^3N \) problem. In what follows, we first show that this problem is NP-hard, and then present an approximation scheme.

3 Learning \( M^3N \) Trees is NP-hard

We start by showing that learning the optimal tree in the discriminative max-margin setting is NP-hard. As noted, this is somewhat of a surprise given that the best tree is easily learned in the generative setting [Chow and Liu, 1968], and that tree structured models are often used due to their computational advantages.

In particular, we consider the problem of deciding whether there exists a tree structured model that correctly labels a given dataset (i.e., deciding whether the

\footnote{Note that weights corresponding to single node features are not restricted.}
dataset is separable with a tree model). Formally, we define the \( M\text{Tree}_N \) decision problem as determining whether the following set is empty:

\[
\left\{ w \in \mathcal{W} \mid w^\top \phi(x^m, y^m) \geq w^\top \phi(x^m, y) + \Delta(y, y^m) \forall m, y \right\}.
\]

To facilitate the identifiability of the model parameters that is later needed, we adopt the formalism of Sontag et al. [2010] and define the score:

\[
S(y; x, T, w) = \sum_{ij \in T} w_{ij}^\top \phi_j(x, y_i, y_j) + \sum_i (w_i^\top \phi_i(x, y_i) + x_i(y_i))
\]

where \( x_i(y_i) \) is a bias term which does not depend on \( w \), and for notational convenience we have dropped the dependence of \( \theta \) on \( x \) and \( w \). We can now reformulate the set in Eq. (5) as:

\[
\left\{ T, w \mid S(y^m; x^m, T, w) \geq \max_y S(y; x^m, T, w) \forall m \right\},
\]

where, for simplicity, we omit the label loss \( \Delta(y, y^m) \). This is valid since the bias terms already ensure that the trivial solution \( w = 0 \) is avoided. With this reformulation, we can now state the hardness result.

**Theorem 3.1.** Given a set of training examples \( \{(x^m, y^m)\}_{m=1}^M \), it is NP-hard to decide whether there exists a tree \( T \) and weights \( w \) such that \( \forall m, y^m = \argmax_y S(y; x^m, T, w) \).

**Proof.** We show a reduction from the NP-hard bounded-degree spanning tree (BDST) problem to the \( M\text{Tree}_N \) decision problem defined in Eq. (7).\(^3\) In the BDST problem, given an undirected graph \( G \) and an integer \( D \), the goal is to decide whether there exists a spanning tree with maximum degree \( D \) (for \( D = 2 \) this is the Hamiltonian path problem, hence the NP-hardness).

Given an instance of BDST we construct an instance of problem Eq. (7) on the same graph \( G \) as follows. First, we define variables \( y_1, \ldots, y_n \) that take values in \( \{0, 1, \ldots, n\} \), where \( n = |V(G)| \). Second, we will define the parameters \( \theta_i(y_i) \) and \( \theta_{ij}(y_i, y_j) \) and bias terms \( x_i(y_i) \) in such a way that solving the \( M\text{Tree}_N \) decision problem will also solve the BDST problem. To complement this, we will define a set of training examples which are separable only by the desired parameters. For clarity of exposition, we defer the proof that these parameters are identifiable using a polynomial number of training examples to App. A.

The singleton parameters are

\[
\theta_i(y_i) = \begin{cases} D & i = 1, y_1 = 0 \\ 0 & \text{otherwise} \end{cases}
\]

and the pairwise parameters for \( ij \in E(G) \) are:

\[
\theta_{ij}(y_i, y_j) = \begin{cases} -n^2 & y_i \neq y_j \\ 0 & y_i = y_j = 0 \\ 1 & y_i = y_j = i \\ 1 & y_i = y_j = j \\ 0 & \text{otherwise} \end{cases}
\]

Now consider the case where the bias term \( x_i(y_i) \) is identically zero. In this case the score for (non-zero) uniform assignments equals the degree of the vertex in \( T \). That is, \( S(i, \ldots, i; 0, T, \theta) = \text{deg}_T(i) \) since \( \theta_{ij}(i, i) = 1 \) for all \( j \in N(i) \) and the other parameter values are zero. The score for the assignment \( y = 0 \) is \( S(0, \ldots, 0; 0, T, \theta) = D \), and for non-uniform assignments we get a negative score \( S(y; 0, T, \theta) < 0 \). Therefore, the maximization over \( y \) in Eq. (7) reduces to a maximization over \( n \) uniform states (each corresponding to a vertex in the graph). The maximum value is thus the maximum between \( D \) and the maximum degree in \( T \): \( \max_y S(y; 0, T, \theta) = \max \{D, \max_i \text{deg}_T(i)\} \).

It follows that, if we augment the training set that realizes the above parameters (see App. A) with a single training example where \( x^m = y^m = (0, \ldots, 0) \), the set of Eq. (7) can now be written as:

\[
\left\{ T | D \geq \max_i \text{deg}_T(i) \right\}.
\]

Thus, we have that the learning problem is separable if and only if there exists a bounded degree spanning tree in \( G \). This concludes the reduction, and we have shown that the decision problem in Theorem 3.1 is indeed NP-hard.

\( \Box \)

The above hardness proof illustrates a striking difference between generative learning of tree models (i.e., Chow Liu) and discriminative learning (our NP-hard setting). Clearly, we do not want to abandon the discriminative setting and trees remain computationally appealing at test time. Thus, in the rest of the paper, we propose practical approaches for learning a tree-structured predictive model and demonstrate empirically that our method is competitive.
4 Tree-Inducing Regularization

Due to the hardness of the tree learning problem, we next develop an approximation scheme for it. We begin with the exact formulation of the problem, and then introduce an approximate formulation along with an optimization procedure. Our construction relies on several properties of submodular functions and their convex envelopes.

4.1 Exact Tree Regularization

As described in Section 2, we would like to find a tree structured weight vector $w \in \mathcal{W}_1$ that minimizes the empirical hinge loss. The main difficulty in doing so is that the sparsity pattern of $w$ needs to obey a fairly complex constraint, namely being tree structured. This is in marked contrast to popular sparsity constraints such as an upper bound on the number of non-zero values, a constraint that does not take into account the resulting global structure.

To overcome this difficulty, we will formulate the exact learning problem via an appropriate regularization. We begin by defining a function that maps $w$ to the space of edges: $\pi: \mathbb{R}^d \mapsto \mathbb{R}^{|E|}$, where $E$ corresponds to all edges of the full graph. Specifically, the component in $\pi$ corresponding to the edge $ij$ is:

$$\pi_{ij}(w) = \|w_{ij}\|_1.$$ 

Now, denote by $\text{Supp}(\pi(w))$ the set of coordinates in $\pi(w)$ that are non-zero. We would like the edges corresponding to these coordinates to form a tree graph. Thus, we wish to define a set function $F(\text{Supp}(\pi(w)))$ which will be equal to zero if $\text{Supp}(\pi(w))$ conforms to some tree structure, and a positive value otherwise.

If we then add $\beta F(\text{Supp}(\pi(w)))$ to the objective in Eq. (4) with $\beta$ large enough, the resulting $w$ will be tree structured. The optimization problem is then:

$$\min_w \ell(w) + \beta F(\text{Supp}(\pi(w))). \quad (10)$$

In what follows, we define a set function $F(A)$ with the desired properties. That is, we seek a function that takes a set of edges $A$ and outputs zero if they correspond to a tree, and a positive number otherwise. Intuitively, it is also desirable to define the function such that its value increases as the graph becomes less "tree-like". To make this concrete we define a measure for "treeness" as the minimum number of edges that need to be removed from $A$ in order to reduce it to a tree structure. This measure is also known as the circuit-rank of the graph [Berge, 1962]. Formally:

$$r = |A| + c(A) - n,$$

where $c(A)$ is the number of connected components in the graph, and $n$ is the number of vertices. We note that the circuit rank is also the co-rank of the graphic matroid, and is hence supermodular.

Putting it all together, we have that our desired tree-inducing function is given by:

$$F(\text{Supp}(\pi(w))) = |\text{Supp}(\pi(w))| + c(\text{Supp}(\pi(w))) - n.$$ 

Of course, given our hardness result, optimizing Eq. (10) with the above $F(A)$ is still computationally hard. From an optimization perspective, the difficulty comes from the non-convexity of the the above function in $w$. Optimization is further complicated by the fact that it is highly non-smooth, similarly to the $\ell_0$ norm. In the next section we suggest a smoothed approximation that is more amenable to optimization.

We also note that in Eq. (10) $w$ is generally not tree structured, so the maximization over $y$ in Eq. (1) is not necessarily tractable. Therefore, we replace the hinge loss in Eq. (1) with its overgenerating approximation [Finley and Joachims, 2008], known as linear programming (LP) relaxation [e.g., see Meshi et al., 2010]. This is achieved by formulating the optimization in Eq. (1) as an integer LP and then relaxing the integrality requirement, allowing fractional solutions. Importantly, for tree structured graphs this approximation is in fact exact [Wainwright and Jordan, 2008]. This implies that if there exists a tree model that separates the data, it will be found even when using this relaxation in Eq. (10). With slight abuse of notation, we keep referring to the approximate objective as $\ell(w)$.

4.2 Approximate Tree Regularization

The function $F(A)$ is a set function applied to the support of $\pi(w)$. Bach [2010] (Proposition 1) shows that when $F$ is submodular and non-decreasing, the convex envelope of $F(\text{Supp}(\pi(w)))$ can be calculated efficiently. This is desirable since the convex envelope then serves as a convex regularizer. Furthermore, this convex envelope can be elegantly understood as the Lovász extension $f$ of $F$, applied to $|\pi(w)|$ (in our case, $|\pi(w)| = \pi(w)$). Unfortunately, the circuit-rank $r$ does not satisfy these conditions, since it is supermodular and non-decreasing (in fact, its convex envelope is a constant).

To overcome this difficulty, we observe that $F(A)$ can be decomposed in a way that allows us to use the result of Bach [2010]. Specifically, we can write $F(A) = F_1(A) - F_2(A)$, where

$$F_1(A) = |A|, \quad F_2(A) = n - c(A). \quad (11)$$
$F_1(A)$ is simply the cardinality function which is modular and increasing. Furthermore, $F_2(A)$ is the rank of the graphic matroid [Oxley, 2006], and is hence submodular. It is also easy to see that $F_2(A)$ is non-decreasing. Thus, both functions satisfy the conditions of Proposition 1 in Bach [2010] and their convex envelopes can be found in closed form, as characterized in the following corollaries.

**Corollary 4.1.** The convex envelope of $F_1(\text{Supp}(\pi(w)))$ is $f_1(\pi(w)) = \sum_{ij} \pi_{ij}(w) = \|w\|_1$.

**Proof.** Follows directly from Prop. 1 in Bach [2010] and the fact that the Lovász extension of the cardinality function is the $\ell_1$ norm. □

**Corollary 4.2.** The convex envelope of $F_2(\text{Supp}(\pi(w)))$ is $f_2(\pi(w))$, defined as follows. Sort the elements of $\pi(w)$ in decreasing order, and construct a maximum-spanning-tree with this ordering as in Kruskal’s algorithm [Kruskal, 1956]. Denoting the resulting tree by $T(\pi(w))$, we obtain

$$f_2(\pi(w)) = \sum_{ij \in T(\pi(w))} \pi_{ij}(w) = \sum_{ij \in T(\pi(w))} \|w_{ij}\|_1$$

**Proof.** Let $(ij)_k$ denote the $k^th$ edge when sorting $\pi(w)$, then the Lovász extension $f_2$ of $F_2$ at $\pi(w)$ is:

$$\sum_{k=1}^{\lfloor E \rfloor} \pi_{(ij)_k}(w)[F_2(\{(ij)_1, \ldots, (ij)_k\}) - F_2(\{(ij)_1, \ldots, (ij)_{k-1}\})]$$

$$= \sum_{ij \in T(\pi(w))} \pi_{ij}(w),$$

where we have used Eq. (11) and the fact that the number of connected components decreases by one only when introducing edges in Kruskal’s tree. The desired result follows from Prop. 1 in [Bach, 2010]. □

We now approximate $F(\text{Supp}(\pi(w)))$ as a difference of the two corresponding convex envelopes, denoted by $f(\pi(w))$:

$$f(\pi(w)) \equiv f_1(\pi(w)) - f_2(\pi(w)) = \sum_{ij \notin T(\pi(w))} \|w_{ij}\|_1$$

(12)

This function has two properties that make it computationally and conceptually appealing:

- $f(\pi(w))$ is a difference of two convex functions so that a local minimum can be easily found using the convex concave procedure (see Section 4.3).
- The set $\{ij \notin T(\pi(w))\}$ are precisely these edges that form a cycle when added according to the order implied by $\pi(w)$. Thus, the penalty we use corresponds to the magnitude of $\|w_{ij}\|_1$ on the edges that form cycles, namely the non-tree edges.

### 4.3 Optimizing with Approximate Tree Regularization

Using the tree inducing regularizer from the previous section, our overall optimization problem becomes:

$$\min_w \ell(w) + \beta f_1(\pi(w)) - \beta f_2(\pi(w)).$$

Since the function $f_2(\pi(w))$ is rather elaborate, optimizing the above objective still requires care. In what follows, we introduce a simple procedure for doing so that utilizes the convex concave procedure (CCCP) [Yuille and Rangarajan, 2003].

Recall that CCCP is applicable for an objective function (to be minimized) that is a sum of a convex and concave functions, and proceeds via linearization of the concave part.

To use CCCP for our problem we observe that from the discussion of the previous section it follows that our objective can indeed be decomposed into the following convex and concave components:

$$h_{\cup}(w) = \ell(w) + \beta f_1(\pi(w)), \quad h_{\cap}(w) = -\beta f_2(\pi(w)),$$

where $\cap$ and $\cup$ correspond to the convex and concave parts, respectively. To linearize $h_{\cap}(w)$ around a point $w^t$, we need to find its subgradient at that point. The next proposition, which follows easily from Hazan and Kale [2009], gives the subgradient of $f_2(\pi(w))$:

**Proposition 4.3.** The subgradient of $f_2(\pi(w))$ is given by the vector $v$ defined as follows. The coordinates $w_{ij}$ corresponding to $w_{ij}$ are given by:

$$v_{ij} = \begin{cases} 
\text{sign}(w_{ij}) & ij \in T(\pi(w)) \\
0 & \text{otherwise}
\end{cases}$$

where sign is taken element wise. The other coordinates of $v$ (corresponding to $w_i$) are zero.

We can now specify the resulting algorithm, which we call CRANK for circuit-rank regularizer.

**Algorithm 1 The CRANK algorithm**

**Input:** $w^t, \beta$

for $t = 1, \ldots$ do

$$h^t(w) = \ell(w) + \beta \|w\|_1 - \beta v(w^t)^\top w$$

$$w^{t+1} = \text{argmin}_w h^t(w)$$

end for

The objective $h^t(w)$ to be minimized at each iteration is a convex function, which can be optimized using any convex optimization method. In this work we use the

---

4To be precise, we are using the more general DC programming framework [Tao and An, 1997], which can be applied to non differentiable functions.

5In cases where several $w_{ij}$ are equal, there are multiple subgradients.
stochastic Frank-Wolfe procedure recently proposed by Lacoste-Julien et al. [2013]. The advantage of this approach is that the updates are simple, and it generates primal and dual bounds which help monitor convergence. In practice, we do not solve the inner optimization problems exactly, but rather up to some primal-dual gap.

5 Experiments

In this section we evaluate the proposed algorithm on multi-label classification tasks and compare its performance to several baselines. In this task the goal is to predict the subset of labels which best fits a given input. We use the model presented in Finley and Joachims [2008], where each possible label $y_i \in \{0, 1\}$ is associated with a weight vector $w_i$, the singleton scores are given by $w_i^T x y_i$, and the pairwise scores are simply $w_{ij} y_i y_j$ (i.e., $w_{ij}$ is scalar).

We compare our CRANK algorithm to the following baselines: The Empty model learns each label prediction independently of the other labels; The Full model learns a model that can use all pairwise dependencies; The Greedy trainer starts with the empty model and at each iteration adds the edge which achieves the largest gain in objective while not forming a cycle, until no more edges can be added; The Project algorithm, runs CRANK starting from the weights learned by the Full algorithm, and using a large penalty $\beta$; The final baseline is an MST algorithm, which calculates the gain in objective for each edge separately, takes a maximum-spanning-tree over these weights, and then re-trains the resulting tree. Since CCCP may be sensitive to its starting point, we restart CRANK from 10 random points and choose the one with lowest objective (we run those in parallel). We apply the stochastic Frank-Wolfe algorithm [Lacoste-Julien et al., 2013] to optimize the weights in all algorithms. The Full and CRANK algorithms operate on non-tree graphs, and thus use an LP relaxation within the training loss (see Section 4.1). Since the model trained with Full is not tree structured, we also needs to use LP relaxation at test time (see implications on runtime below). We used the GLPK solver for solving the LPs.

To measure the performance of the algorithms, we consider three accuracy measures: Hamming, zero-one, and $F_1$ (averaged over samples). See [Zhang and Schneider, 2012, Dembczynski et al., 2010] for similar evaluation schemes. Regularization coefficients were chosen using cross-validation. The parameter $\beta$ in CRANK was gradually increased until a tree structure was obtained.

Synthetic Data: We first show results for synthetic data where $x \in \mathbb{R}^4$. The data was created as follows: a random tree $T$ over $n = 10$ variables was picked and corresponding weights $w \in \mathcal{W}_T$ were sampled. Train and test sets were generated randomly and labeled using $w$. Test set size was 1000 and train set size varied. Results (averaged over 10 repetitions) are shown in Figure 1.

We observe that the structured models do significantly better than the Empty model. Additionally, we see that the Full, Greedy, and CRANK algorithms are comparable in terms of prediction quality, with a slight advantage for CRANK over the others. We also notice that Project and MST do much worse than the other structured models.
Real Data: We next performed experiments on four real-world datasets. In the Scene dataset the task is to classify a given image into several outdoor scene types (6 labels, 294 features). In the Emotions dataset we wish to assign emotional categories to musical tracks (6 labels, 72 features). In the Medical dataset the task is document classification (reduced to 10 labels, 1449 features). This is the experimental setting used by Zhang and Schneider [2012]. Finally, to test how training time scales with the number of labels, we also experiment with the Yeast dataset, where the goal is to predict which functional classes each gene belongs to (14 labels, 103 features). The results are summarized in Table 1.

We first observe that in this setting the Full model generally has the best performance and Empty the worst. As before, CRANK is typically close to Full and outperforms Greedy and the other baselines in the majority of the cases.

Runtime analysis: In Table 2 we report train and test run times, relative to the Full model, for the Yeast dataset.

It is important to note that the greedy algorithm is very slow to train, since it requires solving $O(n^3)$ training problems. It is thus impractical for large problems, and this is true even for the Yeast dataset which has only $n = 14$ labels (and hence does not appear in Table 2). The Full model on the other hand has much longer test times (compared to the tree-based models), since it must use an LP solver for prediction. CRANK has a training time that is reasonable (comparable to Full) and a much better test time. On the Yeast dataset prediction with CRANK is 50 times faster than with Full.

In conclusion, CRANK seems to strike the best balance in terms of accuracy, training time, and test time: it achieves an accuracy that is close to the best among the baselines, with a scalable training time, and very fast test time. This is particularly appealing for applications where we can afford to spend some more time on training while test time is critical (e.g., real-time systems).

6 Related Work

The problem of structure learning in graphical models has a long history, dating back to the celebrated algorithm by Chow and Liu [1968] for finding a maximum likelihood tree in a generative model. More recently, several elegant works have shown the utility of $\ell_1$ regularization for structure learning in generative models [Friedman et al., 2008, Lee et al., 2007, Ravikumar et al., 2008, 2010]. These works involve various forms of $\ell_1$ regularization on the model parameters, coupled with approximation of the likelihood function (e.g., pseudo-likelihood) when the underlying model is non-Gaussian. Some of these works also provide finite sample bounds on the number of of samples required to correctly reconstruct the model structure. Unlike ours, these works focus on generative models, a difference
that can be quite fundamental. For example, as we
proved in Section 3, learning trees is a problem that
is NP-hard in the $M^3N$ setting while it is polynomial
in the number of variables in the generative one. We
note that we are not aware of finite sample results in
the discriminative setting, where a different MRF is
considered for each input $x$.

In the discriminative setting, Zhu et al. [2009] define an
$\ell_1$ regularized $M^3N$ objective and present algorithms
for its optimization. However, this approach does
not consider the structure of the underlying graphical
model over outputs $y$. Torralba et al. [2004] propose
a greedy procedure based on boosting to learn the
structure of a CRF, while Schmidt et al. [2008] present
a block-$\ell_1$ regularized pseudo-likelihood approach for
the same task. While these methods do consider the
structure of the graphical model, they do not attempt
to produce tractable predictors. Further, they do not
aim to learn models using a max-margin objective.

Bradley and Guestrin [2010] address the problem of
learning trees in the context of conditional random
fields. They show that using a particular type
of tractable edge scores together with a maximum-
spanning-tree (MST) algorithm may fail to find the
optimal tree structure. Our work differs from theirs
in several aspects. First, we consider the max-margin
setting for structured prediction rather than the CRF
setting. Second, they assume that the feature function
$\phi(x, y)$ has a particular form where $y$ and $x$ are of the
same order and where the outputs depend only on local
inputs. Finally, we do not restrict our attention to
MST algorithms. Consequently, our hardness result
is more general and the approximations we propose
are quite different from theirs. Finally, Chechetka and
Guestrin [2010] also consider the problem of learning
tree CRFs. However, in contrast to our work, they
allow the structure of the tree to depend on the input
$x$, which is somewhat more involved as it requires
learning an additional mapping from inputs to trees.

7 Conclusion

We tackled the challenge of learning tree structured
prediction models. To the best of our knowledge,
ours is the first work that addresses the problem
of structure learning in a discriminative $M^3N$ set-
ing. Moreover, unlike common structured sparsity
approaches that are used in the setting of generative
and conditional random field models, we explicitly
target tree structures due to their appealing properties
at test time. Following a proof that the task is NP-
hard in general, we proposed a novel approximation
scheme that relies on a circuit rank regularization
objective that penalizes non-tree models, and that can
be optimized using the CCCP algorithm. We demon-
strated the effectiveness of our CRANK algorithm
in several real-life domains. Specifically, we showed
that CRANK obtained accuracies very close to those
achieved by a full-dependence model, but with a much
faster test time.

Many intriguing questions arise from our work: Under
which conditions can we learn the optimal model, or
guarantee approximation quality? Can we extend our
framework to the case where the tree depends on the
input? Can we use a similar approach to learn other
graphs, such as low treewidth or high girth graphs?
Such settings introduce novel forms of graph-structured
sparsity which would be interesting to explore.
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A Realizing the parameters

Here we complete the hardness proof in Section 3 by
describing the training set that realizes the parameters
of Eq. (8) and Eq. (9). The approach below makes use
of two training samples to constrain each parameter,
one to upper bound it and one to lower bound it.
Appealingly, the training samples are constructed in
such a way that other samples do not constrain the
parameter value, allowing us to realize the needed
value for each and every parameter in the model.

The construction is similar to Sontag et al. [2010]. For
all parameters it consists of the following steps: (i)
define an assignment $x(y)$; (ii) identify two $y$ values
that potentially maximize the score; and (iii) show
that these two complete assignments to $x$ and $y$ force
the desired parameter value.

Preliminaries: Recall that the parameter vector $\theta$
is defined in Eq. (6) via a product of the features
$\phi_i(y_i, x)$ and $\phi_{ij}(y_i, y_j, x)$ and the weights $w_i$ and $w_{ij}$
which do not depend on $x$ or $y$ and are shared across
the parameters. For the hardness reduction, it will be
convenient to set the features to indicator functions
and show that the implied weight values are realizable.
Specifically, we set the features to:

$$
\phi_{ij}^{\text{off-diag}}(y_i, y_j) = 1 \{y_i \neq y_j\} \forall i, j \\
\phi_{ij}^{\text{diag}}(y_i, y_j) = 1 \{y_i = y_j = i \text{ or } y_i = y_j = j\} \forall i, j \\
\phi_i^{\text{bound}}(y_i) = 1 \{y_i = 0\}
$$
Recall that to realize the desired parameters $\theta$, we need to introduce training samples such that for all $i, j$:

$$w_{ij}^{\text{off-diag}} = -n^2, \quad w_{ij}^{\text{diag}} = 1, \quad w_1^{\text{bound}} = D,$$

with the dimension of $w$ equalling $2|E(G)| + 1$.

Finally, using $N_i$ to denote the set of neighbors of node $i$ in the graph $G$, we will use the following (large) value to force variables not to take some chosen states:

$$\gamma_i = \begin{cases} 1 + |N_i|(n^2 + 1) & i \neq 1 \\ 1 + |N_i|(n^2 + 1) + D & i = 1 \end{cases}$$

**Realizing the weight $w_1^{\text{bound}}$:** We define $x(y)$ as:

$$x_1(y_1) = \begin{cases} 0 & y_1 = 0 \\ -D & y_1 = 1 \\ -\gamma_i & y_1 \geq 2 \end{cases}$$

$$x_i(y_i) = \begin{cases} 0 & y_i = 2 \\ -\gamma_i & y_i \neq 2 \end{cases} \quad \text{for all } i \neq 1$$

Recalling the definition of $\gamma$ above, this implies that the only assignments to $y$ that can maximize the score of Eq. (6) are $(0,2,2,...,2)$ and $(1,2,2,...,2)$. In particular, we have:

$$S(0,2,2,...,2; x,w) = \sum_{k \in N_1} w_{ik}^{\text{off-diag}} + x_1(0) + \bar{S}$$

$$S(1,2,2,...,2; x,w) = w_1^{\text{bound}} + \sum_{k \in N_1} w_{ik}^{\text{off-diag}} + x_1(1) + \bar{S}$$

where $\bar{S}$ is the sum of all components that do not involve the first variable.

For the final step we recall that the weights $w$ have to satisfy the constraints: $S(y^m;x^m,w) \geq S(y;x^m,w)$ for all $m, y$. Thus, we will define two instances $(x^m, y^m)$ for which some $y$ assignment will constrain the weight as needed (in both cases, $x^m$ is defined as above). When $y^m = (0,2,2,...,2)$, the assignment $y = (1,2,2,...,2)$ yields $w_1^{\text{bound}} \leq D$ and all other assignments do no further constrain the weight. Similarly, for $y^{m'} = (1,2,2,...,2)$, the assignment $y = (0,2,2,...,2)$ yields $w_1^{\text{bound}} \geq D$. Together, the two assignments constrain the weight parameter to $w_1^{\text{bound}} = D$, as desired.

**Realizing the weights $w_{ij}^{\text{off-diag}}$:** We define $x(y)$ as:

$$x_i(y_i) = \begin{cases} 0 & y_i = 0 \\ -\gamma_i & y_i \neq 0 \end{cases}, \quad x_j(y_j) = \begin{cases} 0 & y_j = 0 \\ n^2 & y_j = 1 \\ -\gamma_j & y_j \geq 2 \end{cases}$$

$$x_k(y_k) = \begin{cases} 0 & y_k = k \\ -\gamma_k & y_k \neq k \end{cases} \quad \text{for all } k \neq i, j$$

This implies that except for $i$ and $j$, all $y_k$’s must take their corresponding assignment so that $y_k = k$. W.l.g., suppose that $i = 1$ and $j = 2$. The only assignments that can maximize the score are $(0,0,3,4,5,...,n)$ and $(0,1,3,4,5,...,n)$ with values:

$$S(0,0,3,4,5,...,n; x,w) = \sum_{k \in N_1} w_{ik}^{\text{off-diag}} + \sum_{k' \in N_j} w_{jk'}^{\text{off-diag}} + x_1(0) + x_j(0) + \bar{S}$$

$$S(0,1,3,4,5,...,n; x,w) = w_{ij}^{\text{off-diag}} + \sum_{k \in N_1} w_{ik}^{\text{off-diag}} + \sum_{k' \in N_j} w_{jk'}^{\text{off-diag}} + x_1(0) + x_j(1) + \bar{S}$$

As before, setting $y^{(m)} = (0,0,3,4,5,...,n)$ and then $y^{(m')} = (0,1,3,4,5,...,n)$ yields the constraint $w_{ij}^{\text{off-diag}} = -n^2$.

**Realizing the weights $w_{ij}^{\text{diag}}$:** We define $x(y)$ as:

$$x_i(y_i) = \begin{cases} 0 & y_i = i \\ -\gamma_i & y_i \neq i \end{cases}, \quad x_j(y_j) = \begin{cases} n^2 & y_j = 0 \\ -1 & y_j = i \\ -\gamma_j & y_j \notin \{0,i\} \end{cases}$$

$$x_k(y_k) = \begin{cases} 0 & y_k = k \\ -\gamma_k & y_k \neq k \end{cases} \quad \text{for all } k \neq i, j$$

As before, for all $k \neq i,j$ the assignment is forced to $y_k = k$. The maximizing assignments are now $(1,0,3,4,5,...,n)$ and $(1,1,3,4,5,...,n)$ (assuming w.l.g., $i = 1, j = 2$) with score values:

$$S(1,0,3,4,5,...,n; x,w) = w_{ij}^{\text{diag}} + \sum_{k \in N_1} w_{ik}^{\text{off-diag}} + \sum_{l \in N_j} w_{jl}^{\text{off-diag}} + x_1(i) + x_j(0) + \bar{S}$$

$$S(1,1,3,4,5,...,n; x,w) = w_{ij}^{\text{diag}} + \sum_{k \in N_1} w_{ik}^{\text{off-diag}} + \sum_{l \in N_j} w_{jl}^{\text{off-diag}} + x_1(i) + x_j(i) + \bar{S}$$

Now, setting $y^{(m)} = (1,0,3,4,5,...,n)$, the assignment $y = (1,1,3,4,5,...,n)$ implies $w_{ij}^{\text{off-diag}} + n^2 \geq w_{ij}^{\text{diag}} - 1$. Since we already have that $w_{ij}^{\text{off-diag}} = -n^2$, we obtain $w_{ij}^{\text{diag}} \leq 1$. Similarly, adding $y^{(m')} = (1,1,3,4,5,...,n)$ implies $w_{ij}^{\text{diag}} \geq 1$, so together we have $w_{ij}^{\text{diag}} = 1$, as required.

Importantly, our trainset realizes the same edge parameters for any possible tree, since edge weights are constrained independently of other edges.
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Abstract

Graphical models with High Order Potentials (HOPs) have received considerable interest in recent years. While there are a variety of approaches to inference in these models, nearly all of them amount to solving a linear program (LP) relaxation with unary consistency constraints between the HOP and the individual variables. In many cases, the resulting relaxations are loose, and in these cases the results of inference can be poor. It is thus desirable to look for more accurate ways of performing inference. In this work, we study the LP relaxations that result from enforcing additional consistency constraints between the HOP and the rest of the model. We address theoretical questions about the strength of the resulting relaxations compared to the relaxations that arise in standard approaches, and we develop practical and efficient message passing algorithms for optimizing the LPs. Empirically, we show that the LPs with additional consistency constraints lead to more accurate inference on some challenging problems that include a combination of low order and high order terms.

1 Introduction

Graphical models are an excellent tool for expressing models that arise in a wide variety of domains including computational biology, natural language processing, and computer vision. A long-standing research challenge is to expand the range of problems that can be expressed with graphical models such that learning and inference can be performed efficiently. Recently, there has been a resurgence of interest in high order potentials (HOPs), which generally refer to modeling components that have tractable structure that is not revealed by looking at the graphical structure of the model. These approaches are rooted in earlier work on graphical models like Pearl’s polytree algorithm (Pearl, 1988), noisy-OR interactions (Heckerman, 1989), and context specific independencies (Boutilier et al., 1996). Their recent popularity has been fueled by the availability of efficient routines for using HOPs within modern linear program (LP)-based message passing algorithms such as dual decomposition (Komodakis et al., 2007), MPLP (Globerson and Jaakkola, 2007), and convex belief propagation (Weiss et al., 2007). Recent works such as (Tarlow et al., 2010) attempt to categorize general classes of HOP and give efficient algorithms for using them within message passing algorithms. There are many specific applications, such as using HOPs in an image segmentation task to jointly optimize over the appearance model and segmentation (Vicente et al., 2009).

Despite the success that has been achieved with message passing algorithms and HOPs, nearly all of the approaches are equivalent to a particular LP relaxation (Koller and Friedman, 2009). In addition, several other approaches to dealing with HOPs, such as reducing them to low order models, equate to the same relaxation. We expand on these equivalences in Sec. 4.
The main goal of this paper is to show that the LP relaxation resulting from the standard approach is weak, and to propose an alternative that maintains many of the same desirable computational efficiencies while leading to more accurate inference.

The paper proceeds as follows. We begin by establishing the ubiquity of the relaxation that we term the unary consistency LP, showing that many approaches to dealing with HOPs are equivalent to this relaxation. Having established this, we go on to show that the unary consistency relaxation is quite weak. We provide several examples and some analysis to help understand when this is the case and why it fails. Next, we introduce a family of LPs that provide tighter relaxations than the standard relaxation, but (as we show) still admit efficient algorithms for optimizing them. We provide theoretical analysis of these LPs, showing when they are provably tight.

We then turn to practical concerns and show that our tighter LPs can often be efficiently solved using standard message-passing algorithms: the main difference is that the nodes corresponding to the higher order potential now receive and send messages that are functions of pairs of variables, not just singletons. This makes the message-passing more involved but we identify special cases of HOPs for which the message computation is still tractable. We also show how to use the messages to compute tighter bounds on the MAP and how to choose which pairs of variables should be added in a way that is guaranteed to tighten the bound. We illustrate the performance of our method on both synthetic models and real image segmentation problems.

2 Motivating Examples

To begin, we will establish notation, then consider two concrete examples that illustrate the looseness of the standard LP relaxation for dealing with HOPs.

Notation and Preliminaries We let an energy function over \( n \) discrete variables \( x = \{ x_1, ..., x_n \} \) be defined as follows. Given a graph \( G = (V, E) \) with \( n \) vertices, there are potentials \( \theta_i(x_i), \theta_{ij}(x_i, x_j) \) for each vertex and each edge in the graph, respectively, and one HOP over all the variables, \( \theta_\alpha(x) \). We wish to find the minimum energy configuration (alternatively the maximum a posteriori (MAP) assignment):

\[
x^* = \arg \min_x \sum_{i \in V} \theta_i(x_i) + \sum_{ij \in E} \theta_{ij}(x_i, x_j) + \theta_\alpha(x).
\]

This is an integer program that is NP hard to solve in general. The LP relaxation approach works in two stages. First, the integer program is converted into a linear program with the same solution, but which requires exponentially many constraints to express the domain. Then the linear program is relaxed by outer bounding the domain to yield the \( \text{LP}_0 \) below. For more background on LP relaxations, we recommend Wainwright and Jordan (2008), Koller and Friedman (2009) and Sontag et al. (2010).

We now review the standard LP relaxation approach to approximating Eq. 2.1. The relaxation maintains three types of distributions: over single variables, over pairs of variables, and over all of \( x \). All three are constrained to agree on their singleton marginals. The singleton, pairwise and HOP terms are then replaced by their expectation according to the corresponding distributions. We call this approach the Unary Consistency LP and denote it by \( \text{LP}_0 \). The resulting optimization problem is

\[
\begin{align*}
\text{LP}_0 \text{ (Unary Consistency LP)} \\
\min & \sum_q \sum_{i \in V} E_q[\theta(x_i)] + \sum_{ij \in E} E_{q_{ij}}[\theta_{ij}(x_i, x_j)] + E_{q_\alpha}[\theta_\alpha(x)] \\
\text{s.t.} & \sum_{x_i} q_{ij}(x_i, x_j) = q_j(x_j), \quad \sum_{x_j} q_{ij}(x_i, x_j) = q_i(x_i) \\
& \sum_{x:x(i)=x_i} q_\alpha(x) = q_i(x_i) \quad \forall i \in V,
\end{align*}
\]

where we omit for space (as we will throughout) the additional constraints that \( q \) variables are non-negative and sum to 1, and some of the quantifications (e.g., \( ij \in E \) and the values of \( x \) in the last constraint).

As we show in Sec. 4, this relaxation is commonly used because it can be solved efficiently for several families of HOPs.

Introductory Examples We start with two simple instances of MAP problems with tractable HOP for which the standard approach fails. In both cases the factor graph (Fig. 1.1a) consists of a simple chain and a cardinality-based potential which is amenable to the techniques described in (Tarlow et al., 2010) for solving \( \text{LP}_0 \). Unfortunately, the relaxation is loose, which is manifested in a fractional solution that has better objective than the original integer program solution. This means the relaxation is inaccurate, and, more importantly, it prevents us from finding a good solution to the original problem.

In both examples \( x_i \in \{0, 1\} \) and the model is a chain with an even number of nodes and attractive pairwise potentials of the form \( \theta_{c,i+1} = \begin{pmatrix} 0 & c \\ c & 0 \end{pmatrix} \) (where \( c > 0 \)).

1. Finding the 2nd best assignment (Fromer and Globerson, 2009) using an exclusion factor. If we add a local potential that favors the binary variables being off: \( \theta_i = \begin{pmatrix} 0 & \epsilon \end{pmatrix}^T \) with \( \epsilon > 0 \), then
clearly the best assignment is \( x = \overrightarrow{0} \). We add an exclusion potential to exclude this assignment: 
\[ \theta_{\alpha}(x) = \infty \text{ when } x = \overrightarrow{0} \text{ and } 0 \text{ otherwise.} \]
and now the MAP of the problem with the high-order potential is the second best assignment in the original problem. Assuming \( c \gg \epsilon \), the \( 2^{nd} \) best is \( x = \overrightarrow{1} \) with an energy of \( nc \). However, the \( LP_0 \) solution has a value of \( \epsilon \) and corresponds to the following fractional optimum: 
\[ q_i = \left( \frac{n-1}{n}, \frac{1}{n} \right)^T, \]
\[ q_{i,i+1} = \left( \frac{n-1}{n}, 0, \frac{1}{n} \right), \text{ and } q_{0}(x) = \frac{1}{n} \text{ for all the assignments in which exactly one variable is on.} \]

Notice that the LP solution is not only fractional, but is in fact also completely "tied": its solution gives us no hint as to the true MAP.

### 3 Related work

**Applications of High Order Potentials**

HOPs can be used to incorporate nonlocal structure into a model. In recent years, there have been many works that incorporate these types of interactions. They are particularly useful for modelling highly structured global interactions like those that arise in models for parsing sentences (Smith and Eisner, 2008; Koo et al., 2010; Martins et al., 2010), in models for image segmentation to enforce connectivity constraints (Nowozin and Lampert, 2009) or higher order smoothness (Kohli et al., 2007; Gould, 2011), and in models of textures to encourage soft pattern matching (Rother et al., 2009). They arise when "collapsing" certain models, like in (Vicente et al., 2009), where optimizing an image segmentation appearance model leads to an energy function over segmentations that has high order terms. They have also been used to solve balanced graph partitioning problems (Mezuman and Weiss, 2012) and to enforce constraints over latent variable activations in e.g., Restricted Boltzmann Machines (Swersky et al., 2012).

**Tighter Linear Program Relaxations**

The canonical works on tightening LP relaxations using message-passing come from Sontag et al. (2008); Werner (2008) and Komodakis and Paragios (2008), and were followed up in several works, such as Batra et al. (2011); Sontag et al. (2012). As discussed in Sontag (2010), at their core, these approaches can be viewed as searching in similar ways for additional consistency constraints to enforce such that adding them to the LP leads to a tighter relaxation. While the general approach is applicable in the LP relaxations with HOPs that we consider here, there are computational challenges that must be addressed in order to do this search efficiently. We develop the needed methods in this work. We note that while Werner (2008) discusses HOPs in the context of the max-sum diffusion algorithm and the class of LPs that we study here can be expressed within the framework presented there, the final suggestion for working with HOPs is to use the unary consistency LP, and a proof is provided that if the model is submodular and the HOP is submodular, then the LP is tight.

Fromer and Globerson (2009) deal with the case of excluding a single joint assignment. We will show that the baseline they consider, Santos, is equivalent to unary consistency, and that their method (which leads to tight relaxations on trees) is a special case of our method. Thus, we can get an equally tight relaxation by using the approach proposed in this paper. Another special case of note where tighter HOP relaxations have been discussed is Komodakis and Paragios (2009). There, they employ a merging strategy for dealing with several pattern-based HOPs, in that they show that patterns along rows and columns of a grid can be combined into a single HOP where messages can still be computed efficiently. However, after this merging, only unary consistency is enforced. For the purposes of this paper, we assume throughout that if any tractability-preserving merging of HOPs is possible, it has already been done.

### 4 Unary Consistency Linear Programs

Many existing methods for inference with HOPs are equivalent to \( LP_0 \). We highlight some of these below.

**Message Passing with the standard Factor Graph**

Perhaps the most common method for solving MAP inference in graphical models with HOPs is to build the factor graph and pass messages between variables and factors. For certain higher-order potentials, the messages between the variable nodes and the HOP node can be calculated efficiently (Tarlow et al., 2010).

Different works use somewhat different update schemes. One option is to use loopy belief propagation (Yedidia et al., 2005). However, there are typi-
cally no performance guarantees in this case (e.g., no convergence results or optimality certificates). A different class of structurally similar algorithms retain the message-passing flavor of BP while also giving an optimality certificate (Globerson and Jaakkola, 2007; Werner, 2007; Kolmogorov, 2006; Komodakis et al., 2010; Sontag et al., 2010; Weiss et al., 2007). These can all be shown to be solving LP$_0$.

**Simplification with Auxiliary Variables** An alternative strategy for dealing with certain HOPs is to create auxiliary variables in such a way as to reduce the problem to a pairwise problem, and then solve the pairwise problem using the standard pairwise LP relaxation. Here, we study the strength of the LP relaxations that result from this strategy. For example, Kohli et al. (2009), Gould (2011), and Rother et al. (2009) all follow this or a closely related approach.

The approach proceeds as follows. Start with a HOP and some unary and pairwise potentials:

$$E(x) = \sum_i \theta_i(x_i) + \sum_{ij} \theta_{ij}(x_i, x_j) + \theta_{z,o}(x). \quad (4.1)$$

Next, introduce an auxiliary variable $z$ such that minimizing it out leaves the energy over $x$ unchanged. Namely, $\min_z \theta_{z,o}(z, x) = \theta_{z,o}(x)$. We then have:

$$E(x) = \min_z \left( \sum_i \theta_i(x_i) + \sum_{ij} \theta_{ij}(x_i, x_j) + \theta_{z,o}(z, x) \right).$$

Finally, it often holds that given $z$, the HOP becomes fully factorized, i.e., $\min_z \theta_{z,o}(z, x) = \min_z \sum_i \theta_{z,i}(z, x_i)$, so that $E(x)$ is given by:

$$\min_z \sum_i \theta_i(x_i) + \sum_{ij} \theta_{ij}(x_i, x_j) + \sum_i \theta_{z,i}(z, x_i). \quad (4.2)$$

At this point, the minimization over $x$ can be done jointly with the minimization over $z$ using the following LP relaxation, which we call LP$_{\text{red}}$.

$$\text{LP}_{\text{red}}$$

$$\min \sum_{i \in V} [\mathbb{E}_{q_i}[\theta(x_i)] + \mathbb{E}_{q_{z,i}}[\theta_{z,i}(z, x_i)]] + \sum_{ij \in E} \mathbb{E}_{q_{ij}}[\theta_{ij}(x_i, x_j)]$$

$$\sum_{x_j} q_{ij}(x_i, x_j) = q_i(x_i) \sum_{x_j} q_{ij}(x_i, x_j) = q_j(x_j) \quad (4.3)$$

$$\sum_{z} q_{z,i}(z, x_i) = q_i(x_i) \sum_{z} q_{z,i}(z, x_i) = q_z(z) \quad (4.4)$$

This relaxation seems quite different from LP$_{\theta}$. However, we have the surprising result that they are in fact equivalent (the proof is in the appendix).

**Proposition 1.** The relaxations LP$_0$ and LP$_{\text{red}}$ are equivalent. Namely, they have the same objective value, and there is a mapping between their optima.

In the case that more than one auxiliary variable is created by the pairwise transformation, the unary consistency LP will be at least as tight as the reduced LP, but they are no longer equal in general. A corollary of this analysis is that if the pairwise transformation introduces only submodular pairwise terms (and the pairwise part of the model is submodular), then the unary consistency LP is tight. This is closely related to (but less general than) the result proved in (Werner, 2008).

**Exclusion Potentials and the Santos Inequality** A special case of HOP model that has received significant attention is where a model is modified so as to exclude a single joint assignment $x^*$ (e.g., the first introductory example). In this context, several LP relaxations have been proposed (e.g., Fromer and Globerson, 2009). It is thus interesting to ask which of these is equivalent to LP$_{\theta}$. It turns out that LP$_{\theta}$ corresponds to an LP with no $q_{z,i}(x)$ variables, but rather a single constraint (in addition to the pairwise consistency constraints): $\sum_{i} q_{i}(x) \leq n - 1$, which was first suggested in Santos Jr (1991). Intuitively, it states that at most $n-1$ of the variables can agree with the assignment $x^*$. The proof of the equivalence to LP$_{\theta}$ is straightforward and follows from the characterization of the assignment excluding polytope for an empty graph, and its relation to the Santos inequality (see Fromer and Globerson, 2009).

5 **Tighter Linear Programs**

In this section, we introduce the family of tighter LP relaxations that are the focus of this work, and we study their theoretical properties. We begin by defining a family of LPs that are tighter relaxations than LP$_{\theta}$, and then we will prove a tightness result.

Let $S \subseteq E$ be a subset of the edges in $G$, and define $\mathcal{V}(S)$ to be the set of variables that appear in at least one edge in $S$. We can then define an LP that enforces consistency between the HOP and the edges in $S$, while maintaining unary consistency with variables in $\mathcal{V} - \mathcal{V}(S)$:

$$\text{LP}_S \quad \text{(Partial Edge Consistency LP)}$$

$$\min q \sum_{i \in V} [\mathbb{E}_{q_i}[\theta(x_i)] + \sum_{ij \in E} \mathbb{E}_{q_{ij}}[\theta_{ij}(x_i, x_j)] + \mathbb{E}_{q_z}[\theta_{z,o}(x)]$$

s.t. $\sum_{x_j} q_{ij}(x_i, x_j) = q_j(x_j), \sum_{x_j} q_{ij}(x_i, x_j) = q_i(x_i)$

$$\sum_{x_i} q_{i}(x) = q_i(x_i) \quad \forall i \in \mathcal{V} - \mathcal{V}(S)$$

$$\sum_{x_i} q_{i}(x) = q_i(x_i) \quad \forall ij \in S$$

424
At one extreme, when \( S = \emptyset \), \( \text{LP}_S \) is equal to \( \text{LP}_\emptyset \). At the other extreme, consistency is enforced between the HOP and all edges, yielding the following simplified LP, which will be of special interest:

**LP\(_E\) (Full Edge Consistency LP)**

\[
\min\sum_{q_i} E_{q_i} [\theta(x_i)] + \sum_{ij \in E} q_{ij}(x_i, x_j) = q_i(x_i), \quad \sum_{x_j} q_{ij}(x_i, x_j) = q_j(x_j) \quad \forall ij \in E
\]

\[
\sum_{x \in x(i) = x_i, x(j) = x_j} q_\alpha(x) = q_{ij}(x_i, x_j) \quad \forall ij \in E
\]

5.1 **Strength of LP\(_E\)**

We begin with the simple observation that LP\(_E\) is always tight.

**Proposition 2.** LP\(_E\) is tight.

**Proof.** Since with all the pairwise constraints the expectation of \( \theta_i \) and \( \theta_{ij} \) under \( q_\alpha \) is the same as under \( q_i \) and \( q_{ij} \), respectively, \( \text{LP}_E \) is equivalent to

\[
\min q E_{q_\alpha} [\theta_\alpha(x) + \theta(x_i) + \theta_{ij}(x_i, x_j)].
\]  

(5.1)

This LP has an integer solution (i.e., it is tight) because it is always better to put all the \( q_\alpha \) mass on the best assignment than to divide it.

Thus, the space of LP relaxations that can be constructed as \( \text{LP}_S \) for some choice of edge set \( S \) range from the standard but weak \( \text{LP}_\emptyset \) to the tight \( \text{LP}_E \). This justifies our focus on this family of \( \text{LP}_S \).

6 **Optimization with Message Passing**

As we reviewed earlier, \( \text{LP}_\emptyset \) can be solved by a variety of message-passing algorithms operating on the standard factor graph, where factor nodes communicate with individual variable nodes. Similarly, it is easy to show that the same algorithms can solve \( \text{LP}_S \) when they are applied on a modified factor graph where the node corresponding to the HOP communicates with pairs of nodes which correspond to edges in \( S \) (see Fig. 1.1b). The key question is the complexity of calculating the messages to and from the HOP. We now identify cases where these messages can be computed efficiently.

We begin by recalling the dual of \( \text{LP}_S \). The dual variables are \( \delta_{ij}(x_i, x_j) \) for \( ij \in S \) (which we interpret as messages between the factor \( \alpha \) and the edges in \( S \)) and \( \delta_i(x_i) \) for \( i \in \mathcal{V} \) (messages between the factor \( \alpha \) and singletons). The dual problem is to maximize \( B(\delta) \), a lower bound on the MAP:

\[
B(\delta) = \sum_i \min \tilde{\theta}_i^\delta(x_i) + \sum_{ij \in S} \min \tilde{\theta}_{ij}^\delta(x_i, x_j) + \min \tilde{\theta}_\alpha^\delta(x),
\]

(6.1)

where \( \tilde{\theta}^\delta \) is a reparameterization of the original energy function:

\[
\tilde{\theta}_\alpha^\delta(x) = \theta_\alpha(x) - \sum_{ij \in S} \delta_{ij}(x_i, x_j) - \sum_{i \in \mathcal{V} - \mathcal{V}(S)} \delta_i(x_i).
\]

Expressions for \( \tilde{\theta}_i^\delta(x_i), \tilde{\theta}_{ij}^\delta(x_i, x_j) \) are similar (Sontag et al., 2010). Most message passing approaches for solving this problem iteratively update \( \delta \) to increase the bound. All these message update schemes require solving \( \min_{\delta} \tilde{\theta}_\alpha^\delta(x) \) for arbitrary values of \( \delta \), or calculating its min-marginals (see Sontag et al., 2010, for a thorough review of such approaches). For general \( \theta_\alpha(x) \) this is of course difficult. Below we highlight some cases where it is tractable, and therefore \( \text{LP}_S \) can be solved efficiently with message passing.

- **Low tree-width** \( S \) graphs with cardinality-based potentials. When \( \theta_\alpha(x) \) is a cardinality potential (i.e., \( \theta_\alpha(x) = f(\sum_i x_i) \), where \( f(\cdot) \) is some arbitrary function) and \( S \) is a tree-structured subset of edges, then this is closely related to one of the problems considered by (Tarlow et al., 2012). There, it was shown that messages to and from the HOP can be calculated by performing exact inference on an augmented tree graph with complexity that is at most \( O(n^2) \). This result is easily extended to the case where \( S \) forms a low tree-width graph and the messages can be computed exactly in a time that is exponential in the treewidth of \( S \).

- **Low tree-width** \( S \) graphs with Pattern HOPs. Another HOP that has received interest are the pattern potentials of (Rother et al., 2009). Here, the potentials are of the form \( \theta_\alpha(x) = \min_{k \in \{1,...,K\}} \sum_i w_i^{(k)} x_i \) where each real-valued vector \( w_i^{(k)} \) can be thought of as encoding a pattern that is desirable to match. This potential is actually quite simple to work with, by noting that \( \min_{\delta} \tilde{\theta}_\alpha^\delta(x) \) is equivalent to:

\[
\min_{k, x} \left[ \sum_i w_i^{(k)} x_i - \sum_{ij \in S} \delta_{ij}(x_i, x_j) - \sum_{i \in \mathcal{V} - \mathcal{V}(S)} \delta_i(x_i) \right].
\]

From here, it is clear that the argmin or the min-marginals can be computed by constructing a junction tree over \( S \), then solving \( K \) different problems where for problem \( k \), the unary potentials have been modified by \( w_i^{(k)} \), then taking the elementwise minima.
A simple corollary of the above discussion is that whenever the graphical model has low tree-width and the HOP is either cardinality-based or a pattern HOP then $\text{LP}_S$ can be efficiently computed. In particular, for the two motivating examples discussed in the introduction, running message-passing on the factor graph shown in Fig. 1.1b can be performed efficiently and is guaranteed to provide the MAP.

7 Choosing a Tractable Edge Set

When the graph has high tree-width, we cannot efficiently solve $\text{LP}_S$, and a natural question is how to choose a subset of edges $S$ such that $\text{LP}_S$ is as tight as possible, but can still be solved in practice. For the HOPs we consider, this will be the case as long as $S$ has low tree-width (see Sec. 6).

As mentioned earlier, this problem has been studied generally in several works, including Sontag et al. (2008), Werner (2008) and Komodakis and Paragios (2009). When trying to adapt these approaches to models with HOPs that are based on $\text{LP}_S$, the general methodology stays the same, but as with the message updates, computational challenges arise. Specifically, the above methods are all based around finding additional consistency constraints to add that are guaranteed to improve $B(\delta)$. In our context, the motivation is the following Lemma:

**Lemma 1.** Suppose we have solved the dual of $\text{LP}_S$ with some set of edges $S$. If there exists an edge $(i, j) \notin S$ for which there is no overlap between the minimizing assignments of $\tilde{\theta}_{ij}$ and the minimizing assignments of $\hat{\theta}_i$, then defining $T = \{S \cup (i, j)\}$ we have $\text{LP}_S < \text{LP}_T$ (i.e. adding that edge to $S$ will lead to a strictly tighter LP relaxation).

The proof follows from using the reparameterization given by the dual variables of $\text{LP}_S$ to construct a valid reparameterization for the dual of $\text{LP}_T$ and the dual value will be strictly higher. Existing methods are often based on similar reasoning (e.g., this is essentially the same result that appears in Werner (2008) in the discussion of cutting planes).

**Sequentially Adding Edges using Weak Cycle Agreement (WCA)** Recall that our goal is to find a low tree-width $S$ such that $\text{LP}_S$ is as tight as possible. Motivated by Lem. 1 we use the following procedure for approximating such a set. Start with an edge set, $S$, with tree-width one. Then, keep adding edges as long as the tree-width stays small. The edges added are those that satisfy the condition in Lem. 1 and hence result in strict increase of the LP objective. In what follows we provide additional details.

To obtain the initial tree we follow a simple heuristic. Calculate weights $w_{ij} = \max(\theta_{ij} - \min(\theta_{ij}))$ for each edge, and find the spanning tree $S$ with the maximum overall weight. The rationale is that edges with close to uniform potentials (i.e., low $w_{ij}$) are more likely to be consistent with the HOP.

Next, we add $K$ edges in each iteration using the following procedure. Run $\text{LP}_S$ to convergence, and find the set of $M$ assignments that minimize the HOP term of the reparameterization: $(x^m_{ij})_{m=1}^M = \arg \min_{x} \theta_0(x)$. As long as $M$ is small—as we found it is in practice—this can be done efficiently by following all back-pointers when decoding from the junction tree structures used for computing message updates. Next, for each edge $ij \in E \setminus S$ whose addition to $S$ does not violate the maximum tree-width, we compute its weak cycle agreement (WCA) measure: $\min_{x} \theta_{ij}(x^m_{ij}) - \min_{x} \theta_{ij}(x^m_{ji})$. By Lem. 1, addition of any edge with WCA $> 0$ will give a tighter relaxation. If many edges have WCA $> 0$, we add the one with the greatest WCA value. Before adding the next $K - 1$ edges, we move the reparameterized edge potential into the HOP, recompute the argsmax over $\hat{\theta}_i$, then update the WCA values. Notice that the WCA measure relates to the weak tree agreement (WTA) measure from Tarlow et al. (2011). We do not use the WCA to select the starting set of edges because we have found that in many times after $\text{LP}_S$ converges, the WCA of all the edges is equal to zero, i.e., there is no single edge whose addition to $S$ will tighten the bound. This rarely happens when $S$ is non-empty.

8 Experimental Results

We conducted three sets of experiments over graphical models with different kinds of cardinality HOPs. The first extends the first example in Sec. 2 and shows experimentally that $\text{LP}_S$ does not find the MAP solution in many simple cases. The second compares our edge selection criterion from Sec. 7 with other possible criteria and shows it is superior to them. The last set of experiments was done over images from the Berkeley segmentation dataset (Martin et al., 2001) and shows we can often find the optimal average-cut (NP-hard problem in the general case) by solving $\text{LP}_S$ with a low tree-width set of edges. The first set of experiments was done on a relatively small problem which allowed us to use a commercial LP solver (Mosek). Since the goal of this experiment was to understand $\text{LP}_S$ we preferred using it and avoid possible difficulties when solving the dual problem. The other two experiments were solved using message passing with convex belief propagation, as described in (Weiss et al., 2007, 2011), applied to $\text{LP}_S$. We built our junction-tree code on top of the UGM package (Schmidt, 2012).
Hamming Ball Exclusion  When finding M-best modes (Batra et al., 2012), it is desirable to have dissimilarity measures that do not factorize into a sum of pixel dissimilarities, e.g., to represent the notion of dissimilar enough, where as long as an assignment is at least Hamming distance $k$ away, we are equally happy. In this case, the constraint of Fromer and Globerson (2009) is no longer applicable, so the strategy suggested by Batra et al. (2012), is to add a HOP enforcing this constraint, then solving $\text{LP}_\theta$. We know from our theoretical analysis that $\text{LP}_\theta$ cannot solve all instances of this problem. Here, we empirically study how bad the relaxation becomes (measured by the integrality gap) as the strength of pairwise potentials is varied. We generated random trees over 10 variables with attractive pairwise potentials $	heta_{ij}(x_i, x_j) = \begin{bmatrix} 0 & \lambda \\ \lambda & 0 \end{bmatrix}$, and unary potentials with random preference to be off ($\theta_i(1) \sim U[0, 1]$); thus the MAP assignment is all zeros. We add an exclusion factor which allows only assignments which are at least $k$ Hamming distance away: $\theta_{\alpha}(x) = \infty$ if $|x| < k$ and 0 otherwise. Fig. 8.1 shows the percent of integral solutions and the average integrality gap (out of 100 experiments) for different $k$’s and $\lambda$’s. Notice that while $\text{LP}_\theta$ fails in finding the MAP for this problem, the tree-width of $\text{LP}_S$ here is one and thus we can solve it efficiently and exactly.

Sequentially Adding Edges  We compare the improvements in the dual bound that result from using different criteria for choosing edges to add to $S$ and then solving $\text{LP}_S$. The first criterion is our suggested WCA method, and the second is the potential weight heuristic, both of which are described in Sec. 7. The third criterion is simply adding random edges (RND1 and RND2). We conducted experiments over several 4-connected 7x7 grid, with random pairwise potentials. The HOP is average-cut, $\theta_{\alpha}(x) = -\lambda \cdot |x| \cdot (n - |x|)$, where $\lambda$ is chosen such that the optimal energy will be zero, and $\theta_{\alpha}(0) = \infty$ to break the symmetry. We did not limit the tree-width in this experiment. Figure 8.2 shows the improvement in the bound after each edge addition to the starting tree. Clearly the WCA criterion is better than the other two baselines.

Image Segmentation using super-pixels  Finally, we construct average-cut problems for 40 images from the Berkeley segmentation dataset (Martin et al., 2001) and attempt to solve them using $\text{LP}_S$ and the WCA measure for choosing $S$. We used the procedure described in (Mezuman and Weiss, 2012) to find a setting of $\lambda$ such that solving $\text{LP}_E$ would verify the optimality of the average-cut. We used SLIC superpixels (Achanta et al., 2012) using the implementation of (Mueller, 2012). We chose SLIC parameters to get approximately 100 equally sized superpixels. The pairwise potentials (affinities between pixels) were computed using intervening contours (Leung and Malik, 1998) (implementation provided by (Cour et al., 2010)).

When choosing $S$, we limited the tree-width to be at most six (the average tree-width of the full graph is 13). We add edges in batches of eight after the previous $\text{LP}_S$ was solved (i.e., the BP converged). Via this procedure we provably found the optimal solution in 34 out of the 40 images. For 2 images the optimum was found when $S$ was of tree-width of 2, for 13 when $S$ was of tree-width 3, and for 10, 5 and 4 images when $S$ was of tree-width of 4, 5 and 6, respectively. Our solution improved the standard spectral solution in 38 out of 40 problems, with an average improvement in the objective of 70%. Fig. 8.4 shows the maximal dual bound achieved during message passing across sets of edges with different tree-widths. To keep the plot clean we show it only for the 25 images for which the $\text{LP}_S$ was tight with tree-width at most four.
9 Discussion

Recent years have shown a resurgence of interest in higher-order potentials for graphical models with a growing number of specific potentials for which message-passing algorithms can be applied efficiently. In this paper, we have shown that many of these methods are based on a particular linear programming relaxation and highlighted the weakness of that relaxation. We suggested a family of tighter relaxations which result in a practical new strategy that can yield significantly improved accuracy. The computational cost incurred for this increased accuracy is exponential in the tree-width of the consistency sets, but empirically we see that substantial gains in accuracy can be achieved with relatively small tree-width.

One challenge for the cardinality HOP is scaling up to bigger problems. Regardless of the tree-width, there is a computational cost to the message computations that is quadratic in the number of variables in the model. When we apply our approach to large problems (e.g., images where individual pixels are variables), this cost becomes a bottleneck. A strategy that we would like to investigate is to use Fast Fourier Transforms near the zero-temperature limit to compute approximate max-marginals, or to investigate other algorithms for fast approximate max-convolution. Throughout, we assumed that the variables are binary and that the energy decomposes to unary and pairwise potentials with a single HOP. Extensions to the 3rd or 4th order cliques that are commonly used in computer vision would be straightforward by enforcing consistency between the HOP and all these cliques, and the assumption of binary variables can be removed so long as the HOP computations can be done tractably. For the case of multiple HOPs in the model, while there are open questions about some of the specifics (e.g., should different HOPs be constrained to choose the same sets of edges or not?), the same basic approach that we presented here is also applicable, and we believe it to be a good choice. Finally, we have shown how to efficiently compute message updates for two classes of HOPs. An open question and a new computational challenge is to discover other cases where messages can similarly be computed efficiently.

Acknowledgements

This research is partially supported by the ISF Centers of Excellence grant 1789/11, CIFAR and the Charitable Gatsby Foundation.

A Proof thatLP_θ = LP_red

PRIMAL LP_θ ≤ PRIMAL LP_red Copy the solution from LP_red into LP_θ for the variables that correspond, and set \( q_\alpha(x) = \sum_{z} \prod_i q_{z,i}(z, x_i) q_z(z)^{-1} \), which is a distribution over \( x \) and \( z \) that has \( q_z(z, x_i) \) as its pairwise marginals, because this corresponds to the Bethe approximation on a tree-structured graph (in this case, a star around \( z \)), which is exact. Unary consistency in LP_θ is satisfied because

\[
\sum_{x: x(i) = x_i} q_\alpha(x) = \sum_{x: x(i) = x_i} \prod_i q_{z,i}(z, x_i) q_z(z)^{n-1} \tag{A.1}
\]

\[
= \sum_{z} q_z(z, x_i) = q_i(x_i). \tag{A.2}
\]

The objective of LP_θ is less than or equal to the objective at LP_red, because \( \theta_\alpha(x) = \min_i \theta_{z,i}(z, x_i) \):

\[
\sum_x q_\alpha(x) \theta_\alpha(x) \tag{A.3}
\]

\[
= \sum_x (\sum_z \prod_i q_{z,i}(z, x_i) q_z(z)^{-1}) (\min_i \theta_{z,i}(z, x_i)) \tag{A.4}
\]

\[
\leq \sum_x \sum_z \prod_i q_{z,i}(z, x_i) q_z(z)^{-1} \theta_{z,i}(z, x_i) \tag{A.5}
\]

\[
= \sum_z \sum_{x, i} q_{z,i}(z, x_i) \theta_{z,i}(z, x_i). \tag{A.6}
\]
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DUAL LP∅ ≥ DUAL LPred  Here we take a dual solution from LPred and construct a dual objective for LP∅ that is greater than or equal to the DUALred objective. For a given setting of dual variables δ and γ, the duals for LP∅ (DUAL∅) and LPred (DUALred), respectively, are as follows:

\[
\text{DUAL}_{\text{red}} \quad \sum_i \min_i[\theta_i(x_i) + \sum_{j \in N(i)} \delta_{ji}(x_i) + \gamma_{zi}(x_i)]
\]

\[
\text{DUAL}_{\emptyset} \quad \sum_i \min_i[\theta_i(x_i) + \sum_{j \in N(i)} \delta_{ji}(x_i) + \gamma_{zi}(x_i)]
\]

(A.7)

(A.8)

which shows that the dual objective for LP∅ is greater than or equal to the dual objective for LPred with this choice.

So we have DUAL∅ ≥ DUALred and PRIMAL LPred ≥ PRIMAL LP∅. Since strong duality for LPs gives DUAL∅ = PRIMAL LP∅ and DUALred = PRIMAL LPred, this implies that the two LPs have the same solution value and are thus equally tight.

Figure 8.4: Lower bounds achieved by our algorithm versus the standard LP∅ bound (“unary”) on average-cut image segmentation problems at various treewidths of S, ranging from 1 to 4 (“TW-1” to “TW-4”). In all cases the optimal integral energy is 0, so when the lower bound reaches 0 we have provably reached the optimum.
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Abstract

We propose a method for learning cyclic causal models from a combination of observational and interventional equilibrium data. Novel aspects of the proposed method are its ability to work with continuous data (without assuming linearity) and to deal with feedback loops. Within the context of biochemical reactions, we also propose a novel way of modeling interventions that modify the activity of compounds instead of their abundance. For computational reasons, we approximate the nonlinear causal mechanisms by (coupled) local linearizations, one for each experimental condition. We apply the method to reconstruct a cellular signaling network from the flow cytometry data measured by Sachs et al. (2005). We show that our method finds evidence in the data for feedback loops and that it gives a more accurate quantitative description of the data at comparable model complexity.

1 Introduction

A central question that arises in many empirical sciences is how to discover cause-effect relationships between variables from measured data. Knowledge of causal relationships is essential in order to predict how a system will react to interventions that perturb the system from its natural state (Pearl, 2000), which is very useful for many practical applications. An example from biology is the problem of predicting in silico how a signaling pathway in a cell will react in vitro when it is treated with a certain chemical compound. The ability to reliably make such causal predictions can be a powerful tool for practical applications like drug design.

A concrete example is the multivariate proteomics data set measured and analyzed by Sachs et al. (2005). Using flow cytometry, abundances of 11 biochemical compounds (phosphorylated proteins and phospholipid components) were measured in single human immune system cells under various experimental perturbations. Sachs et al. (2005) reconstructed the underlying “signaling network” by learning Bayesian networks from the data. Their reconstruction turned out to be very close to the “well-established consensus network” that had been obtained by manually combining results from many different experiments, an effort that had taken about two decades.

The consensus network contains 18 expected causal relationships. Sachs et al. (2005) found two new unexpected causal relations (and experimentally verified one of them) and obtained one reversed relationship. However, they did not recover three of the 18 expected causal relationships. Sachs et al. (2005) hypothesized that these three missing causal relationships are all involved in feedback loops. As Bayesian networks are acyclic by definition, this could explain why they were not found by their method. Additional support for this hypothesis can be found by simple inspection of the data, which already shows strong evidence for the presence of feedback loops. In later work (Itani et al., 2010), the authors proposed a heuristic method for causal discovery that takes into account the possibility of feedback. An alternative approach to dealing with cycles was proposed by Schmidt and Murphy (2009).

A common feature of the causal discovery methods that have been applied so far on this protein data set is that they all work with discretized data: although the raw measurements are continuous-valued, the data is preprocessed by discretization into three coarse categories (low, medium and high abundance). We argue that discretization of the data as a preprocessing step should be avoided if possible, as this throws away much...
of the information in the data that could be useful for causal discovery. Recently, several methods have been proposed for causal discovery from continuous-valued observational data by exploiting independence of the estimated noise with the input (Shimizu et al., 2006; Hoyer et al., 2009; Zhang and Hyvärinen, 2009; Peters et al., 2011). Similar ideas have also been studied in the cyclic case (Lacerda et al., 2008; Mooij et al., 2011). More recently, cyclic methods that can deal with hidden common causes and with a combination of observational and experimental data have been proposed (Eberhardt et al., 2010; Hyttinen et al., 2012).

However, none of these methods are directly applicable to the (Sachs et al., 2005) data set, among others because they model interventions in a different way. Most interventions performed by Sachs et al. (2005) change the activity of a compound, not its abundance, and therefore the standard formalism for interventions (Pearl, 2000) is not applicable. Sachs et al. (2005) and Itani et al. (2010) propose two different ways of modeling these interventions that both exploit the fact that the data has been discretized. Eaton and Murphy (2007) consider different possible intervention types and learn the interventions from the data, instead of using the biological background knowledge in (Sachs et al., 2005). Eaton and Murphy (2007) conclude that the data can be best explained by assuming that most interventions are not as specific as originally assumed by Sachs et al. (2005), but act on multiple compounds simultaneously (also known as “fat-hand” interventions). In this work, we offer an alternative explanation, where we assume that interventions are specific (i.e., act only on a single compound), but where most interventions change the activity of that compound (i.e., the way in which it influences the equilibrium distributions of its direct effects). In addition, feedback loops may increase the impact of an intervention.

The goal of this work is to develop a practical method for analyzing data sets such as the protein data collected by Sachs et al. (2005). The method we propose here does not start by throwing away information (by discretizing the data as a preprocessing step), but works directly with the original continuous-valued measurements. As we expect feedback loops to play a prominent role in biological networks, we also drop the assumption of acyclicity. Another feature of our method that distinguishes it from many existing approaches is that we will not assume linearity of the causal mechanisms but allow for nonlinearities. Finally, we propose a natural and in our opinion more realistic way of modeling activity interventions.

2 Modeling assumptions

In this section we describe our modeling assumptions in detail. First of all, the data form a “snapshot” of a dynamical process: for each individual cell we have one multivariate measurement done at a single point in time. Therefore, we will assume that the cells have reached equilibrium when the measurements are performed (an assumption called “homeostasis” in biology). This is an approximation, but a necessary one in the light of the absence of time-series data.

2.1 Structural Causal Models

We will assume that the equilibrium data can be described by a Structural Causal Model (SCM) (Pearl, 2000), also known as Structural Equation Model (SEM) (Bollen, 1989). In particular, for $D$ observed variables $x_1, \ldots, x_D$ (corresponding in our case to the abundances of the biochemical compounds), the model consists of $D$ structural equations

$$x_i = f_i(x_{pa(i)}, \epsilon_i) \quad i = 1, \ldots, D$$

where $pa(i) \subseteq \{1, \ldots, D\} \setminus \{i\}$ is the set of parents (direct causes) of $x_i$, $f_i$ is the causal mechanism determining the value of the effect $x_i$ in terms of its direct causes $x_{pa(i)}$ and a disturbance variable $\epsilon_i$ representing all unobserved other causes of $x_i$. In addition, an SCM specifies a joint probability density $p(\epsilon)$ on the disturbance variables $\epsilon_1, \ldots, \epsilon_D$. Following Sachs et al. (2005), we will make the assumption of causal sufficiency, which means that we exclude the possibility of confounders (i.e., hidden common causes of two or more observed variables). In other words, we assume that the disturbance variables are jointly independent: $p(\epsilon) = \prod_{i=1}^D p(\epsilon_i)$. Without loss of generality, we will additionally assume that $E(\epsilon) = 0$ and $\text{Var}(\epsilon) = I$.

The structure of a causally sufficient SCM $\mathcal{M}$ can be visualized with a directed graph $G_{\mathcal{M}}$ with vertices $\{x_1, \ldots, x_D\}$ and edges $x_j \rightarrow x_i$ if and only if $f_i$ depends on $x_j$, i.e., if $j \in pa(i)$. As we do not exclude the possibility of feedback loops, the graph $G_{\mathcal{M}}$ is not necessarily acyclic, but may contain directed cycles. We will assume that for each joint value $\epsilon$ of the disturbance variables, there exists a unique solution $x(\epsilon)$ of the $D$ structural equations (1). Note that this assumption is automatically satisfied in the acyclic case, but that it induces additional constraints in the cyclic case. This assumption implies that the distribution $p(\epsilon)$ induces a distribution $p(x)$ on the observed variables. This induced distribution is called the observational distribution of the SCM. In addition, we will assume that the mapping $\epsilon \mapsto x$ is invertible. In that
case, the observational density is given explicitly by:
\[ p(x) = p(\epsilon(x)) \left| \det \frac{de}{dx} \right| = \left( \prod_{i=1}^{D} p(\epsilon_i) \right) \left| \det \frac{de}{dx} \right| . \tag{2} \]

### 2.2 Interventions

The SCM literature typically considers “perfect interventions”, which are modeled as follows (Pearl, 2000). Under an intervention “do(x_i = \xi_i)” that forces the variable x_i to attain the value \xi_i, the SCM is adapted by replacing the structural equation for x_i with the equation x_i = \xi_i, while leaving the other aspects of the SCM invariant. In particular, the distribution on the disturbance variables p(\epsilon) stays the same; however, because one of the structural equations changed, the induced distribution on the observed variables x changes into the interventional distribution, with density \( p(x | \text{do}(x_i = \xi_i)) \). In the cyclic case, we also need to assume that under the relevant interventions, there exists a unique solution \x(\epsilon) of the (modified) structural equations for each value of \epsilon; otherwise, the induced (interventional) distribution will be ill-defined.

These “perfect interventions” correspond in the case of the signaling network data with interventions that change the **abundance** of a compound. However, many of the interventions actually performed by (Sachs et al., 2005) do not directly change the abundance, but rather its **activity**, i.e., the extent to which it influences abundances of other compounds. In their original paper, (Sachs et al., 2005) model these “activity interventions” in the following way: if the activity of compound \( i \) is **inhibited**, the actual measurements of \( x_i \) are replaced with the value “low”, whereas if compound \( i \) is **activated**, the actual measurements of \( x_i \) are replaced with the value “high”. Not only does this approach throw away data, it also depends on the discretization of the data. In later work, (Itani et al., 2010) model these interventions in a different way: they split the variable \( x_i \) into two parts, \( x_i^\text{int} \) and \( x_i^\text{int} \), where \( x_i^\text{int} \) is assigned the value corresponding to the intervention (either “low” in case of an inhibitor or “high” in case of an activator), and \( x_i \) represents the abundance of compound \( i \) measured in the interventional experiment. In the modified graph corresponding to the intervention, the outgoing arrows from \( x_i \) now become outgoing arrows of \( x_i^\text{int} \) instead, and all incoming arrows go into \( x_i \). This approach no longer throws away data, but it still requires a coarse discretization of the data.

Instead, we propose to model these activity interventions as follows: if an intervention changes the activity of compound \( i \), we adapt the SCM by allowing the **children** \( j \) of compound \( i \) to change their causal mechanism \( f_j(\text{pa}(j), \epsilon_j) \) into a different function \( \tilde{f}_j(\text{pa}(j), \epsilon_j) \), whereas the other aspects of the SCM (including its structure) remain invariant. In our context, this new causal mechanism \( \tilde{f}_j \) is unknown and we learn it from the data. In particular, we do not use the background knowledge provided by Sachs et al. (2005) that specifies whether an activity intervention is an inhibitor or an activator.

#### 2.3 Approximating causal mechanisms

So far, we have not assumed linearity, and in theory we could proceed by modeling the causal mechanisms as nonparametric nonlinear functions, e.g., as Gaussian Processes (Rasmussen and Williams, 2006). For computational reasons, however, we linearize the causal mechanisms in the SCM locally around their average input \((\langle X_{\text{pa}(i)} \rangle, 0)\):

\[ f_j(x_{\text{pa}(j)}, \epsilon_j) \approx \sum_{i=1}^{D} B_{ij} x_i + \mu_j + \alpha_j \epsilon_j \]

where we introduced the matrix \( B \in \mathbb{R}^{D \times D} \) and vectors \( \mu, \alpha \in \mathbb{R}^{D \times 1} \), defined by:

\[ B_{ij} := \left. \frac{\partial f_j}{\partial x_i} \right|_{(\langle X_{\text{pa}(j)} \rangle, 0)}, \quad \alpha_j := \left. \frac{\partial f_j}{\partial \epsilon_j} \right|_{(\langle X_{\text{pa}(j)} \rangle, 0)}, \quad \mu_j := f_j(\langle X_{\text{pa}(j)} \rangle, 0) - \sum_{i \in \text{pa}(j)} \left. \frac{\partial f_j}{\partial x_i} \right|_{(\langle X_{\text{pa}(j)} \rangle, 0)} \langle X_i \rangle. \]

Note that the structure of the matrix \( B \) reflects the graph structure \( G_M \) of the model: it has zeroes on the diagonal, and \( B_{ij} \) is the (linearized) direct effect of \( x_i \) on \( x_j \), which can only be nonzero if \( i \in \text{pa}(j) \).

This means that for a single experimental condition, we assume the following linearized structural equations:

\[ x_j = x^T B_j + \mu_j + \alpha_j \epsilon_j. \]

For an i.i.d. sample of \( N \) data points arranged in the matrix \( X \in \mathbb{R}^{N \times D} \) and latent disturbance variables \( E \in \mathbb{R}^{N \times D} \), these can be written in matrix notation:

\[ X(I - B) = 1_N \mu^T + E \alpha^T. \tag{3} \]

Under some upstream intervention, the average input \((\langle X_{\text{pa}(i)} \rangle, 0)\) of the causal mechanism \( f_i \) for compound \( i \) may change. If the change is large with respect to the curvature of \( f_i \), we may need to relinearize \( f_i \) around the new average input under the intervention (even though the nonlinear function \( f_i \) itself may have remained unchanged, see also Figure 2(a)). This will be discussed in detail in section 2.5.

\[ ^1 \text{The children of } i \text{ are all } j \text{ such that } i \in \text{pa}(j). \]

\[ ^2 \text{We denote the empirical mean of a variable } x \text{ by } \langle X \rangle. \]
Figure 1: Example of a graph $\mathcal{G}$, experimental metadata, and the corresponding mechanism labels $m_{ic}(\mathcal{G})$. As an example, $m_{32}(\mathcal{G}) = 2$ because the second experimental condition, an activity intervention on $x_1$, changes the causal mechanism of $x_3$. In the third condition, the causal mechanism of $x_3$ is identical to that in the first condition, so $m_{33}(\mathcal{G}) = m_{31}(\mathcal{G}) = 1$.

### 2.4 Likelihood

Assuming that all disturbance variables $\epsilon_i$ have the same probability density $p(\epsilon_i) = p_0$, the likelihood of i.i.d. data $X$ for a single experimental condition follows directly from expressions (2) and (3):

$$p(X \mid B, \mu, \alpha) = \prod_{n=1}^{N} \left| \det(I - B) \right| \cdot \prod_{i=1}^{D} \frac{1}{\alpha_i} p_0 \left( \frac{(X(I - B))_{ni} - \mu_i}{\alpha_i} \right).$$

We will consider two choices for the noise density, Gaussian noise $p_0(\epsilon) = \frac{1}{\sqrt{2\pi}} \exp(-\frac{1}{2} \epsilon^2)$ and super-Gaussian noise that is often used in the Independent Component Analysis (ICA) literature, $p_0(\epsilon) = 1/(\pi \cosh(\epsilon))$. Note that in the acyclic case, $\det(I - B) = 1$, and therefore the likelihood factorizes over variables. This simplification does not occur in the cyclic case, as the likelihoods of different variables may become coupled through the determinant.

Combining data from different experimental conditions $c = 1, \ldots, K$ is straightforward:

$$p\left( \left( X \right)_{c=1}^{K} \mid (B^{(c)}, \mu^{(c)}, \alpha^{(c)})_{c=1}^{K} \right) = \prod_{c=1}^{K} p(X^{(c)} \mid B^{(c)}, \mu^{(c)}, \alpha^{(c)}),$$

where the superscript “$(c)$” labels data and parameters corresponding to the $c$th experimental condition.

### 2.5 Parameter priors

We denote all parameters of the linearized SCM corresponding to experimental condition $c$ by $\Theta^{(c)} := (B^{(c)}, \mu^{(c)}, \log \alpha^{(c)})$, and the subset of parameters corresponding only to the causal mechanism $f_i^{(c)}$ of the $i$th compound as $\Theta_i^{(c)} := (B_i^{(c)}, \mu_i^{(c)}, \log \alpha_i^{(c)})$. Using the Bayesian approach to multi-task learning, we couple these $K$ learning problems by imposing a prior $p(\Theta^{(1)}, \ldots, \Theta^{(K)} \mid \mathcal{G})$ on the parameters that embodies our assumption that these parameters should be related in specific ways, conditional on the hypothetical causal structure $\mathcal{G}$ of the SCM. The hypothetical structure $\mathcal{G}$ always constrains the structure of $B$ in the sense that if $i \notin \text{pa}(j)$, $B_{ij}^{(c)} = 0$ for all $c = 1, \ldots, K$. We consider various choices to couple the nonzero parameters of the $B^{(c)}$, and the location and scale parameters $\mu^{(c)}$ and $\alpha^{(c)}$, across experimental conditions.

For each compound $i$, the prior introduces couplings between $\Theta_i^{(c)}$ for all conditions $c$ which have the same causal mechanism (i.e., if $f_i^{(c')} = f_i^{(c)}$). An intervention may change $f_i$ into another function $f'_i$; whether or not such a mechanism change happens, depends on the experimental condition $c$ and on the hypothetical causal structure $\mathcal{G}$ (remember that an abundance intervention on compound $i$ changes its causal mechanism $f_i$ and an activity intervention on compound $i$ changes the causal mechanisms of its children $\{f_j\}_{j \in \text{ch}_i}$). Let the causal mechanism for compound $i$ in condition $c$ be given by $f_i^{(c)} = \phi_{i,m_{ic}(\mathcal{G})}$, where the label $m_{ic}(\mathcal{G}) \in \{1, 2, \ldots, M_i(\mathcal{G})\}$ depends on the causal structure $\mathcal{G}$ (see also Figure 1). Here, $M_i(\mathcal{G})$ is the total number of different causal mechanisms for compound $i$ needed to account for all experimental conditions. We take a prior that couples parameters corresponding to the same causal mechanisms:

$$p(\Theta \mid \mathcal{G}) = \prod_{i=1}^{D} \prod_{m=1}^{M_i(\mathcal{G})} p((\Theta_i^{(c)})_{m_{ic}(\mathcal{G})=m} \mid \mathcal{G}).$$
Note that this prior couples parameters $\Theta^{(c)}_i$ with $\Theta^{(c')}_{i'}$ only if $m_{ic}(G) = m_{i'c'}(G)$.

We will consider two different choices for the factors $p((\Theta^{(c)}_i)_{m_{ic}(G)=m} \mid G)$, corresponding to different degrees of approximation of the fact that the parameters $\{\Theta^{(c)}_i\}_{i=1}^K$ correspond with linearizations of the latent nonlinear causal mechanisms $\{\phi_{i,m}\}_{m=1}^M$.

### 2.5.1 Linear mechanisms prior

This prior assumes that no relinearizations of the descendants of an intervention node are required. In other words, if one or more causal mechanisms change as a result of some intervention, the input distributions of the descendant variables are assumed to change not too much, such that their linearization remains approximately the same. We can then use hard equality constraints:

$$p((\Theta^{(c)}_i)_{m_{ic}(G)=m} \mid G) = \int p(\Theta^m_i) \prod_{c=1}^K \delta(\Theta^{(c)}_i - \Theta^m_i) d\Theta^m_i$$

with

$$p(\Theta^m_i = (b, \mu, a)) = \mathcal{N}(b \mid 0, \lambda^2 \text{diag}(G_{i,i})), \mathcal{N}(\mu \mid 0, \tau), \mathcal{N}(a \mid 0, \tau)$$

where $a = \log \alpha$ and where we let $\tau \to \infty$, which yields a flat prior over the location $\mu_i$ and Jeffrey’s prior over the scale $\alpha_i$. We have a single hyperparameter $\lambda$ for penalizing the nonzero components of $b = B^{(c)}_i$.

### 2.5.2 Nonlinear mechanisms prior

The previous prior does not deal well with the situation in Figure 2(a). Here, condition A could be the baseline (observational condition), and condition B could be an intervention that changes something upstream of $x_i$, but keeps the mechanism $f_i$ unchanged. Because the upstream intervention may lead to a change in input distribution of the parents $x_{pa(i)}$, relinearization of $f_i$ around a new average input is desirable in general. Therefore, we introduce a prior that allows for downstream relinearizations. We have tried a prior that allows all descendants of an intervention target in condition $c \neq 1$ to pick parameters $\Theta^{(c)}_i$ independent of the baseline parameters $\Theta^{(1)}_i$ in the observational setting $c = 1$. That prior does yield better results in the acyclic case than the prior in Section 2.5.1, but in the cyclic case it leads to “cheating” in the sense that the prior strongly encourages to introduce one big directed cycle that connects all the variables. Then, each variable is a descendant of each other variable, and can pick new (independent) parameters in each experimental condition, effectively completely decoupling all experimental conditions.

The solution we propose here is a compromise that replaces the hard equality constraints of the prior in section 2.5.1 by soft constraints. The idea is to model each causal mechanism $\int_{m_{ic}(G)}^{m_{ic'}(G)} (x_{pa(i)}, \epsilon_i)$ as a Gaussian Process (GP) and interpret the parameters $(\mu^{(c)}_i, \lambda^{(c)}_i)$ as pseudo-data for the GP (Solak et al., 2003). They note that for Gaussian Process regression, one is not necessarily restricted to using pairs of input and output, but one can combine this data with data regarding the derivative of the output with respect to some input dimension, at a given input location. In our case, the “data” are actually the linearized parameters $(\mu^{(c)}_i, \lambda^{(c)}_i)$, which are coupled to the real data via the likelihood (4).

$$k((x_{pa(i)}, \epsilon_i), (\tilde{x}_{pa(i)}, \tilde{\epsilon}_i)) = \sigma^2_{\text{out}} \exp \left(-\frac{(x_{pa(i)} - \tilde{x}_{pa(i)})^2}{2\sigma^2_{m}}\right) \exp \left(-\frac{(\epsilon_i - \tilde{\epsilon}_i)^2}{2\sigma^2_{m}}\right)$$

and add a small “jitter” term for numerical stability purposes (i.e., we add $\sigma^2_{\text{jitter}} I$ to the kernel matrix $K$). Similar to the prior in 2.5.1, this GP prior couples different $c$ for the same $i$. As the determinant factor in the likelihood couples different $i$ for the same $c$, we cannot simply use the trick of Solak et al. (2003) (who use the posterior distribution of the biases and slopes of Bayesian linear regressions as pseudo-data), but have to apply a more global approximation scheme (see Section 2.6).

This prior deals well with the situation in Figure 2(a), as the pseudo-data corresponding to the two local linear models would have a high probability under this GP prior. On the other hand, the GP prior strongly penalizes situations such as in Figure 2(b), in line with our intuition that the same causal mechanism $f_i$ cannot be a good model for the data of both condition A and B in that case.

### 2.6 Structure priors and scoring structures

We use an approximate Bayesian approach to calculate the posterior probability of a putative causal graph $G$, given the data and prior assumptions. In principle, exact Bayesian scoring would yield automatic regularization (if our assumption that there is no confounding holds true). However, as the posterior distribution is intractable, we have to approximate it. Given a hypothetical causal structure $G$, we numerically optimize the posterior with respect to the parameter and employ the Laplace approximation (Laplace, 1774) to get...
an approximation of the evidence (marginal likelihood) for that structure.

The number of possible causal graphs $G$ grows very quickly as a function of the number of variables: for the Sachs et al. (2005) data, which has $D = 11$ variables, there are about $3.1 \times 10^{22}$ different directed acyclic graphs (DAGs) and $2^{D^2-D} \approx 1.2 \times 10^{33}$ directed graphs. Even though calculating the evidence for a single structure is doable, exhaustive enumeration or scoring is clearly hopeless. Therefore, we use greedy optimization methods (local search) in the hope to find the important modes of the posterior over causal structures. We use simple priors over structures: a flat prior over directed graphs, a flat prior over acyclic graphs, and flat priors over all graphs (either acyclic or all directed graphs) that have at most $n$ edges.

If exact Bayesian inference were feasible, we could either select the best scoring structure, or average over structures according to their evidence, in order to obtain predictions. However, as we are using approximate inference, we will also use stability selection (Meinshausen and Bühlmann, 2010) to assess the stability of posterior edge probabilities.

3 Application on real-world data

In this section, we describe the results of our proposed method on the flow cytometry data set.

3.1 Properties of the data

The data published by Sachs et al. (2005) is a good test case for causal discovery methods for several reasons. First, the high quality of the data: each sample is a multivariate measurement in a single cell (usually, only population averages are measured), the number of data points is large (about $10^4$ in total), and the measurement noise seems to be relatively low. Furthermore, knowledge about the “ground truth” is available, which helps verification of results. Finally, good results have already been demonstrated with acyclic causal discovery methods, but the data is interesting for our purposes as it shows evidence of feedback relationships.

Figure 3(a) shows a subset of the data as a heat map. Table 1 describes the biological background knowledge about the different experimental conditions: which reagent has been added, and what is the known effect of this reagent? We used a subset of 8 of the available 14 experimental conditions. Figure 3(b) shows whether the interventional distributions are significantly different from the observational distribution, for each variable and each experimental condition. Figure 4 shows two scatter plots of the data in two different experimental conditions. Note the almost perfect linear relationship between log-abundance of Raf and Mek in condition 5, which implies that the measurement noise (i.e., the noise added by the measurement device) must be relatively small. This also shows a strong dependence between Raf and Mek, which is expected from the consensus network (where Raf is a direct cause of Mek). On the other hand, note the absence of dependence between Mek and Erk. Assuming the consensus (Mek causes Erk) to be true, this is an example of a faithfulness violation. The data actually shows more such faithfulness violations, which makes causal discovery challenging (but not necessarily impossible, since we do have interventional data). Furthermore, note that the intervention on Mek (condition 5) changes the Raf concentration. So, assuming that the consensus that Raf causes Mek is true, this is an example of feedback. Another example of feedback is that changing the activity of Mek results in a change of abundance of Mek itself. Finally, the figure shows one more aspect of the data: it is censored by the detection limit of the measurement device (i.e., all abundances lower than some threshold $\theta = 1$ are assigned the value $\theta$).

Table 1: Experimental metadata: conditions we used for inferring the causal structure. The information about the type of intervention is used as background knowledge for causal discovery.

<table>
<thead>
<tr>
<th>$c$</th>
<th>Reagent</th>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>none (observational)</td>
</tr>
<tr>
<td>2</td>
<td>Akt-inhibitor</td>
<td>inhibits AKT activity</td>
</tr>
<tr>
<td>3</td>
<td>G0076</td>
<td>inhibits PKC activity</td>
</tr>
<tr>
<td>4</td>
<td>Psitectorigenin</td>
<td>inhibits PIP2 abundance</td>
</tr>
<tr>
<td>5</td>
<td>U0126</td>
<td>inhibits MEK activity</td>
</tr>
<tr>
<td>6</td>
<td>LY294002</td>
<td>changes PIP2/PIP3 mechanisms</td>
</tr>
<tr>
<td>7</td>
<td>PMA</td>
<td>activates PKC activity</td>
</tr>
<tr>
<td>8</td>
<td>β2CAMP</td>
<td>activates PKA activity</td>
</tr>
</tbody>
</table>

3.2 Results

The consensus network and the reconstruction by Sachs et al. (2005) are illustrated in Figure 5.

We experimented with several different combinations of structure and parameter priors. We used hyperparameter $\lambda = 10$ for the linear mechanisms prior (Section 2.5.1), and $\sigma_{\text{in}} = \sigma_{\text{out}} = 10$ for the nonlinear

---

4 However, we did discover an error in the published data: the first 848 measurements of RAF and MEK in the third experimental condition (Akt-inhibitor) are identical to those in the seventh condition (LY294002). We informed the authors about this and decided to ignore this issue here.

4 An alternative explanation of these observations could be non-specificity of the intervention reagents (Eaton and Murphy, 2007).
mechanisms prior (Section 2.5.2), with \( \sigma_{\text{jitter}} = 0.01 \). Using smaller values of the jitter did not yield significantly different results, but increased computation time considerably. Figure 6 shows how the log-evidence depends on \( n \), the maximum number of edges. Each point in the plot is the result of a new greedy optimization from a different random starting point. Especially for higher numbers of edges, local maxima over structures are present, but we often seem to find the global maximum with only a few restarts of the local search procedure. Our stability selection results with a constraint on the maximum number of edges are shown in Figure 5(c) (with acyclic constraint) and Figure 7 (cycles allowed).

In the strongly regularized acyclic case (Figure 5(c)) the precise form of the multitask prior is not very relevant: almost identical results are obtained with the (non)linear prior and/or (non-)Gaussian noise (not shown). The selected edges are very robust. Notice that our reconstruction shows less similarity with the consensus network than the reconstruction of Sachs et al. (2005) (cf. Figure 5(b)). However, when looking more closely at the unexpected edges in our acyclic reconstruction, one sees that they actually explain the data quite well. For example, our finding that Mek causes Raf (instead of vice versa) is consistent with the strong change in Raf abundance due to the Mek inhibitor (condition 5, see also Figure 4 and Figure 3(b)). Similarly, the other unexpected edges in our reconstruction can all be understood qualitatively by combining the information in Figure 3(b) with that in Table 1.

When allowing for cycles, the dependence on the prior is more noticeable (see Figure 7). Nevertheless, there is reasonable agreement between the results for different priors. We see evidence for three two-cycles: Mek \( \leftarrow\rightarrow \) PKC, Akt \( \leftarrow\rightarrow \) Erk and Mek \( \leftarrow\rightarrow \) PKA. When regularizing less strongly by increasing \( n \) (the number of edges), re-
In the acyclic case, parameter estimates conditional on graph structure are very robust. In the cyclic case, this no longer holds, and parameters can often not be estimated reliably from the data (as can be concluded from their posterior variance according to the Laplace approximation, but also from the lack of robustness of their estimates and the occurrence of local maxima of the posterior parameter distribution). Empirically, we observed that the structure of the estimated graph is much more robust, though.

In Table 2 we compare the scores of some of our structures with the score of the consensus structure and that of the reconstruction by Sachs et al. (2005). Unsurprisingly, our scores are always at least as good (because they result from an optimization of scores over structures, whereas the other structures are fixed), but in all cases, the improvement is considerable.

<table>
<thead>
<tr>
<th>Structure &amp; Parameter Prior</th>
<th>Consensus</th>
<th>Sachs</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acyclic, linear, Gaussian</td>
<td>96.5</td>
<td>92.0</td>
<td>83.7</td>
</tr>
<tr>
<td>Cyclic, linear, Gaussian</td>
<td>96.6</td>
<td>92.1</td>
<td>80.4</td>
</tr>
<tr>
<td>Acyclic, nonlinear, Gaussian</td>
<td>87.8</td>
<td>81.8</td>
<td>77.7</td>
</tr>
<tr>
<td>Cyclic, nonlinear, Gaussian</td>
<td>87.8</td>
<td>81.8</td>
<td>76.6</td>
</tr>
<tr>
<td>Cyclic, nonlinear, non-Gaussian</td>
<td>85.4</td>
<td>79.2</td>
<td>72.9</td>
</tr>
</tbody>
</table>

Table 2: Negative log-evidences of our estimated structures (with max. 17 edges) for various structure and parameter priors in comparison with the negative log-evidences of the consensus structure and optimal structure found by Sachs et al. (2005) with the same parameter prior. All values are in units of $10^3$.

In the acyclic case, parameter estimates conditional on graph structure are very robust. In the cyclic case, this no longer holds, and parameters can often not be estimated reliably from the data (as can be concluded from their posterior variance according to the Laplace approximation, but also from the lack of robustness of their estimates and the occurrence of local maxima of the posterior parameter distribution). Empirically, we observed that the structure of the estimated graph is much more robust, though.

In future work, we plan to compare our local linearization approach with other approximations, e.g., FITC (Snelson and Ghahramani, 2006). Also, a way to take into account the information about the sign of the activity intervention may further improve the results. Finally, we hope to find collaborators for experimental data.

4 Discussion

Performing a proper causal analysis of the (Sachs et al., 2005) data is a challenging task for various reasons. First of all, time-series data are absent, so we can only work under the equilibrium assumption. Both confounders and feedback loops are expected to be present. Most of the interventions cannot be appropriately modeled with the standard formalism, the “do-operator” (Pearl, 2000), but need to be modeled in another way. Furthermore, assumptions about the specificity of interventions may be unrealistic. Finally, several strong faithfulness violations seem to be present. This work addresses several of these issues.

Our analysis confirms the hypothesis that several feedback loops are present in the underlying system. We showed that our method gives a more accurate quantitative description of the data at comparable model complexity compared to existing methods. An interesting question from the causal point of view is whether or not our method also gives more accurate predictions for the effects of unseen interventions. We hope to address this question in the future. However, it is likely that it can only be answered definitively by carrying out additional validation experiments.

We observed empirically that in the cyclic case, the parameters are often not identifiable, even though the structure is. This observation has important implications for the ability to make predictions for unseen interventions: even though reliable qualitative predictions seem possible (e.g., “an intervention on $x_i$ has (no) effect on $x_j$”), quantitative predictions depend strongly on the parameter estimates. As the parameters cannot be estimated reliably from this data, the quantitative predictions will be unreliable as well. This does not mean that making such quantitative predictions is hopeless in principle, though. Indeed, the alternative conclusion could simply be that more experimental data is needed in order to do so reliably.

In future work, we plan to compare our local linearization approach with other approximations, e.g., FITC (Snelson and Ghahramani, 2006). Also, a way to take into account the information about the sign of the activity intervention may further improve the results. Finally, we hope to find collaborators for experimental...
validation of our findings.
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Abstract

We show how, and under which conditions, the equilibrium states of a first-order Ordinary Differential Equation (ODE) system can be described with a deterministic Structural Causal Model (SCM). Our exposition sheds more light on the concept of causality as expressed within the framework of Structural Causal Models, especially for cyclic models.

1 Introduction

Over the last few decades, a comprehensive theory for acyclic causal models was developed (e.g., see (Pearl, 2000; Spirtes et al., 1993)). In particular, different, but related, approaches to causal inference and modeling have been proposed for the causally sufficient case. These approaches are based on different starting points. One approach starts from the (local or global) causal Markov condition and links observed independences to the causal graph. Another approach uses causal Bayesian networks to link a particular factorization of the joint distribution of the variables to causal semantics. The third approach uses a structural causal model (sometimes also called structural equation model or functional causal model) where each effect is expressed as a function of its direct causes and an unobserved noise variable. The relationships between these approaches are well understood (Lauritzen, 1996; Pearl, 2000).

Over the years, several attempts have been made to extend the theory to the cyclic case, thereby enabling causal modeling of systems that involve feedback (Spirtes, 1995; Koster, 1996; Pearl and Dechter, 1996; Neal, 2000; Hyttinen et al., 2012). However, the relationships between the different approaches mentioned before do not immediately generalize to the cyclic case in general (although partial results are known for the linear case and the discrete case). Nevertheless, several algorithms (starting from different assumptions) have been proposed for inferring cyclic causal models from observational data (Richardson, 1996; Lacerda et al., 2008; Schmidt and Murphy, 2009; Itani et al., 2010; Mooij et al., 2011).

The most straightforward extension to the cyclic case seems to be offered by the structural causal model framework. Indeed, the formalism stays intact when one simply drops the acyclicity constraint. However, the question then arises how to interpret cyclic structural equations. One option is to assume an underlying discrete-time dynamical system, in which the structural equations are used as fixed point equations (Spirtes, 1995; Dash, 2005; Lacerda et al., 2008; Mooij et al., 2011; Hyttinen et al., 2012), i.e., they are used as update rules to calculate the values at time $t+1$ from the values at time $t$, and then one lets $t \to \infty$. Here we show how an alternative interpretation of structural causal models arises naturally when considering systems of ordinary differential equations. By considering how these differential equations behave in an equilibrium state, we arrive at a structural causal model that is time independent, yet where the causal semantics pertaining to interventions is still valid. As opposed to the usual interpretation as discrete-time fixed point equations, the continuous-time dynamics is not defined by the structural equations. Instead, we describe how the structural equations arise from the given dynamics. Thus it becomes evident that different dynamics can yield identical structural causal models. This interpretation sheds more light on the meaning of structural equations, and does not make any substantial distinction between the cyclic and acyclic cases.

It is sometimes argued that inferring causality amounts to simply inferring the time structure connecting the observed variables, since the cause always preceeds the effect. This, however, ignores two important facts: First, time order between two variables
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2 Ordinary Differential Equations

Let $\mathcal{I} := \{1, \ldots, D\}$ be an index set of variable labels. Consider variables $X_i \in \mathcal{R}_i$ for $i \in \mathcal{I}$, where $\mathcal{R}_i \subseteq \mathbb{R}^{d_i}$. We use normal font for a single variable and boldface for a tuple of variables $X_I \in \prod_{i \in I} \mathcal{R}_i$ with $I \subseteq \mathcal{I}$. Formally, we define $X_I := \prod_{i \in I} X_i$.

2.1 Observational system

Consider a dynamical system $D$ described by $D$ coupled first-order ordinary differential equations and an initial condition $X_0 \in \mathcal{R}_I$:

$$\dot{X}_i(t) = f_i(X_{pa_D(i)}), \quad X_i(0) = (X_0)_i \quad \forall i \in \mathcal{I} \quad (1)$$

Here, $pa_D(i) \subset \mathcal{I}$ is the set of (indices of) parents of variable $X_i$, and each $f_i : \mathcal{R}_{pa_D(i)} \rightarrow \mathcal{R}_i$ is a (sufficiently smooth) function. This dynamical system is assumed to describe the “natural” or “observational” state of the system, without any intervention from outside. We will assume that if $j \in pa_D(i)$, then $f_i$ depends on $X_j$ (in other words, $f_i$ should not be constant when varying $X_j$). Slightly abusing terminology, we will henceforth call such a dynamical system $D$ an Ordinary Differential Equation (ODE).

The structure of these differential equations can be represented as a directed graph $\mathcal{G}_D$, with one node for each variable and a directed edge from $X_i$ to $X_j$ if and only if $\dot{X}_j$ depends on $X_i$.

2.1.1 Example: the Lotka-Volterra model

The Lotka-Volterra model (Murray, 2002) is a well-known model from population biology, modeling the mutual influence of the abundance of prey $X_1 \in [0, \infty)$ (e.g., rabbits) and the abundance of predators $X_2 \in \mathbb{R}_+$.

We use normal font for a single variable and boldface for a tuple of variables $X_I \in \prod_{i \in I} \mathcal{R}_i$ with $I \subseteq \mathcal{I}$.

Figure 1: (a) Graph of the Lotka-Volterra model (2); (b) Graph of the same ODE after the intervention $do(X_2 = \xi_2)$, corresponding with (5).

2.2 Intervened system

Interventions on the system $D$ described in (1) can be modeled in different ways. Here we will focus on “perfect interventions: for a subset $I \subseteq \mathcal{I}$ of components, we force the value of $X_I$ to attain some value $\xi_I \in \mathcal{R}_I$.

On the level of the ODE, there are many ways of realizing a given perfect intervention. One possible way is to add terms of the form $\kappa(\xi_i - X_i)$ (with $\kappa > 0$) to the expression for $\dot{X}_i$, for all $i \in I$:

$$\dot{X}_i(t) = \begin{cases} f_i(X_{pa_D(i)}) + \kappa(\xi_i - X_i) & i \in I \\ f_i(X_{pa_D(i)}) & i \in \mathcal{I} \setminus I, \end{cases} \quad X_i(0) = (X_0)_i \quad (3)$$

This would correspond to extending the system by components that monitor the values of $\{X_i\}_{i \in I}$ and exert negative feedback if they deviate from their target values $\{\xi_i\}_{i \in I}$. Subsequently, we let $\kappa \rightarrow \infty$ to consider the idealized situation in which the intervention completely overrides the other mechanisms that normally determine the value of $X_I$. Under suitable regularity conditions, we can let $\kappa \rightarrow \infty$ and obtain the intervened system $D_{do(X_I = \xi_I)}$:

$$\dot{X}_i(t) = \begin{cases} 0 & i \in I \\ f_i(X_{pa_D(i)}) & i \in \mathcal{I} \setminus I, \end{cases} \quad X_i(0) = \begin{cases} \xi_i & i \in I \\ (X_0)_i & i \in \mathcal{I} \setminus I \end{cases} \quad (4)$$

Note that $X_1$ can be a parent of itself.

---

\[\text{does not tell us whether the earlier one caused the later one, or whether both are due to a common cause. This paper addresses a second counter argument: a variable need not necessarily refer to a measurement performed at a certain time instance. Instead, a causal graph may formalize how intervening on some variables influences the equilibrium state of others. This describes a phenomenological level on which the original time structure between variables disappears, but causal graphs and structural equations may still be well-defined. On this level, also cyclic structural equations get a natural and well-defined meaning.} \]

For simplicity, we consider only deterministic systems, and leave the extension to stochastic systems with possible confounding as future work.
A perfect intervention changes the graph $G_D$ associated to the ODE $D$ by removing the incoming arrows on the nodes corresponding to the intervened variables $\{X_i\}_{i \in I}$. It also changes the parent sets of intervened variables: for each $i \in I$, $pa_D(i)$ is replaced by $pa_{D_{\text{do}}}(X_i=\xi_I)(i) = \emptyset$.

### 2.2.1 Example: Lotka-Volterra model

Let us return to the example in section 2.1.1. In this context, consider the perfect intervention $do(X_2 = \xi_2)$. This intervention could be realized by monitoring the abundance of wolves very precisely and making sure that the number equals the target value $\xi_2$ at all time (for example, by killing an excess of wolves and introducing new wolves from some reservoir of wolves). This leads to the following intervened ODE:

\[
\begin{align*}
\dot{X}_1 &= X_1(\theta_{11} - \theta_{12}X_2) \\
\dot{X}_2 &= 0
\end{align*}
\]

The corresponding intervened graph is illustrated in Figure 1(b).

### 2.3 Stability

An important concept in our context is stability, defined as follows:

**Definition 1** The ODE $D$ specified in (1) is called stable if there exists a unique equilibrium state $X^* \in \mathcal{R}_T$ such that for any initial state $X_0 \in \mathcal{R}_T$, the system converges to this equilibrium state as $t \to \infty$:

\[
\exists! X^* \in \mathcal{R}_T \forall X_0 \in \mathcal{R}_T : \lim_{t \to \infty} X(t) = X^*.
\]

One can weaken the stability condition by demanding convergence to and uniqueness of the equilibrium only for a certain subset of all initial states. For clarity of exposition, we will use this strong stability condition.

We can extend this concept of stability by considering a certain set of perfect interventions:

**Definition 2** Let $J \subseteq \mathcal{P}(\mathcal{I})$. The ODE $D$ specified in (1) is called stable with respect to $J$ if for all $I \in J$ and for all $\xi_I \in \mathcal{R}_I$, the intervened ODE $D_{\text{do}}(X_i=\xi_I)$ has a unique equilibrium state $X^*_{\text{do}}(X_i=\xi_I) \in \mathcal{R}_T$ such that for any initial state $X_0 \in \mathcal{R}_T$ with $(X_0)_I = \xi_I$, the system converges to this equilibrium as $t \to \infty$:

\[
\exists! X^*_{\text{do}}(X_i=\xi_I) \in \mathcal{R}_T \forall X_0 \in \mathcal{R}_T : \lim_{t \to \infty} X(t) = X^*_{\text{do}}(X_i=\xi_I).
\]

This definition can also be weakened by not demanding stability for all $\xi_I \in \mathcal{R}_I$, but for smaller subsets instead. Again, we will use this strong condition for clarity of exposition, although in a concrete example to be discussed later (see Section 2.3.2), we will actually weaken the stability assumption along these lines.

#### 2.3.1 Example: the Lotka-Volterra model

The ODE (2) of the Lotka-Volterra model is not stable, as discussed in detail by Murray (2002). Indeed, it has two equilibrium states, $(X_1^*, X_2^*) = (0, 0)$ and $(X_1^*, X_2^*) = (\theta_{22}/\theta_{21}, \theta_{11}/\theta_{12})$. The Jacobian of the dynamics is given by:

\[
\nabla f(X) = \begin{pmatrix}
\theta_{11} - \theta_{12}X_2 & -\theta_{12}X_1 \\
\theta_{21}X_2 & -\theta_{22} + \theta_{21}X_1
\end{pmatrix}
\]

In the first equilibrium state, it has a positive and a negative eigenvalue ($\theta_{11}$ and $-\theta_{22}$, respectively), and hence this equilibrium is unstable. In the second equilibrium state it has two imaginary eigenvalues, $\pm i \sqrt{\theta_{11} \theta_{22}}$. One can show (Murray, 2002) that the steady state of the system is an undamped oscillation around this equilibrium.

The intervened system (5) is only generically stable, i.e., for most values of $\xi_2$: the unique stable equilibrium state is $(X_1^*, X_2^*) = (0, \xi_2)$ as long as $\theta_{11} - \theta_{12}\xi_2 \neq 0$. If $\theta_{11} - \theta_{12}\xi_2 = 0$, there exists a family of equilibria $(X_1^*, X_2^*) = (c, \xi_2)$ with $c \geq 0$.

#### 2.3.2 Example: damped harmonic oscillators

The favorite toy example of physicists is a system of coupled harmonic oscillators. Consider a one-dimensional system of $D$ point masses $m_i$ ($i = 1, \ldots, D$) with positions $Q_i \in \mathbb{R}$ and momenta $P_i \in \mathbb{R}$, coupled by springs with spring constants $k_i$ and equilibrium lengths $l_i$, under influence of friction with friction coefficients $b_i$, with fixed end positions $Q = 0$ and $Q = L$ (see also Figure 2).

We first sketch the qualitative behavior: there is a unique equilibrium position where the sum of forces vanishes for every single mass. Moving one or several masses out of their equilibrium position stimulates vibrations of the entire system. Damped by friction, every mass converges to its unique and stable equilibrium position in the limit of $t \to \infty$. If one or several

---

For a set $A$, we denote with $\mathcal{P}(A)$ the power set of $A$ (the set of all subsets of $A$).
The equations of motion for this system are given by:

\[ \dot{P}_i = k_i(Q_{i+1} - Q_i - l_i) - k_{i-1}(Q_i - Q_{i-1} - l_{i-1}) - \frac{b_i}{m_i} P_i \]
\[ \dot{Q}_i = P_i/m_i \]

where we define \( Q_0 := 0 \) and \( Q_{D+1} := L \). The graph of this ODE is depicted in Figure 3(a). At equilibrium (for \( t \to \infty \)), all momenta vanish, and the following equilibrium equations hold:

\[ 0 = k_i(Q_{i+1} - Q_i - l_i) - k_{i-1}(Q_i - Q_{i-1} - l_{i-1}) \]
\[ 0 = P_i \]

which is a linear system of equations in terms of the \( Q_i \). There are \( D \) equations for \( D \) unknowns \( Q_1, \ldots, Q_D \), and one can easily check that it has a unique solution.

A perfect intervention on \( Q_i \) corresponds to fixating the position of the \( i \)th mass. Physically, this is achieved by adding a force that drives \( Q_i \) to some fixed location, i.e., the intervention on \( Q_i \) is achieved through modifying the equation of motion for \( P_i \). To deal with this example in our framework, we consider the pairs \( Q_i := (Q_i, P_i) \in \mathbb{R}^2 \) to be the elementary variables. Consider for example the perfect intervention \( \text{do}(X_2 = (\xi_2, 0)) \), which effectively replaces the dynamical equations \( \dot{Q}_2 \) and \( \dot{P}_2 \) by \( \dot{Q}_2 = 0 \), \( \dot{P}_2 = 0 \) and their initial conditions by \( (Q_0)_2 = \xi_2 \), \( (P_0)_2 = 0 \).

The graph of the corresponding ODE is depicted in Figure 3(b). Because of the friction, also this intervened system converges to a unique equilibrium that does not depend on the initial value.

This holds more generally: for any perfect intervention on (any number) of pairs \( X_i \) of the type \( \text{do}(X_i = (\xi_i, 0)) \), the intervened system will converge towards a unique equilibrium because of the damping term. Interventions that result in a nonzero value for any momentum \( P_i \) while the corresponding position is fixed are physically impossible, and hence will not be considered. Concluding, we have seen that the mass-spring system is stable with respect to perfect interventions on any number of position variables, which we model mathematically as a joint intervention on the corresponding pairs of position and momentum variables.

3 Equilibrium equations

In this section, we will study how the dynamical equations give rise to equilibrium equations that describe equilibrium states, and how these change under perfect interventions. This is an intermediate representation on our way to structural causal models.

3.1 Observational system

At equilibrium, the rate of change of any variable is zero, by definition. Therefore, an equilibrium state of the observational system \( \mathcal{D} \) defined in (1) satisfies the following equilibrium equations:

\[ 0 = f_i(X_{paD(i)}) \quad \forall i \in \mathcal{I}. \quad (6) \]

This is a set of \( D \) coupled equations with unknowns \( X_1, \ldots, X_D \). The stability assumption (cf. Definition 1) implies that there exists a unique solution \( X^* \) of the equilibrium equations (6).

3.2 Intervened system

Similarly, for the intervened system \( \mathcal{D}_{\text{do}(X_i = \xi_i)} \) defined in (4), we obtain the following equilibrium equations:

\[ \begin{align*}
0 &= X_i - \xi_i & \forall i & \in \mathcal{I} \\
0 &= f_j(X_{paD(j)}) & \forall j & \in \mathcal{I} \setminus \mathcal{I} 
\end{align*} \quad (7) \]

If the system is stable with respect to this intervention (cf. Definition 2), then there exists a unique solution \( X^*_{\text{do}(X_i = \xi_i)} \) of the intervened equilibrium equations (7).

Note that we can also go directly from the equilibrium equations (6) of the observational system \( \mathcal{D} \) to the equilibrium equations (7) of the intervened system.
\( \mathcal{D}_{do(X_1=\xi_1)} \), simply by replacing the equilibrium equations \( 0 = f_i(X_{pa(i)}(i)) \) for \( i \in I \) by equations of the form \( 0 = X_i - \xi_i \). Indeed, note that the modified dynamical equation

\[
\dot{X}_i = f_i(X_{pa(i)}) + \kappa(\xi_i - X_i)
\]
yields an equilibrium equation of the form

\[
0 = f_i(X_{pa(i)}) + \kappa(\xi_i - X_i)
\]

which, in the limit \( \kappa \to \infty \), reduces to \( 0 = X_i - \xi_i \). This seemingly trivial observation will turn out to be quite important.

### 3.3 Labeling equilibrium equations

If we would consider the equilibrium equations as a set of unlabeled equations \( \{E_i : i \in I\} \), where \( E_i \) denotes the equilibrium equation \( 0 = f_i(X_{pa(i)}) \) (or \( 0 = X_i - \xi_i \) after an intervention) for \( i \in I \), then we will not be able to correctly predict the result of interventions, as we do not know which of the equilibrium equations should be changed in order to model the particular intervention. This information is present in the dynamical system \( \mathcal{D} \) (indeed, the terms “\( X_i \)” in the l.h.s. of the dynamical equations in (1) indicate the targets of the intervention), but is lost when considering the corresponding equilibrium equations (6) as an unlabeled set (because the terms “\( X_i \)” have all been replaced by zeroes).

This important information can be preserved by labeling the equilibrium equations. Indeed, the labeled set of equilibrium equations \( \mathcal{E} := \{(i, E_i) : i \in I\} \) contains all information needed to predict how equilibrium states change on arbitrary (perfect) interventions. Under an intervention \( do(X_1=\xi_1) \), the equilibrium equations are changed as follows: for each intervened component \( i \in I \), the equilibrium equation \( E_i \) is replaced by the equation \( \dot{E}_i \) defined as \( \dot{E}_i := 0 = X_i - \xi_i \), whereas the other equilibrium equations \( E_j \) for \( j \in \mathcal{I} \setminus I \) do not change. If the dynamical system is stable with respect to this intervention, this modified system of equilibrium equations describes the new equilibrium obtained under the intervention. We conclude that the information about the values of equilibrium states and how these change under perfect interventions is encoded in the labeled equilibrium equations.

### 3.4 Labeled equilibrium equations

The previous considerations motivate the following formal definition of a system of Labeled Equilibrium Equations (LEE) and its semantics under interventions.

**Definition 3** A system of Labeled Equilibrium Equations (LEE) \( \mathcal{E} \) for \( D \) variables \( \{X_i\}_{i \in I} \) with \( \mathcal{I} := \{1, \ldots, D\} \) consists of \( D \) labeled equations of the form

\[
\mathcal{E}_i : \quad 0 = g_i(X_{pa(i)}), \quad i \in I,
\]

where \( pa(i) \subseteq I \) is the set of (indices of) parents of variable \( X_i \), and each \( g_i : \mathcal{R}_{pa(i)} \to \mathcal{R}_i \) is a function.

The structure of an LEE \( \mathcal{E} \) can be represented as a directed graph \( \mathcal{G}_E \), with one node for each variable and a directed edge from \( X_i \) to \( X_j \) (with \( j \neq i \)) if and only if \( \mathcal{E}_i \) depends on \( X_j \).

A perfect intervention transforms an LEE into another (intervened) LEE:

**Definition 4** Let \( I \subseteq \mathcal{I} \) and \( \xi_1 \in \mathcal{R}_I \). For the perfect intervention \( do(X_1=\xi_1) \) that forces the variables \( X_1 \) to take the value \( \xi_1 \), the intervened LEE \( \mathcal{E}_{do(X_1=\xi_1)} \) is obtained by replacing the labeled equations of the original LEE \( \mathcal{E} \) by the following modified labeled equations:

\[
0 = \begin{cases} 
X_i - \xi_i & i \in I \\
g_i(X_{pa(i)}) & i \in \mathcal{I} \setminus I.
\end{cases}
\]

We define the concept of solvability for LEEs that mirrors the definition of stability for ODEs:

**Definition 5** An LEE \( \mathcal{E} \) is called solvable if there exists a unique solution \( X^* \) to the system of (labeled) equations \( \{E_i\} \). An LEE \( \mathcal{E} \) is called solvable with respect to \( J \subseteq \mathcal{P}(\mathcal{I}) \) if for all \( I \in J \) and for all \( \xi_1 \in \mathcal{R}_I \), the intervened LEE \( \mathcal{E}_{do(X_1=\xi_1)} \) is solvable.

As we saw in the previous section, an ODE induces an LEE in a straightforward way. The graph \( \mathcal{G}_E \) of the induced LEE \( \mathcal{E}_D \) is equal to the graph \( \mathcal{G}_D \) of the ODE \( \mathcal{D} \). It is immediate that if the ODE \( \mathcal{D} \) is stable, then the induced LEE \( \mathcal{E}_D \) is solvable. As we saw at the end of Section 3.2, our ways of modeling interventions on ODEs and on LEEs are compatible. We will spell out this important result in detail.

**Theorem 1** Let \( \mathcal{D} \) be an ODE, \( I \subseteq \mathcal{I} \) and \( \xi_1 \in \mathcal{R}_I \).

(i) Applying the perfect intervention \( do(X_1=\xi_1) \) to the induced LEE \( \mathcal{E}_D \) gives the same result as constructing the LEE corresponding to the intervened ODE \( \mathcal{D}_{do(X_1=\xi_1)} \):

\[
(\mathcal{E}_D)_{do(X_1=\xi_1)} = \mathcal{E}_{\mathcal{D}_{do(X_1=\xi_1)}}.
\]

(ii) Stability of the intervened ODE \( \mathcal{D}_{do(X_1=\xi_1)} \) implies solvability of the induced intervened LEE \( \mathcal{E}_{\mathcal{D}_{do(X_1=\xi_1)}} \), and the corresponding equilibrium and solution \( \mathcal{X}_{\mathcal{D}_{do(X_1=\xi_1)}} \) are identical. \( \square \)
3.4.1 Example: damped harmonic oscillators

Consider again the example of the damped, coupled harmonic oscillators of section 2.3.2. The labeled equilibrium equations are given explicitly by:

\[
\begin{align*}
\mathcal{E}_i : & \quad \begin{cases} 
0 = k_i(Q_{i+1} - Q_i - l_i) \\
- k_{i-1}(Q_i - Q_{i-1} - l_{i-1}) \\
0 = P_i 
\end{cases} 
\end{align*}
\]

(10)

4 Structural Causal Models

In this section we will show how an LEE representation can be mapped to the more popular representation of Structural Causal Models, also known as Structural Equation Models (Bollen, 1989). We follow the terminology of Pearl (2000), but consider here only the subclass of deterministic SCMs.

4.1 Observational system

The following definition is a special case of the more general definition in (Pearl, 2000, Section 1.4.1):

Definition 6 A deterministic Structural Causal Model (SCM) \( M \) on \( D \) variables \( \{X_i\}_{i \in I} \) with \( I := \{1, \ldots, D\} \) consists of \( D \) structural equations of the form

\[
X_i = h_i(X_{pa_M(i)}), \quad i \in I, 
\]

(11)

where \( pa_M(i) \subseteq I \setminus \{i\} \) is the set of (indices of) parents of variable \( X_i \), and each \( h_i : \mathcal{R}_{pa_M(i)} \rightarrow \mathcal{R}_i \) is a function.

Each structural equation contains a function \( h_i \) that depends on the components of \( X \) in \( pa_M(i) \). We think of the parents \( pa_M(i) \) as the direct causes of \( X_i \) (relative to \( X_{\bar{i}} \)) and the function \( h_i \) as the causal mechanism that maps the direct causes to the effect \( X_i \). Note that the l.h.s. of a structural equation by definition contains only \( X_i \), and that the r.h.s. is a function of variables excluding \( X_i \) itself. In other words, \( X_i \) is not considered to be a direct cause of itself. The structure of an SCM \( M \) is often represented as a directed graph \( \mathcal{G}_M \), with one node for each variable and a directed edge from \( X_i \) to \( X_j \) (with \( j \neq i \)) if and only if \( h_i \) depends on \( X_j \). Note that this graph does not contain “self-loops” (edges pointing from a node to itself), by definition.

4.2 Intervened system

A Structural Causal Model \( M \) comes with a specific semantics for modeling perfect interventions (Pearl, 2000):

Definition 7 Let \( I \subseteq \mathcal{I} \) and \( \xi_I \in \mathcal{R}_I \). For the perfect intervention \( do(X_I = \xi_I) \) that forces the variables \( X_I \) to take the value \( \xi_I \), the intervened SCM \( \mathcal{M}_{do(X_I=\xi_I)} \) is obtained by replacing the structural equations of the original SCM \( M \) by the following modified structural equations:

\[
X_i = \begin{cases} 
\xi_i & i \in I \\
h_i(X_{pa_M(i)}) & i \in \mathcal{I} \setminus I. 
\end{cases}
\]

(12)

The reason that the equations in a SCM are called “structural equations” (instead of simply “equations”) is that they also contain information for modeling interventions, in a similar way as the labeled equilibrium equations contain this information. In particular, the l.h.s. of the structural equations indicate the targets of an intervention.

4.3 Solvability

Similarly to our definition for LEEs, we define:

Definition 8 An SCM \( M \) is called solvable if there exists a unique solution \( X^* \) to the system of structural equations. An SCM \( M \) is called solvable with respect to \( J \subseteq \mathcal{P}(\mathcal{I}) \) if for all \( I \in J \) and for all \( \xi_I \in \mathcal{R}_I \), the intervened SCM \( \mathcal{M}_{do(X_I=\xi_I)} \) is solvable.

Note that each (deterministic) SCM \( M \) with acyclic graph \( \mathcal{G}_M \) is solvable, even with respect to the set of all possible intervention targets, \( \mathcal{P}(\mathcal{I}) \). This is not necessarily true if directed cycles are present.

4.4 From labeled equilibrium equations to deterministic SCMs

Finally, we will now show that under certain stability assumptions on an ODE \( D \), we can represent the information about (intervened) equilibrium states that is contained in the corresponding set of labeled equilibrium equations \( \mathcal{E}_D \) as an SCM \( \mathcal{M}_{\mathcal{E}_D} \).

First, given an LEE \( \mathcal{E} \), we will construct an induced SCM \( \mathcal{M}_\mathcal{E} \), provided certain solvability conditions hold:

Definition 9 If the LEE \( \mathcal{E} \) is solvable with respect to \( \{\mathcal{I} \setminus \{i\}\}_{i \in \mathcal{I}} \), it is called structurally solvable.

If the LEE \( \mathcal{E} \) is structurally solvable, we can proceed as follows. Let \( i \in \mathcal{I} \) and write \( I_i := \mathcal{I} \setminus \{i\} \).
\{i\}. We define the induced parent set \( \text{pa}_{\text{ME}(i)} := \text{pa}_E(i) \setminus \{i\} \). Assuming structural solvability of \( E \), under the perfect intervention \( \text{do}(X_i = \xi_i) \), there is a unique solution \( X^*_\text{do}(X_i = \xi_i) \) to the intervened LEE, for any value of \( \xi_i \in \mathcal{X}_i \). This defines a function \( h_i : \mathcal{R}_{\text{pa}_{\text{ME}(i)}} \rightarrow \mathcal{R}_i \) given by the \( i \)’th component \( h_i(\xi_{\text{pa}_{\text{ME}(i)}}) := (X^*_\text{do}(X_i = \xi_i))^i \). The \( i \)’th structural equation of the induced SCM \( \mathcal{M}_E \) is defined as:

\[
X_i = h_i(X_{\text{pa}_{\text{ME}(i)}}(i)).
\]

Note that this equation is equivalent to the labeled equation \( \xi_i \) in the sense that they have identical solution sets \( \{(X_i^*, X^*_{\text{pa}_{\text{ME}(i)}}(i))\} \). Repeating this procedure for all \( i \in \mathcal{I} \), we obtain the induced SCM \( \mathcal{M}_E \).

This construction is designed to preserve the important mathematical structure. In particular:

**Lemma 1** Let \( E \) be an LEE, \( I \subseteq \mathcal{I} \) and \( \xi_i \in \mathcal{X}_i \) and consider the perfect intervention \( \text{do}(X_i = \xi_i) \). Suppose that both the LEE \( E \) and the intervened LEE \( \mathcal{E}_{\text{do}(X_i = \xi_i)} \) are structurally solvable. (i) Applying the intervention \( \text{do}(X_i = \xi_i) \) to the induced SCM \( \mathcal{M}_E \) gives the same result as constructing the SCM corresponding to the intervened LEE \( \mathcal{E}_{\text{do}(X_i = \xi_i)} \):

\[
(\mathcal{M}_E)_{\text{do}(X_i = \xi_i)} = \mathcal{M}_{\mathcal{E}_{\text{do}(X_i = \xi_i)}}.
\]

(ii) Solvability of the intervened LEE \( \mathcal{E}_{\text{do}(X_i = \xi_i)} \) implies solvability of the induced intervened SCM \( \mathcal{M}_{\mathcal{E}_{\text{do}(X_i = \xi_i)}} \) and their respective solutions \( X^*_{\text{do}(X_i = \xi_i)} \) are identical.

**Proof.** The first statement directly follows from the construction of the induced SCM. The key observation regarding solvability is the following. From the construction above it directly follows that for all \( i \in \mathcal{I} \):

\[
\forall x_{\text{pa}_E(i)} \in \mathcal{R}_{\text{pa}_E(i)} :
0 = g_i(x_{\text{pa}_E(i)}) \iff X_i = h_i(x_{\text{pa}_E(i)} \setminus \{i\}).
\]

This trivially implies:

\[
\forall x \in \mathcal{R} : 0 = g_i(x_{\text{pa}_E(i)}) \iff X_i = h_i(x_{\text{pa}_{\text{ME}(i)}}(i)).
\]

This means that each simultaneous solution of all labeled equations is a simultaneous solution of all structural equations, and vice versa:

\[
\forall x \in \mathcal{R} : \left[ \forall i \in I : 0 = g_i(x_{\text{pa}_E(i)}) \right]
\iff \left[ \forall i \in I : X_i = h_i(x_{\text{pa}_{\text{ME}(i)}}(i)) \right].
\]

The crucial point is that this still holds if an intervention replaces some of the equations (by \( 0 = X_i - \xi_i \) and \( X_i = \xi_i \), respectively, for all \( i \in I \)). □

### 4.5 From ODEs to deterministic SCMs

We can now combine all the results and definitions so far to construct a deterministic SCM from an ODE under certain stability conditions. We define:

**Definition 10** An ODE \( \mathcal{D} \) is called structurally stable if for each \( i \in \mathcal{I} \), the ODE \( \mathcal{D} \) is stable with respect to \{\mathcal{I} \setminus \{i\}\} \in I.

Consider the diagram in Figure 4. Here, the labels of the arrows correspond with the numbers of the sections that discuss the corresponding mapping. The downward mappings correspond with a particular intervention \( \text{do}(X_i = \xi_i) \), applied at the different levels (ODE, induced LEE, induced SCM). Our main result:

**Theorem 2** If both the ODE \( \mathcal{D} \) and the intervened ODE \( \mathcal{D}_{\text{do}(X_i = \xi_i)} \) are structurally stable, then: (i) The diagram in Figure 4 commutes.\footnote{This means that it does not matter in which direction one follows the arrows, the end result will be the same.} (ii) If furthermore, the intervened ODE \( \mathcal{D}_{\text{do}(X_i = \xi_i)} \) is stable, the induced intervened SCM \( \mathcal{M}_{\mathcal{E}_{\text{do}(X_i = \xi_i)}} \) has a unique solution that coincides with the stable equilibrium of the intervened ODE \( \mathcal{D}_{\text{do}(X_i = \xi_i)} \).

**Proof.** Immediate from Theorem 1 and Lemma 1. □

Note that even though the ODE may contain self-loops (i.e., the time derivative \( \dot{X}_i \) could depend on \( X_i \) itself, and hence \( i \in \text{pa}_E(i) \)), the induced SCM \( \mathcal{M}_{\mathcal{E}_{\mathcal{D}}} \) does not contain self-loops by construction (i.e., \( i \notin \text{pa}_{\text{ME}(i)} \)). Somewhat surprisingly, the structural stability conditions actually imply the existence of self-loops (because if \( X_i \) would not occur in the equilibrium equation \( \mathcal{E}_D \), its value would be undetermined and hence the equilibrium would not be unique).

Whether one prefers the SCM representation over the LEE representation is mainly a matter of practical considerations: both representations contain all the necessary information to predict the results of arbitrary perfect interventions, and one can easily go from the LEE representation to the SCM representation. One can also easily go in the opposite direction, but this cannot be done in a unique way. For example, one could rewrite each structural equation \( X_i = h_i(\mathbf{X}_{\text{pa}_E(i)}) \) as the equilibrium equation \( 0 = h_i(\mathbf{X}_{\text{pa}_E(i)}) \), but also as the equilibrium equation \( 0 = h_i^3(\mathbf{X}_{\text{pa}_E(i)}) - X_i^3 \) (in both cases, it would be given the label \( i \)).

In case the dynamics contains no directed cycles (not considering self-loops), the advantage of the SCM representation is that it is more explicit. Starting at the variables without parents, and following the topological ordering of the corresponding directed acyclic graph, we can directly compute the equilibrium value of each variable.
4.5.1 Example: damped harmonic oscillators

Figure 5 shows the graph of the structural causal model induced by our construction. It reflects the intuition that at equilibrium, (the position of) each mass has a direct causal influence on (the positions of) its neighbors. Observing that the momentum variables always vanish at equilibrium (even for any perfect intervention that we consider), we can decide that the only relevant variables for the SCM are the position variables $Q_i$. Then, we end up with the following structural equations:

$$Q_i = \frac{k_i(Q_{i+1} - l_i) + k_{i-1}(Q_{i-1} + l_{i-1})}{k_i + k_{i+1}}.$$  (13)

5 Discussion

In many empirical sciences (physics, chemistry, biology, etc.) and in engineering, differential equations are a common modeling tool. When estimating system characteristics from data, they are especially useful if measurements can be done on the relevant time scale. If equilibration time scales become too small with respect to the temporal resolution of measurements, however, the more natural representation may be in terms of structural causal models. The main contribution of this work is to build an explicit bridge from the world of differential equations to the world of causal models. Our hope is that this may aid in broadening the impact of causal modeling.

Note that information is lost when going from a dynamical system representation to an equilibrium representation (either LEE or SCM), in particular the rate of convergence toward equilibrium. If time-series data is available, the most natural representation may be the dynamical system representation. If only snapshot data or equilibrium data is available, the dynamical system representation can be considered to be overly complicated, and one may use the LEE or SCM representation instead.

We have shown one particular way in which structural causal models can be “derived”. We do not claim that this is the only way: on the contrary, SCMs can probably be obtained in several other ways and from other representations as well. A recent example is the derivation of SCMs from stochastic differential equations (Sokol and Hansen, 2013). Other related work on differential equations and causality is (Voortman et al., 2010; Iwasaki and Simon, 1994).

We intend to extend the basic framework described here towards the more general stochastic case. Uncertainty or “noise” can enter in different ways: via uncertainty about (constant) parameters of the differential equations, via uncertainty about the initial condition (in the case of constants of motion) and via latent variables (in the case of confounding).
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Abstract

We propose one-class support measure machines (OCSMMs) for group anomaly detection. Unlike traditional anomaly detection, OCSMMs aim at recognizing anomalous aggregate behaviors of data points. The OCSMMs generalize well-known one-class support vector machines (OCSVMs) to a space of probability measures. By formulating the problem as quantile estimation on distributions, we can establish interesting connections to the OCSVMs and variable kernel density estimators (VKDEs) over the input space on which the distributions are defined, bridging the gap between large-margin methods and kernel density estimators. In particular, we show that various types of VKDEs can be considered as solutions to a class of regularization problems studied in this paper. Experiments on Sloan Digital Sky Survey dataset and High Energy Particle Physics dataset demonstrate the benefits of the proposed framework in real-world applications.

1 Introduction

Anomaly detection is one of the most important tools in all data-driven scientific disciplines. Data that do not conform to the expected behaviors often bear some interesting characteristics and can help domain experts better understand the problem at hand. However, in the era of data explosion, the anomaly may appear not only in the data themselves, but also as a result of their interactions. The main objective of this paper is to investigate the latter type of anomalies. To be consistent with the previous works (Póczos et al. 2011, Xiong et al. 2011a,b), we will refer to this problem as a group anomaly detection, as opposed to a traditional point anomaly detection.

Figure 1: An illustration of two types of group anomalies. An anomalous group may be a group of anomalous samples which is easy to detect (unfilled points). In this paper, we are interested in detecting anomalous groups of normal samples (filled points) which is more difficult to detect because of the higher-order statistics. Note that group anomaly we are interested in can only be observed in the space of distributions.

Like traditional point anomaly detection, the group anomaly detection refers to a problem of finding patterns in groups of data that do not conform to expected behaviors (Póczos et al. 2011, Xiong et al. 2011a,b). That is, an ultimate goal is to detect interesting aggregate behaviors of data points among several groups. In principle, anomalous groups may consist of individually anomalous points, which are relatively easy to detect. On the other hand, anomalous groups of relatively normal points, whose behavior as a group is unusual, is much more difficult to detect. In this work, we are interested in the latter type of group anomalies. Figure 1 illustrates this scenario.

Group anomaly detection may shed light in a wide range of applications. For example, a Sloan Digital Sky Survey (SDSS) has produced a tremendous amount of astronomical data. It is therefore very crucial to detect rare objects such as stars, galaxies, or quasars that might lead to a scientific discovery. In addition to individual celestial objects, investigating groups of them may help astronomers understand the universe on larger scales. For instance, the anomalous
group of galaxies, which is the smallest aggregates of galaxies, may reveal interesting phenomena, e.g., the gravitational interactions of galaxies.

Likewise, a new physical phenomena in high energy particle physics such as Higgs boson appear as a tiny excesses of certain types of collision events among a vast background of known physics in particle detectors (Bhat et al. 2011; Vatanen et al. 2012). Investigating each collision event individually is no longer sufficient as the individual events may not be anomalies by themselves, but their occurrence together as a group is anomalous. Hence, we need a powerful algorithm to detect such a rare and highly structured anomaly.

Lastly, the algorithm proposed in this paper can be applied to point anomaly detection with substantial and heterogeneous uncertainties. For example, it is often costly and time-consuming to obtain the full spectra of astronomical objects. Instead, relatively noisier measurements are usually made. In addition, the estimated uncertainty which represents the uncertainty one would obtain from multiple observations is also available. Incorporating these uncertainties has been shown to improve the performance of the learning systems (Bovy et al. 2011; Kirkpatrick et al. 2011; Ross et al. 2012).

The anomaly detection has been intensively studied (Chandola et al. (2009) and references therein). However, few attempts have been made on developing successful group anomaly detection algorithms. For example, a straightforward approach is to define a set of features for each group and apply standard point anomaly detection (Chan and Mahoney 2005). Despite its simplicity, this approach requires a specific domain knowledge to construct appropriate sets of features. Another possibility is to first identify the individually anomalous points and then find their aggregations (Das et al. 2008). Again, this approach relies only on the detection of anomalous points and thus cannot find the anomalous groups in which their members are perfectly normal. Successful group anomaly detectors should be able to incorporate the higher-order statistics of the groups.

Recently, a family of hierarchical probabilistic models based on a Latent Dirichlet Allocation (LDA) (Blei et al. 2003) has been proposed to cope with both types of group anomalies (Xiong et al. 2011a;b). In these models, the data points in each group are assumed to be one of the $K$ different types and generated by a mixture of $K$ Gaussian distributions. Although the distributions over these $K$ types can vary across $M$ groups, they share common generator. The groups that have small probabilities under the model are marked as anomalies using scoring criteria defined as a combination of a point-based anomaly score and a group-based anomaly score. The Flexible Genre Model (FGM) recently extends this idea to model more complex group structures (Xiong et al. 2011a).

Instead of employing a generative approach, we propose a simple and efficient discriminative way of detecting group anomaly. In this work, $M$ groups of data points are represented by a set of $M$ probability distributions assumed to be i.i.d. realization of some unknown distribution $\mathcal{P}$. In practice, only i.i.d samples from these distributions are observed. Hence, we can treat group anomaly detection as detecting the anomalous distributions based on their empirical samples. To allow for a practical algorithm, the distributions are mapped into the reproducing kernel Hilbert space (RKHS) using the kernel mean embedding. By working directly with the distributions, the higher-order information arising from the aggregate behaviors of the data points can be incorporated efficiently.

2 Quantile Estimation on Probability Distributions

Let $\mathcal{X}$ denote a non-empty input space with associated $\sigma$-algebra $\mathcal{A}$, $\mathcal{P}$ denote the probability distribution on $(\mathcal{X}, \mathcal{A})$, and $\mathcal{P}_X$ denote the set of all probability distributions on $(\mathcal{X}, \mathcal{A})$. The space $\mathcal{P}_X$ is endowed with the topology of weak convergence and the associated Borel $\sigma$-algebra.

We assume that there exists a distribution $\mathcal{P}$ on $\mathcal{P}_X$, where $\mathcal{P}_1, \ldots, \mathcal{P}_\ell$ are i.i.d. realizations from $\mathcal{P}$, and the sample $S_i$ is made of $n_i$ i.i.d. samples distributed according to the distribution $\mathcal{P}_i$. In this work, we observe $\ell$ samples $S_1 = \{x_k^{(i)}\}_{1 \leq k \leq n_i}$ for $i = 1, \ldots, \ell$. For each sample $S_i$, $\mathbb{P}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} \delta_{x_j}$ is the associated empirical distribution of $\mathbb{P}_i$.

In this work, we formulate a group anomaly detection problem as learning quantile function $q : \mathcal{P}_X \rightarrow \mathbb{R}$ to estimate the support of $\mathcal{P}$. Let $\mathcal{C}$ be a class of measurable subsets of $\mathcal{P}_X$ and $\lambda$ be a real-valued function defined on $\mathcal{C}$, the quantile function w.r.t. $(\mathcal{P}, \mathcal{C}, \lambda)$ is

$$q(\beta) = \inf \{ \lambda(C) : \mathcal{P}(C) \geq \beta, C \in \mathcal{C} \} ,$$

where $0 < \beta \leq 1$. In this paper, we consider when $\lambda$ is Lebesgue measure, in which case $C(\beta)$ is the minimum volume $C \in \mathcal{C}$ that contains at least a fraction $\beta$ of the probability mass of $\mathcal{P}$. Thus, the function $q$ can be used to test if any test distribution $\mathbb{P}_t$ is anomalous w.r.t. the training distributions.

Rather than estimating $C(\beta)$ in the space of distributions directly, we first map the distributions into a feature space via a positive semi-definite kernel $k$. 
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Our class $C$ is then implicitly defined as the set of half-spaces in the feature space. Specifically, $\{P \mid f_w(P) \geq \rho\}$ where $(w, \rho)$ are respectively a weight vector and an offset parametrizing a hyperplane in the feature space associated with the kernel $k$. The optimal $(w, \rho)$ is obtained by minimizing a regularizer which controls the smoothness of the estimated function describing $C$.

3 One-Class Support Measure Machines

In order to work with the probability distributions efficiently, we represent the distributions as mean functions in a reproducing kernel Hilbert space (RKHS) (Berlinet and Agnan 2004, Smola et al. 2007). Formally, let $H$ denote an RKHS of functions $f : \mathcal{X} \rightarrow \mathbb{R}$ with reproducing kernel $k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$. The kernel mean map from $\mathcal{P}_X$ into $H$ is defined as

$$\mu : \mathcal{P}_X \rightarrow H, \quad \mu(P) = \int_X k(x, \cdot) dP(x).$$

We assume that $k(x, \cdot)$ is bounded for any $x \in \mathcal{X}$. For any $P$, letting $\mu_P = \mu(P)$, one can show that $E_f[f] = \langle \mu_f, f \rangle_H$, for all $f \in H$.

The following theorem due to Fukumizu et al. (2004) and Sriperumbudur et al. (2010) gives a promising property of representing distributions as mean elements in the RKHS.

**Theorem 1.** The kernel $k$ is characteristic if and only if the map (1) is injective.

Examples of characteristic kernels include Gaussian RBF kernel and Laplace kernel. Using the characteristic kernel $k$, Theorem 1 implies that the map (1) preserves all information about the distributions. Hence, one can apply many existing kernel-based learning algorithms to the distributions as if they are individual samples with no information loss.

Intuitively, one may view the mean embeddings of the distributions as their feature representations. Thus, our approach is in line with previous attempts in group anomaly detection that find a set of appropriate features for each group. On the one hand, however, the mean embedding approach captures all necessary information about the groups without relying heavily on a specific domain knowledge. On the other hand, it is flexible to choose the feature representation that is suitable to the problem at hand via the choice of the kernel $k$.

3.1 OCSMM Formulation

Using the mean embedding representation (1), the primal optimization problem for one-class SMM can be subsequently formulated in an analogous way to the one-class SVM (Schölkopf et al. 2001) as follow:

$$\begin{align*}
\text{minimize} \quad & \frac{1}{2} \langle w, w \rangle_H - \rho + \frac{1}{\nu} \sum_{i=1}^{\ell} \xi_i \\
\text{subject to} \quad & \langle w, \mu_{P_i} \rangle_H \geq \rho - \xi_i, \xi_i \geq 0
\end{align*}$$

where $\xi_i$ denote slack variables and $\nu \in (0,1]$ is a trade-off parameter corresponding to an expected fraction of outliers within the feature space. The trade-off $\nu$ is an upper bound on the fraction of outliers and lower bound on the fraction of support measures (Schölkopf et al. 2001).

The trade-off parameter $\nu$ plays an important role in group anomaly detection. Small $\nu$ implies that anomalous groups are rare compared to the normal groups. Too small $\nu$ leads to some anomalous groups being rejected. On the other hand, large $\nu$ implies that anomalous groups are common. Too large $\nu$ leads to some normal groups being accepted as anomaly. As group anomaly is subtle, one need to choose $\nu$ very carefully to reduce the effort in the interpretation of the results.

By introducing Lagrange multipliers $\alpha$, we have $w = \sum_{i=1}^{\ell} \alpha_i \mu_{P_i} = \sum_{i=1}^{\ell} \alpha_i E_{P_i}[k(x, \cdot)]$ and the dual form of (2) can be written as

$$\begin{align*}
\text{minimize} \quad & \frac{1}{2} \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} \alpha_i \alpha_j \langle \mu_{P_i}, \mu_{P_j} \rangle_H \\
\text{subject to} \quad & 0 \leq \alpha_i \leq \frac{1}{\nu \ell}, \sum_{i=1}^{\ell} \alpha_i = 1.
\end{align*}$$

Note that the dual form is a quadratic programming and depends on the inner product $(\mu_{P_i}, \mu_{P_j})_H$. Given that we can compute $(\mu_{P_i}, \mu_{P_j})_H$, we can employ the standard QP solvers to solve (3).

3.2 Kernels on Probability Distributions

From (3), we can see that $\mu_P$ is a feature map associated with the kernel $K : \mathcal{P}_X \times \mathcal{P}_X \rightarrow \mathbb{R}$, defined as $K(P_i, P_j) = \langle \mu_{P_i}, \mu_{P_j} \rangle_H$. It follows from Fubini’s theorem and reproducing property of $H$ that

$$K(P_i, P_j) = \int \int k(x, y) dP_i(x) dP_j(y).$$

Hence, $K$ is a positive definite kernel on $\mathcal{P}_X$. Given the sample sets $S_1, \ldots, S_\ell$, one can estimate (4) by

$$K(P_i, P_j) = \frac{1}{n_i \cdot n_j} \sum_{k=1}^{n_i} \sum_{l=1}^{n_j} k(x_k^{(i)}, x_l^{(j)}).$$
where \( x_k^{(i)} \in S_i, \ x_i^{(j)} \in S_j \), and \( n_i \) is the number of samples in \( S_i \) for \( i = 1, \ldots, \ell \). Previous works in kernel-based anomaly detection have shown that the Gaussian RBF kernel is more suitable than some other kernels such as polynomial kernels (Hoffmann 2007). Thus we will focus primarily on the Gaussian RBF kernel given by

\[
k_\sigma(x, x') = \exp \left( -\frac{\|x - x\|^2}{2\sigma^2} \right), \quad x, x' \in \mathcal{X}
\]

where \( \sigma > 0 \) is a bandwidth parameter. In the sequel, we denote the reproducing kernel Hilbert space associated with kernel \( k_\sigma \) by \( \mathcal{H}_\sigma \). Also, let \( \Phi : \mathcal{X} \to \mathcal{H}_\sigma \) be a feature map such that \( k_\sigma(x, x') = \langle \Phi(x), \Phi(x') \rangle_{\mathcal{H}_\sigma} \).

In group anomaly detection, we always observe the i.i.d. samples from the distribution underlying the group. Thus, it is natural to use the empirical kernel (5). However, one may relax this assumption and apply the kernel (4) directly. For instance, if we have a Gaussian distribution \( P_i = \mathcal{N}(m_i, \Sigma_i) \) and a Gaussian RBF kernel \( k_\sigma \), we can compute the kernel analytically by

\[
K(P_i, P_j) = \exp \left( -\frac{1}{2} (m_i - m_j)^T B^{-1} (m_i - m_j) \right) \frac{1}{\sqrt{\det(\Sigma_i + \Sigma_j + \sigma^2 I)}}
\]

where \( B = \Sigma_i + \Sigma_j + \sigma^2 I \). This kernel is particularly useful when one wants to incorporate the point-wise uncertainty of the observation into the learning algorithm (Muandet et al. 2012). More details will be given in Section 4.2 and 5).

4 Theoretical Analysis

This section presents some theoretical analyses. The geometrical interpretation of OCSMMs is given in Section 4.1. Then, we discuss the connection of OCSMM to the kernel density estimator in Section 4.2. In the sequel, we will focus on the translation-invariant kernel function to simplify the analysis.

4.1 Geometric Interpretation

For translation-invariant kernel, \( k(x, x) \) is constant for all \( x \in \mathcal{X} \). That is, \( \|\Phi(x)\|_{\mathcal{H}} = \tau \) for some constant \( \rho \). This implies that all of the images \( \Phi(x) \) lie on the sphere in the feature space (cf. Figure 2a). Consequently, the following inequality holds

\[
\|\mu_P\|_{\mathcal{H}} = \left\| \int k(x, \cdot) \, dP(x) \right\|_{\mathcal{H}} = \int \|k(x, \cdot)\|_{\mathcal{H}} \, dP(x) = \tau ,
\]

which shows that all mean embeddings lie inside the sphere (cf. Figure 2a). As a result, we can establish the existence and uniqueness of the separating hyperplane \( \mathbf{w} \) in (2) through the following theorem.

Theorem 2. There exists a unique separating hyperplane \( \mathbf{w} \) as a solution to (2) that separates \( \mu_{P_1}, \mu_{P_2}, \ldots, \mu_{P_\ell} \) from the origin.

Proof. Due to the separability of the feature maps \( \Phi(x) \), the convex hull of the mean embeddings \( \mu_{P_1}, \mu_{P_2}, \ldots, \mu_{P_\ell} \) does not contain the origin. The existence and uniqueness of the hyperplane then follows from the supporting hyperplane theorem (Schölkopf and Smola 2001).

By Theorem 2, the OCSMM is a simple generalization of OCSVM to the space of probability distributions. Furthermore, the straightforward generalization will allow for a direct application of an efficient learning algorithm as well as existing theoretical results.

There is a well-known connection between the solution of OCSVM with translation-invariant kernels and the center of the minimum enclosing sphere (MES) (Tax and Duin 1999; 2004). Intuitively, this is not the case for OCSMM, even when the kernel \( k \) is translation-invariant, as illustrated in Figure 2b. Fortunately, the connection between OCSMM and MES can be made precise by applying the spherical normalization

\[
\|\mu_P\|_{\mathcal{H}} \mapsto \frac{\langle \mu_P, \mu_Q \rangle_{\mathcal{H}}}{\sqrt{\|\mu_P\|_{\mathcal{H}} \|\mu_Q\|_{\mathcal{H}}}}
\]

After the normalization, \( \|\mu_P\|_{\mathcal{H}} = 1 \) for all \( P \in \mathcal{P}_X \). That is, all mean embeddings lie on the unit sphere in the feature space. Consequently, the OCSMM and MES are equivalent after the normalization.

Given the equivalence between OCSMM and MES, it is natural to ask if the spherical normalization (8) preserves the injectivity of the Hilbert space embedding. In other words, is there an information loss after the normalization? The following theorem answers this question for kernel \( k \) that satisfies some reasonable assumptions.

Theorem 3. Assume that \( k \) is characteristic and the samples are linearly independent in the feature space \( \mathcal{H} \). Then, the spherical normalization preserves the injectivity of the mapping \( \mu : \mathcal{P}_X \to \mathcal{H} \).

Proof. Let us assume the normalization does not preserve the injectivity of the mapping. Thus, there exist two distinct probability distributions \( P \) and \( Q \) for which

\[
\mu_P = \mu_Q \quad \Rightarrow \quad \int k(x, \cdot) \, dP(x) = \int k(x, \cdot) \, dQ(x) \quad \Rightarrow \quad \int k(x, \cdot) \, d(P - Q)(x) = 0 .
\]
As \( \mathbb{P} \neq \mathbb{Q} \), the last equality holds if and only if there exists \( x \in \mathcal{X} \) for which \( k(x, \cdot) \) are linearly dependent, which contradicts the assumption. Consequently, the spherical normalization must preserve the injectivity of the mapping. \( \blacksquare \)

The Gaussian RBF kernel satisfies the assumption given in Theorem 3 as the kernel matrix will be full-rank and thereby the samples are linearly independent in the feature space. Figure 2c depicts an effect of the spherical normalization.

It is important to note that the spherical normalization does not necessarily improve the performance of the OCSMM. It ensures that all the information about the distributions are preserved.

### 4.2 OCSMM and Density Estimation

In this section we make a connection between the OC-SMM and kernel density estimation (KDE). First, we give a definition of the KDE. Let \( x_1, x_2, \ldots, x_n \) be an i.i.d. samples from some distribution \( F \) with unknown density \( f \), the KDE of \( f \) is defined as

\[
\hat{f}(y) = \frac{1}{nh} \sum_{i=1}^{n} k \left( \frac{y - x_i}{h} \right)
\]

(9)

For \( \hat{f} \) to be a density, we require that the kernel satisfies \( k(\cdot, \cdot) \geq 0 \) and \( \int k(x, \cdot) \, dx = 1 \), which includes, for example, the Gaussian kernel, the multivariate Student kernel, and the Laplacian kernel.

When \( \nu = 1 \), it is well-known that, under some technical assumptions, the OCSVM corresponds exactly to the KDE (Schölkopf et al. 2001). That is, the solution \( w \) of (2) can be written as a uniform sum over training samples similar to (9). Moreover, setting \( \nu < 1 \) yields a sparse representation where the summand consists of only support vectors of the OCSV.

Interestingly, we can make a similar correspondence between the KDE and the OCSMM. It follows from Lemma 4 of Muandet et al. (2012) that for certain classes of training probability distributions, the OCSMM on these distributions corresponds to the OCSVM on some training samples equipped with an appropriate kernel function. To understand this connection, consider the OCSMM with the Gaussian RBF kernel \( k_{\sigma} \) and isotropic Gaussian distributions \( \mathcal{N}(m_1; \sigma^2_1), \mathcal{N}(m_2; \sigma^2_2), \ldots, \mathcal{N}(m_n; \sigma^2_n)^{1} \). We analyze this scenario under two conditions:

1. **Identical bandwidth.** If \( \sigma_1 = \sigma_j \) for all \( 1 \leq i, j \leq n \), the OCSMM is equivalent to the OCSVM on the training samples \( m_1, m_2, \ldots, m_n \) with Gaussian RBF kernel \( k_{\sigma^2_1+\sigma^2_2} \) (cf. the kernel (7)). Hence, the OCSMM corresponds to the OCSVM on the means of the distributions with kernel of larger bandwidth.

2. **Variable bandwidth.** Similarly, if \( \sigma_i \neq \sigma_j \) for some \( 1 \leq i, j \leq n \), the OCSMM is equivalent to the OCSVM on the training samples \( m_1, m_2, \ldots, m_n \) with Gaussian RBF kernel \( k_{\sigma^2+\sigma^2} \). Note that the kernel bandwidth may be different at each training samples. Thus, OCSMM in this case corresponds to the OCSVM with variable bandwidth parameters.

\(^{1}\text{We adopt the Gaussian distributions here for the sake of simplicity. More general statement for non-Gaussian distributions follows straightforwardly.}\)
On the one hand, the above scenario allows the OCSVM to cope with noisy/uncertain inputs, leading to more robust point anomaly detection algorithm. That is, we can treat the means as the measurements and the covariances as the measurement uncertainties (cf. Section 5.2). On the other hand, one can also interpret the OCSMM when $\nu = 1$ as a generalization of traditional KDE, where we have a data-dependent bandwidth at each data point. This type of KDE is known in the statistics as variable kernel density estimators (VKDEs) (Abramson 1982, Breiman et al. 1977, Terrell and Scott 1992). For $\nu < 1$, the OCSMM gives a sparse representation of the VKDE.

Formally, the VKDE is characterized by (9) with an adaptive bandwidth $h(x_i)$. For example, the bandwidth is adapted to be larger where the data are less dense, with the aim to reduce the bias. There are basically two different views of VKDE. The first is known as a balloon estimator (Terrell and Scott 1992). Essentially, its bandwidth may depend only on the point at which the estimate is taken, i.e., the bandwidth in (9) may be written as $h(y)$. The second type of VKDE is a sample smoothing estimator (Terrell and Scott 1992). As opposed to the balloon estimator, it is a mixture of individually scaled kernels centered at each observation, i.e., the bandwidth is $h(x_i)$. The advantage of balloon estimator is that it has a straightforward asymptotic analysis, but the final estimator may not be a density. The sample smoothing estimator is a density if $k$ is a density, but exhibits non-locality.

Both types of the VKDEs may be seen from the OCSMM point of view. Firstly, under the condition (C1), the balloon estimator can be recovered by considering different test distribution $P_t = \mathcal{N}(m_i; \sigma_i)$. As $\sigma_i \rightarrow 0$, one obtain the standard KDE on $m_i$. Similarly, the OCSMM under the condition (C2) with $P_t = \delta_{m_i}$ gives the sample smoothing estimator. Interestingly, the OCSMM under the condition (C2) with $P_t = \mathcal{N}(m_i; \sigma_i)$ results in a combination of these two types of the VKDEs.

In summary, we show that many variants of KDE can be seen as solutions to the regularization functional (2), and thereby provides an insight into a connection between large-margin approach and kernel density estimation.

5 Experiments

We firstly illustrate a fundamental difference between point and group anomaly detection problems. Then, we demonstrate an advantage of OCSMM on uncertain data when the noise is observed explicitly. Lastly, we compare the OCSMM with existing group anomaly detection techniques, namely, $K$-nearest neighbor (KNN) based anomaly detection (Zhao and Saligrama 2009) with NP-L2 divergence and NP-Renyi divergence (Póczos et al. 2011), and Multinomial Genre Model (MGM) (Xiong et al. 2011b) on Sloan Digital Sky Survey (SDSS) dataset and High Energy Particle Physics dataset.

Model Selection and Setup. One of the longstanding problems of one-class algorithms is model selection. Since no labeled data is available during training, we cannot perform cross validation. To encourage a fair comparison of different algorithms in our experiments, we will try out different parameter settings and report the best performance of each algorithm. We believe this simple approach should serve its purpose at reflecting the relative performance of different algorithms. We will employ the Gaussian RBF kernel (6) throughout the experiments. For the OCSVM and the OCSMM, the bandwidth parameter $\sigma^2$ is fixed at median $\{\|x_k^{(i)} - x_l^{(j)}\|^2\}$ for all $i,j,k,l$ where $x_k^{(i)}$ denotes the $k$-th data point in the $i$-th group, and we consider $\nu = (0.1, 0.2, \ldots, 0.9)$. The OCSVM treats group means as training samples. For synthetic experiments with OCSMM, we use the empirical kernel (5), whereas the non-linear kernel $K(P_i, P_j) = \exp(||\mu_i - \mu_j||^2/2\gamma^2)$ will be used for real data where we set $\gamma = \sigma$. Our experiments suggest that these choices of parameters usually work well in practice. For KNN-L2 and KNN-Renyi ($\alpha=0.99$), we consider when there are 3, 5, 7, 9, and 11 nearest neighbors. For MGM, we follow the same experimental setup as in Xiong et al. (2011b).

5.1 Synthetic Data

To illustrate the difference between point anomaly and group anomaly, we represent the group of data points by the 2-dimensional Gaussian distribution. We generate 20 normal groups with the covariance $\Sigma = [0.01, 0.008; 0.008, 0.01]$. The means of these groups are drawn uniformly from $[0, 1]$. Then, we generate 2 anomalous groups of Gaussian distributions whose covariances are rotated by 60 degree from the covariance $\Sigma$. Furthermore, we perturb one of the normal groups to make it relatively far from the rest of the dataset to introduce an additional degree of anomaly (cf. Figure 3a). Lastly, we generate 100 samples from each of these distributions to form the training set.

For the OCSVM, we represent each group by its empirical average. Since the expected proportion of outliers in the dataset is approximately 10%, we use $\nu = 0.1$ accordingly for both OCSVM and OCSMM. Figure 3a depicts the result which demonstrates that the OCSMM can detect anomalous aggregate patterns undetected by the OCSVM.
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(b) The results of the OCSMM on the mixture of Gaussian dataset

Figure 3: (a) The results of group anomaly detection on synthetic data obtained from the OCSVM and the OCSMM. Blue dashed ovals represent the normal groups, whereas red ovals represent the detected anomalous groups. The OCSVM is only able to detect the anomalous groups that are spatially far from the rest in the dataset, whereas the OCSMM also takes into account other higher-order statistics and therefore can also detect anomalous groups which possess distinctive properties. (b) The results of the OCSMM on the synthetic data of the mixture of Gaussian. The shaded boxes represent the anomalous groups that have different mixing proportion to the rest of the dataset. The OCSMM is able to detects the anomalous groups although they look reasonably normal and cannot be easily distinguished from other groups in the data set based only on an inspection.

Then, we conduct similar experiment as that in Xiong et al. (2011b). That is, the groups are represented as a mixture of four 2-dimensional Gaussian distributions. The means of the mixture components are \([-1, -1], [1, -1], [0, 1], [1, 1]\) and the covariances are all \(\Sigma = 0.15 \times I_2\), where \(I_2\) denotes the 2D identity matrix. Then, we design two types of normal groups, which are specified by two mixing proportions \([0.22, 0.64, 0.03, 0.11]\) and \([0.22, 0.03, 0.64, 0.11]\), respectively. To generate a normal group, we first decide with probability \([0.48, 0.52]\) which mixing proportion will be used. Then, the data points are generated from mixture of Gaussian using the specified mixing proportion. The mixing proportion of the anomalous group is \([0.61, 0.1, 0.06, 0.23]\).

We generated 47 normal groups with \(n_i \sim \text{Poisson}(300)\) instances in each group. Note that the individual samples in each group are perfectly normal compared to other samples. To test the performance of our technique, we inject the group anomalies, where the individual points are normal, but they together as a group look anomalous. In this anomalous group the individual points are samples from one of the \(K = 4\) normal topics, but the mixing proportion was different from both of the normal mixing proportions. We inject 3 anomalous groups into the data set. The OCSMM is trained using the same setting as in the previous experiment. The results are depicted in Figure 3b.

5.2 Noisy Data

As discussed at the end of Section 3.2, the OCSMM may be adopted to learn from data points whose uncertainties are observed explicitly. To illustrate this claim, we generate samples from the unit circle using \(x = \cos \theta + \epsilon\) and \(y = \sin \theta + \epsilon\) where \(\theta \sim (-\pi, \pi]\) and \(\epsilon\) is a zero-mean isotropic Gaussian noise \(\mathcal{N}(0, 0.05)\). A different point-wise Gaussian noise \(\mathcal{N}(0, \omega_i)\) where \(\omega_i \in (0.2, 0.3)\) is further added to each point to simulate the random measurement corruption. In this experiment, we assume that \(\omega_i\) is available during training. This situation is often encountered in many applications such as astronomy and computational biology. Both OCSVM and OCSMM are trained on the corrupted data. As opposed to the OCSVM that considers only the observed data points, the OCSMM also uses \(\omega_i\) for every point via the kernel (7). Then, we consider a slightly more complicated data generated by \(x = r \cdot \cos(\theta)\) and \(y = r \cdot \sin(\theta)\) where \(r = \sin(4\theta) + 2\) and \(\theta \in (0, 2\pi]\). The data used in both examples are illustrated in Figure 4.

As illustrated by Figure 4, the density function estimated by the OCSMM is relatively less susceptible to the additional corruption than that estimated by the OCSVM, and tends to estimate the true density more accurately. This is not surprising because we also take into account an additional information about the uncertainty. However, this experiment suggests that when dealing with uncertain data, it might be ben-
5.3 Sloan Digital Sky Survey

Sloan Digital Sky Survey (SDSS)\(^2\) consists of a series of massive spectroscopic surveys of the distant universe, the milky way galaxies, and extrasolar planetary systems. The SDSS datasets contain images and spectra of more than 930,000 galaxies and more than 120,000 quasars.

In this experiment, we are interested in identifying anomalous groups of galaxies, as previously studied in Póczos et al. (2011) and Xiong et al. (2011a;b). To replicate the experiments conducted in Xiong et al. (2011b), we use the same dataset which consists of 505 spatial clusters of galaxies. Each of which contains about 10-15 galaxies. The data were preprocessed by PCA to reduce the 1000-dimensional features to 4-dimensional vectors.

To evaluate the performance of different algorithms to detect group anomaly, we consider artificially random injections. Each anomalous group is constructed by randomly selecting galaxies. There are 50 anomalous groups of galaxies in total. Note that although these groups of galaxies contain usual galaxies, their aggregations are anomalous due to the way the groups are constructed.

The average precision (AP) and area under the ROC curve (AUC) from 10 random repetitions are shown in Figure 5. Based on the average precision, KNN-L2, MGM, and OCSMM achieve similar results on this dataset and KNN-Renyi outperforms all other algorithms. On the other hand, the OCSMM and KNN-Renyi achieve highest AUC scores on this dataset. Moreover, it is clear that point anomaly detection using the OCSVM fails to detect group anomalies.

5.4 High Energy Particle Physics

In this section, we demonstrate our group anomaly detection algorithm in high energy particle physics, which is largely the study of fundamental particles, e.g., neutrinos, and their interactions. Essentially, all particles and their dynamics can be described by a quantum field theory called the Standard Model. Hence, given massive datasets from high-energy physics experiments, one is interested in discovering deviations from known Standard Model physics.

Searching for the Higgs boson, for example, has recently received much attention in particle physics and machine learning communities (see e.g., Bhat (2011), Vatanen et al. (2012) and references therein). A new physical phenomena usually manifest themselves as tiny excesses of certain types of collision events among a vast background of known physics in particle detectors.

Anomalies occur as a cluster among the background data. The background data distribution contaminated by these anomalies will therefore be different from the true background distribution. It is very difficult to detect this difference in general because the contamination can be considerably small. In this experiment, we consider similar condition as in Vatanen et al. (2012) and generate data using the standard HEP Monte Carlo generators such as PYTHIA\(^3\). In particular, we consider a Monte Carlo simulated events where the Higgs is produced in association with the W boson and decays into two bottom quarks.

The data vector consists of 5 variables \((p_x, p_y, p_z, e, m)\) corresponding to different characteristics of the topology of a collision event. The variables \(p_x, p_y, p_z, e\) rep-

\(^2\)See http://www.sdss.org for the detail of the surveys.

\(^3\)http://home.thep.lu.se/~torbjorn/Pythia.html
Figure 6: The ROC of different group anomaly detection algorithms on the Higgs boson datasets with various Higgs masses $m_H$. The associated AUC scores for different settings, sorted in the same order appeared in the figure, are $(0.6835, 0.6655, 0.6350, 0.5125, 0.7085), (0.5645, 0.6783, 0.5860, 0.5263, 0.7305), (0.8190, 0.7925, 0.7630, 0.4958, 0.7950), (0.6713, 0.6027, 0.6165, 0.5862, 0.7200)$.

represents the momentum four-vector in units of GeV with $c = 1$. The variable $m$ is the particle mass in the same unit. The signal looks slightly different for different Higgs masses $m_H$, which is an unknown free parameter in the Standard Model. In this experiment, we consider $m_H = 100, 115, 135$, and $150$ GeV. We generate 120 groups of collision events, 100 of which contain only background signals, whereas the rest also contain the Higgs boson collision events. For each group, the number of observable particles ranges from 200 to 500 particles. The goal is to detect the anomalous groups of signals which might contain the Higgs boson without prior knowledge of $m_H$.

Figure 6 depicts the ROC of different group anomaly detection algorithms. The OCSMM and KNN-based group anomaly detection algorithms tend to achieve competitive performance and outperform the MGM algorithm. Moreover, it is clear that traditional point anomaly detection algorithm fails to detect high-level anomalous structures.

6 Conclusions and Discussions

To conclude, we propose a simple and efficient algorithm for detecting group anomalies called one-class support measure machine (OCSMM). To handle aggregate behaviors of data points, groups are represented as probability distributions which account for higher-order information arising from those behaviors. The set of distributions are represented as mean functions in the RKHS via the kernel mean embedding. We also extend the relationship between the OCSVM and the KDE to the OCSMM in the context of variable kernel density estimation, bridging the gap between large-margin approach and kernel density estimation. We demonstrate the proposed algorithm on both synthetic and real-world datasets, which achieve competitive results compared to existing group anomaly detection techniques.

It is vital to note the differences between the OCSMM and hierarchical probabilistic models such as MGM and FGM. Firstly, the probabilistic models assume that data are generated according to some parametric distributions, i.e., mixture of Gaussian, whereas the OCSMM is nonparametric in the sense that no assumption is made about the distributions. It is therefore applicable to a wider range of applications. Secondly, the probabilistic models follow a bottom-up approach. That is, detecting group-based anomalies requires point-based anomaly detection. Thus, the performance also depends on how well anomalous points can be detected. Furthermore, it is computational expensive and may not be suitable for large-scale datasets. On the other hand, the OCSMM adopts the top-down approach by detecting group-based anomalies directly. If one is interested in finding anomalous points, this can be done subsequently in a group-wise manner. As a result, the top-down approach is generally less computational expensive and can be used efficiently for online applications and large-scale datasets.
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Abstract

A number of discrete and continuous optimization problems in machine learning are related to convex minimization problems under submodular constraints. In this paper, we deal with a submodular function with a directed graph structure, and we show that a wide range of convex optimization problems under submodular constraints can be solved much more efficiently than general submodular optimization methods by a reduction to a maximum flow problem. Furthermore, we give some applications, including sparse optimization methods, in which the proposed methods are effective. Additionally, we evaluate the performance of the proposed method through computational experiments.

1 Introduction

A submodular function is a fundamental tool in discrete optimization, machine learning and other related fields and has been recognized as an interesting subject of research. A submodular function is known to be a discrete counterpart of a convex function (Lovász [17]). Especially, the \textit{submodular function minimization} problem is an elemental problem, and many combinatorial problems arising in machine learning, such as clustering [25, 24], image segmentation [31] and feature selection [2], can be reduced to this problem.

For example, Narasimhan, Joic and Bilmes [25] showed that clustering problems with some specific natural criteria, such as the minimum description length, can be solved as the problem of minimizing a symmetric submodular function. Also, Bach [2] recently showed that many of the known structured-sparsity inducing norms can be interpreted as continuous relaxations, called the Lovász extensions, of submodular functions. Based on this correspondence relationship, proximal operators, which are required for learning with structured regularization, can be computed as minimum-norm-point problems on submodular polyhedra.

Similarly to convex functions, submodular functions can be exactly minimized in polynomial time. The fastest known algorithm of Orlin [27] runs in O($n^5$EO + $n^6$) time, where $n$ is the size of the ground set and EO is the time for function evaluation. On the other hand, the minimum norm point algorithm (Fujishige [9]) is usually much faster in practice [10], although it has worse time complexity. However, the existing algorithms for the general submodular minimization problem, even including the minimum norm point algorithm, do not scale sufficiently to large problems from a practical point of view.

Meanwhile, it is known that submodular function minimization problems can be solved more efficiently when the submodular functions have particular structure. For symmetric submodular functions, Queyranne [29] gave a minimization algorithm that runs in O($n^3$EO). Also recently, Stobbe and Krause [31] introduced a decomposable submodular function and developed the Smoothed Lovász Gradient (SLG) algorithm, which is based on the smoothing technique of Nesterov [26] and the discrete convexity of a submodular function. In addition, Jegelka et al. [14] introduced a generalized graph cut function, which generalizes a large subfamily of submodular functions, and proposed an efficient network flow based minimization algorithm.

In this paper, we consider a separable convex optimization problem over a base polyhedron, which is a discrete structure determined by a submodular function. Separable convex optimization under submodular constraints is related to various discrete and continuous optimization problems, including network analysis methods [23], sparse learning methods [2], and approximation algorithms for NP-hard combinatorial optimization problems [13]. For a general submodular function, separable convex optimization problems can
be solved within the same running time as submodular function minimization [6, 21], that is, $O(n^5\text{EO} + n^6)$ time. Thus, such algorithms are impractical when the size of the ground set is large. Even though the minimum norm point algorithm [9] and its weighted version [22] would solve such quadratic minimization problems much faster, it does not have good time complexity bounds and still does not scale to large problems.

We show that if a submodular function has a specific graph structure, the convex optimization problem can be solved efficiently with the aid of a general framework of the decomposition algorithm [9, 22] and network flow algorithms [11, 12, 28]. We develop a parametrized directed graph structure that determines a parametric submodular function minimization problem, and show that the decomposition algorithm can be performed successfully by computing the maximal minimum cuts iteratively. Furthermore, we mention that several machine learning applications can be solved in this convex optimization problem. We remark that the proposed method can deal with a relatively general submodular function and various separable convex objective functions.

The remainder of the paper is organized as follows. In Section 2, we provide the definitions of basic concepts and give a definition of a convex optimization problem under submodular constraints. In Section 3, we give examples of submodular functions that have good graph structures. In Section 4, we show some optimization problems related to separable convex optimization problems under separable constraints. In Section 5, we describe a general decomposition algorithm for solving separable convex optimization problems, and in Section 6, we further show that structured convex optimization problems under submodular constraints can be solved efficiently with the aid of network flow algorithms. Finally, we show some empirical results of computational experiments in Section 7, and give concluding remarks in Section 8.

## 2 Submodular functions and convex optimization problems

We give basic definitions of a submodular function and related concepts (for details on the theory of submodular functions, see [9, 30]). Then, we give the definition of a convex optimization problem under submodular constraints.

### 2.1 Submodular functions and related polyhedra

Let $V = \{1, \ldots, n\}$ be a given set of $n$ elements, and let $g : 2^V \to \mathbb{R}$ be a real-valued function defined on all the subset of $V$. Such a function $g$ is called a **set function** with a ground set $V$. The set function $g : 2^V \to \mathbb{R}$ is called **submodular** if

$$g(S) + g(T) \geq g(S \cup T) + g(S \cap T), \forall S, T \subseteq V. \quad (1)$$

A set function $g$ is called **supermodular** if $-g$ is submodular. A set function is called **modular** if it always satisfies (1) with equality. A set function is called **nondecreasing** if $g(S) \leq g(T)$ for any $S, T \subseteq V$ with $S \subseteq T$. For an $n$-dimensional vector $a \in \mathbb{R}^n$ with components $a_i$, $i \in V$, and a subset $S \subseteq V$, we denote $a(S) = \sum_{i \in S} a_i$. For convenience, we let $a(\emptyset) = 0$. A set function $a : 2^V \to \mathbb{R}$ corresponding to the vector $a$ is a modular function.

### Submodular function minimization

A submodular function minimization problem is a fundamental unifying discrete optimization problem. For a submodular function $g : 2^V \to \mathbb{R}$, the submodular function minimization problem asks for finding a subset $S \subseteq V$ that minimizes $f(S)$. This problem is known to be solvable in polynomial time, and the fastest known polynomial time algorithm [27] that runs in $O(n^5\text{EO} + n^6)$ time, where EO is the time of one function evaluation of $g$. The algorithms for general submodular function minimization are impractical when $n = |V|$ is large. In addition, the minimum norm point algorithm [9] is known to be usually much faster in practice, although it has worse time complexity.

Let $\text{Arg min} \ g \subseteq 2^V$ denote the family of all minimizers of $g$. That is, $\text{Arg min} \ g = \{S^* \subseteq V : f(S^*) = \min_{S} f(S)\}$. For $S^*, T^* \in \text{Arg min} \ g$, the submodularity of $g$ implies that $S^* \cup T^*, S^* \cap T^* \in \text{Arg min} \ g$. Thus, there exist the (unique) minimal minimizer and the (unique) maximal minimizer of $g$. Many submodular function minimization algorithms can be modified to find the maximal minimizer and/or the minimal minimizer (see, e.g., [21]).

### Base polyhedron

For a submodular function $g : 2^V \to \mathbb{R}$ with $g(\emptyset) = 0$, the **submodular polyhedron** $P(g) \subseteq \mathbb{R}^n$ and the **base polyhedron** $B(g) \subseteq \mathbb{R}^n$ are given by

$$P(g) = \{x \in \mathbb{R}^n : x(S) \leq g(S) \ (\forall S \subseteq V)\},$$

$$B(g) = \{x \in P(g) : x(V) = g(V)\}.$$  

Figure 1 illustrates examples of the base polyhedra. $B(g)$ is determined by $2^n - 2$ inequalities and one equality. We see that $B(g)$ is nonempty and bounded. The base polyhedron $B(g)$ is included in the nonnegative orthant $\mathbb{R}_{\geq 0}^n$ if and only if $g$ is nondecreasing.
2.2 Convex optimization under submodular constraints

Throughout this paper, we suppose that set function $f : 2^V \to \mathbb{R}$ is submodular and satisfies $f(\emptyset) = 0$. Let $w_i : \mathbb{R} \to \mathbb{R}$ be a convex function for each $i \in V$. We consider the separable convex function minimization problem over the base polyhedron:

$$\min_{x \in B(f)} \sum_{i \in V} w_i(x_i).$$

(2)

It is known that a number of optimization problems of this form are equivalent.

**Theorem 1** (Nagano and Aihara [22]). Suppose that $f : 2^V \to \mathbb{R}$ is a nondecreasing submodular function with $f(\emptyset) = 0$. Let $b \in \mathbb{R}^n$ be a positive vector, and let $w_0 : \mathbb{R} \to \mathbb{R}$ be a differentiable and strictly convex function. The following problems (1.a)–(1.f) have the same (optimal) solution:

- **problem (1.a)** $\min_{x \in B(f)} \sum_{i=1}^n \frac{x_i^2}{b_i}$;
- **problem (1.b)** $\min_{x \in B(f)} \sum_{i=1}^n \frac{x_i^{p+1}}{b_i}$ for $p > 0$;
- **problem (1.c)** $\max_{x \in B(f)} \sum_{i=1}^n \frac{x_i^{p+1}}{b_i}$ for $p < 0$ with $p \neq -1$;
- **problem (1.d)** $\max_{x \in B(f)} \sum_{i=1}^n b_i \ln x_i$;
- **problem (1.e)** $\min_{x \in B(f)} \sum_{i=1}^n (x_i \ln \frac{x_i}{b_i} + b_i - x_i)$;
- **problem (1.f)** $\min_{x \in B(f)} \sum_{i=1}^n x_i g_i(x_i)$.

In view of Theorem 1, we focus on the case where the objective function is quadratic. For a positive vector $b \in \mathbb{R}^n$, we mainly deal with problem (1.a). By using the following two observations, w.l.o.g., we can assume that the submodular function $f$ is nondecreasing.

**Lemma 2.** For any $\beta \in \mathbb{R}$, $x^* \in B(f)$ is optimal for $\min\{\sum \frac{x_i^2}{b_i} : x \in B(f)\}$ if and only if $x^* + \beta b$ is optimal for $\min\{\sum \frac{x_i^2}{b_i} : x \in B(f + \beta b)\}$.

**Lemma 3.** Set $\beta := \max\{0, \max_{i=1, \ldots, n} \frac{f(V \setminus \{i\}) - f(V)}{b_i}\}$. Then $f + \beta b$ is a nondecreasing submodular function.

Problem (1.a) is known as the lexicographically optimal base problem [8]. If $b$ is the all-one vector, problem (1.a) becomes the minimum norm base problem. For a general submodular function, problem (1.a) can be solved within the same running time as the submodular function minimization [6, 21], that is, $O(n^2 \text{EO} + n^3)$ time, where EO is the time of one function evaluation. Thus, such algorithms are impractical when $n = |V|$ is large. Although the minimum norm point algorithm [9] and its weighted version [22] can solve problem (1.a) much faster, it has worse time complexity and still does not scale to large problems.

In this paper, we point out that if the function $f$ has a good graph structure, problem (1.a) can be solved efficiently with the aid of network flow algorithms. Furthermore, we show a number of applications of the convex optimization problem (1.a).

3 Structured submodular functions and minimization problems

Many basic submodular functions can be represented by using graphs. In such cases, a minimum cut algorithm, which runs much faster in practice, is useful to solve submodular optimization problems.

In this section, we will see some examples of submodular functions with directed graph structures, which are important from the viewpoint of applications.

3.1 Minimizing graph cut functions

In this subsection, we will see that an $s$–$t$ cut function $\kappa_{s-t}$ and a generalized graph cut function $\gamma$ of [14], both of which are submodular, can be minimized efficiently with the aid of network flow algorithms. In particular, we will see that the maximal minimizer can be computed efficiently in both cases. In the general algorithm described in Section 5, the maximal minimizer of a submodular function has to be computed.

Minimum cut problem

We start with the minimum $s$–$t$ cut problem. Let $G = (\{s\} \cup \{t\} \cup V, E)$ be a directed graph, where $s$ is a special source node, $t$ is a special sink node, $V$ is a set of other nodes, and $E$ is a set of directed edges. For each $e \in E$, a nonnegative capacity value $c(e)$ is assigned.

An $s$–$t$ cut is an ordered bipartition $(V_1, V_2)$ of the node set of $G$ such that $s \in V_1$ and $t \in V_2$. Clearly, any $s$–$t$ cut can be expressed as $(\{s\} \cup S, \{t\} \cup (V \setminus S))$ for some $S \subseteq V$. For an $s$–$t$ cut $(\{s\} \cup S, \{t\} \cup (V \setminus S))$, its capacity $\kappa_{s-t}$ is defined by

$$\kappa_{s-t}(S) = \sum\{c(e) : e \in \delta^\text{out}(\{s\} \cup S)\}$$

(3)

Figure 1: Examples of base polyhedra
for each $S \subseteq V$, where $\delta^\text{out}_G(V')$ is a set of edges leaving $V' \subseteq V$ in $G$. The minimum cut problem asks for finding an $s$-$t$ cut of $G$ that minimizes the capacity. The set function $\kappa_{s,t} : 2^V \to \mathbb{R}$, which is called an $s$-$t$ cut function, is known to be submodular. Therefore, the minimum cut problem is a special case of a submodular function minimization problem.

The minimum cut problem is closely related to the maximum flow problem, which is a fundamental problem in combinatorial optimization [1]. It can be solved quite efficiently. For example, it can be solved in $O(|V||E|\log(|V|^2/|E|))$ time [12] or $O(|V||E|)$ time [28].

As $\kappa_{s,t}$ is submodular, there exists the maximal minimizer $S_{\max}^*$ of $\kappa_{s,t}$. The $s$-$t$ cut $\{(s) \cup S_{\max}^* \cup (V \setminus S_{\max}^*)\}$ is called the maximal minimum $s$-$t$ cut. Once a maximal flow is computed, we can obtain the maximal minimum $s$-$t$ cut in additional $O(|V| + |E|)$ time (we just need to consider the set of nodes reachable to the sink $t$ and its complement in the residual network [1]). The minimal minimum $s$-$t$ cut can be defined and computed in a similar way.

**Lemma 4.** The maximal minimizer of the $s$-$t$ cut function $\kappa_{s,t} : 2^V \to \mathbb{R}$ defined in (3) can be computed in $O(|V||E|\log(|V|^2/|E|))$ time, or, $O(|V||E|)$ time.

### Generalized graph cut functions

Next we give a definition of the generalized graph cut function $\gamma : 2^V \to \mathbb{R}$ of Jegelka et al. [14], which generalizes a large subfamily of submodular functions.

Let $G = (\{s\} \cup \{t\} \cup V, E)$ be a directed graph with nonnegative edge capacities $c(e) \geq 0$ ($e \in E$). Suppose that the set $V$ is partitioned as $V = V_1 \cup U$, where $V_1 = \{1, \ldots, n\}$ is a set of nodes, each of which may become a source, and $U$ is a set of auxiliary nodes ($U$ can be empty). Figure 2 illustrates an example of the graph $G = (\{s\} \cup \{t\} \cup U \cup E)$. A generalized graph cut function $\gamma : 2^V \to \mathbb{R}$ is defined by

$$\gamma(S) = \min_{W \subseteq U} \sum_{e \in \delta^\text{out}_G(S \cup W)} c(e) \quad (4)$$

for each $S \subseteq V$. If $U$ is empty, the function $\gamma$ coincides with the function $\kappa_{s,t}$ defined in (3). The submodularity of $\gamma$ can be derived from the classical result of Megiddo [20] on network flow problems with multiple terminals (for details, see the appendix of this paper).

Let us consider the minimization of $\gamma : 2^V \to \mathbb{R}$. By the definition of $\gamma$, the value $\gamma^* := \min_{S \subseteq V} \gamma(S)$ is equal to the capacity of a minimum $s$-$t$ cut in $G$. For any minimum $s$-$t$ cut $(\{s\} \cup P, \{t\} \cup (V \cup U \setminus P))$ in $G$, we have $\gamma(P \cap V) = \gamma^*$ and thus $P \cap V$ is a minimizer of $\gamma : 2^V \to \mathbb{R}$. Therefore, a minimizer of $\gamma$ can be computed by solving the minimum $s$-$t$ cut problem on $G' = (\{s\} \cup \{t\} \cup V \cup U, E)$.

![Figure 2: A directed graph $G = (\{s\} \cup \{t\} \cup V \cup U, E)$ that generates a generalized graph cut function $\gamma : 2^V \to \mathbb{R}$](image-url)
Figure 3: Construction of the directed graph $G_a$

is equal to

\[ \kappa(S) + a(S \cap A_+) + (-a(A_- \setminus S)) \]
\[ = \kappa(S) + a(S) - a(A_-) \]
\[ = \kappa_a(S) + \text{const}. \]

Thus, $\kappa_a$ can be regarded as an $s$-$t$ cut function on $G_a$.

### 3.3 Decomposable submodular functions

Decomposable submodular function (see [31]) are one of the most important special case of generalized graph cut functions [14]. For more examples of generalized graph cut functions, refer to Jegelka et al. [14].

A decomposable submodular function $\tau : 2^V \to \mathbb{R}$ is a set function that can be represented as a sum of a modular set function and submodular set functions arising from concave functions. As to Stobbe and Krause [31], we will focus on the case where each concave function is a threshold potential. That is, we consider the following decomposable submodular function $\tau : 2^V \to \mathbb{R}$ defined by

\[ \tau(S) = -d(S) + \sum_{j=1}^{k} \min\{y_j, w^j(S)\} \]

for each $S \subseteq V$, where $d \in \mathbb{R}^n$ is a positive vector, $w^1, \ldots, w^k \in \mathbb{R}^n$ are nonnegative vectors, and $y_1, \ldots, y_k > 0$.

Now we observe that the function $\tau$ defined in (5) can be represented as a generalized graph cut function defined in Subsection 3.1. Consider a directed graph $G_\tau = (\{s\} \cup \{t\} \cup V \cup U, E)$, where $V = \{1, \ldots, n\}$, $U = \{u_1, \ldots, u_k\}$, and $E = \{(s, i) : i \in V\} \cup \{(i, u_j) : i \in V, u_j \in U\} \cup \{(u_j, t) : u_j \in U\}$. The edge capacities are determined as

\[ c(s, i) = d_i, \quad \forall i \in V, \]
\[ c(i, u_j) = w^j_i, \quad \forall i \in V, \forall u_j \in U, \]
\[ c(u_j, t) = y_j, \quad \forall u_j \in U. \]

Figure 4 illustrates the directed graph $G_\tau$. We can observe that $G_\tau$ generates the decomposable submodular function $\tau$.

The function $\tau$ corresponds to the sum of truncated functions described in [14], and the construction of $G_\tau$ is widely used in computer vision [15].

### 4 Applications

It is known that the convex optimization problem (2) under submodular constraints is related to some discrete and continuous optimization problems. In this section, we show some examples in which the submodular functions have graph structures considered in Section 3.

#### 4.1 Finding dense subgraphs

Let $\overline{G} = (V, \overline{E})$ be an undirected graph with node set $V = \{1, \ldots, n\}$ and undirected edge set $\overline{E}$. Given nonnegative edge capacities $c(e) \ (e \in \overline{E})$ and an integer $k$, the densest $k$-subgraph problem asks for finding a $k$-subset $S \subseteq V$ that maximizes $\theta(S)$, where $\theta(S)$ is the sum of weights of edges in the subgraph induced by $S$. The function $\theta : 2^V \to \mathbb{R}$ is a supermodular function with $\theta(\emptyset) = 0$, and the minimum norm base problem

\[ \min_{\pi \in B(-\theta)} \sum_{i=1}^{n} x_i^2 \]

plays an important role to find dense subgraphs of $\overline{G}$ [23].

We show that $-\theta$ is a transformed graph cut function (Subsection 3.2). Let $m \in \mathbb{R}^n$ be a vector defined by $m_i = \sum_{j} c(i,j) \ : \ i, j \in \overline{E}$ for each $i \in V$, and let $\pi$ be a cut function of $G_\tau$, that is, $\pi(S) = \sum_{j} c(i,j) \ : \ i, j \in \overline{E}, i \in S$ and $i'$ in $V \setminus S$ $(S \subseteq V)$. Then we have

\[ -\theta(S) = \frac{1}{2} \pi(S) - \frac{1}{2} m(S) \]

for each $S \subseteq V$. It is easy to see that the function $\pi : 2^V \to \mathbb{R}$ can be regarded as a cut function of a directed graph. Thus, $-\theta$ is a transformed graph cut function.
4.2 Proximal methods

Regularized learning is a fundamental formulation for many supervised problems. Let \( \{(z_i, y_i)\}_{i=1}^N \) be a set of samples, \( \beta \in \mathbb{R}^n \) a model parameter vector and \( l(z, y; \beta) \) a (differentiable) convex loss. Then, the optimization for regularized learning is represented as

\[
\min_{\beta \in \mathbb{R}^n} \sum_{i=1}^N l(z_i, y_i; \beta) + \lambda \cdot \Omega(\beta),
\]

where \( \Omega(\beta) \) is a regularization term and \( \lambda \) is the regularization parameter. If \( \Omega(\beta) \) is non-differentiable on \( \beta \), which is usually true for structured regularization, the proximal method is a popular approach to solve this optimization problem [3]. As is well known, its update procedure at each iteration can be reduced to the calculation of the following problem:

\[
\min_{\beta \in \mathbb{R}^n} \frac{1}{2} \| \beta - s \|^2_2 + \lambda \cdot \Omega(\beta),
\]

(7)

where \( s \in \mathbb{R}^n \). Recently, Bach [2] showed that many of the popular structured norms can be represented as continuous relaxations, called Lovász extensions, of submodular functions. In this case, Problem (7) can be transformed to

\[
\min_{t} \left\{ \sum_{i=1}^n t_i^2 : t \in B(g - \lambda^{-1} s) \right\},
\]

where \( g \) is a submodular function whose Lovász extension is \( \Omega(\beta) \) solved as \( \lambda t \). Note that many of popular structured norms can be expressed as the Lovász extensions of generalized graph cut functions, such as cut functions (that correspond to fused-regularization) [4] and coverage functions (that correspond to overlapping group-regularization).

4.3 Minimum ratio problems

For a nonnegative submodular function \( g : 2^V \to \mathbb{R} \) with \( g(\emptyset) = 0 \) and a positive vector \( b \in \mathbb{R}^n \), consider the minimum ratio problem which asks for a subset \( S \in 2^V \setminus \{\emptyset\} \) minimizing \( g(S)/b(S) \). This kind of optimization problems have to be solved iteratively, e.g., in the primal-dual approximation algorithm for a submodular cost covering problem [13].

Suppose that we have the optimal solution \( x^* \) to

\[
\min \left\{ \sum_{i=1}^n \frac{x_i^2}{b_i} : x \in B(f) \right\}.
\]

Let \( \ell_1 = \min_{i \in V} \frac{x_i}{b_i} \) and let \( S_1 = \{i \in V : \frac{x_i}{b_i} = \ell_1\} \). Then the subset \( S_1 \) is an optimal solution to the minimum ratio problem (see [9]). Therefore, by solving the separable quadratic minimization problem over \( B(g) \), an optimal solution to the minimum ratio problem can be obtained. If the function \( g \) has a graph structure, the running time of the approximation algorithm of [13] could be improved.

5 A general framework for separable convex minimization under submodular constraints

In this section, we describe the decomposition algorithm, which is a general framework to solve the separable convex minimization problem under submodular constraints. Before describing the decomposition algorithm, we give a parametric formulation of problem (1.a).

For the validity of the decomposition algorithm described here, e.g., refer to Fujishige [9], and Nagano and Aihara [22].

5.1 A parametric formulation

Let \( f : 2^V \to \mathbb{R} \) be a general nondecreasing submodular function and \( b \in \mathbb{R}^n \) a positive vector. Recall that the set function \( b \) associated to \( b \) is modular.

For a parameter \( \alpha \geq 0 \), define \( f_\alpha : 2^V \to \mathbb{R} \) by \( f_\alpha = f - \alpha b \), which is submodular. Let us see how problem (1.a) can be reduced to the parametric submodular minimization problem: minimize \( f_\alpha \) for all \( \alpha \geq 0 \). It is known that there exist \( \ell + 1 \) subsets,

\[
(\emptyset, S_0, S_1, \ldots, S_\ell = V),
\]

and \( \ell + 1 \) subintervals of \( \mathbb{R}_{\geq 0} = \{\alpha \in \mathbb{R} : \alpha \geq 0\} \),

\[
R_0 = [0, \alpha_1), R_1 = [\alpha_1, \alpha_2), \ldots, R_\ell = [\alpha_\ell, +\infty),
\]

such that, for each \( j \in \{0, \ldots, \ell\} \), the subset \( S_j \) is the unique maximal minimizer of \( f_\alpha = f - \alpha b \) for all \( \alpha \in R_j \). The vector \( x^* \in \mathbb{R}^n \) determined by, for each \( i \in V \) with \( i \in S_{j+1} \setminus S_j \) (\( j = 1, \ldots, \ell \)),

\[
x_i^* = \frac{f(S_{j+1}) - f(S_j)}{b(S_{j+1} \setminus S_j)} b_i
\]

(8)

is the unique optimal solution to the quadratic minimization problem (1.a). The equation (8) implies that problem (1.a) can be immediately solved if the collection \( S^* = \{S_0, S_1, \ldots, S_\ell\} \) is computed.

5.2 The decomposition algorithm

By successively minimizing \( f_\alpha = f - \alpha b \) for some appropriately chosen \( \alpha \geq 0 \), the decomposition algorithm finds \( S_j \) one by one, and finally the chain \( S_0 \subset S_1 \subset \cdots \subset S_\ell \) and the optimal solution \( x^* \) to problem (1.a) are obtained.

The decomposition algorithm \( DA \) is recursive. Suppose that we are given two subsets \( S_j, S_{j'} \in S^* \) with \( 0 \leq j < j' \leq n \). The algorithm \( DA(S_j, S_{j'}) \) finds the collection

\[
S^*(S_j, S_{j'}) := \{ S \in S^* : S_j \subset S \subset S_{j'} \}.
\]
It can be verified that \( \alpha_{j+1} \leq \frac{f(S_j) - f(S_j')}{b(S_j') - b(S_j)} \leq \alpha_j' \).
Therefore, we can decide if \((j+1 = j')\) or \((j+1 < j')\) by minimizing \( f_\alpha \) with \( \alpha = \frac{f(S_j) - f(S_j')}{b(S_j') - b(S_j)} \).

The decomposition algorithm DA can be described as follows (see, e.g., [22] for the detailed analysis of the algorithm).

---

**Algorithm DA** \((T, T')\)

**Input:** Subsets \( T, T' \in \mathcal{S}^* \) with \( T \subset T' \).

**Output:** The collection \( \mathcal{S}^*(T, T') \).

1. Set \( \alpha = \frac{f(T) - f(T')}{b(T') - b(T)} \). Compute the unique maximal minimizer \( T'' \) of \( f_\alpha := f - \alpha b \).
2. If \( T'' = T' \), return \( T, T' \).
3. If \( T \subset T'' \subset T' \), let \( S_1 \) and \( S_2 \) be the collections returned by DA\((T, T'')\) and DA\((T'', T')\), respectively. Return \( S_1 \cup S_2 \).

First of all, we know that \( S_0 = \emptyset \) and \( S_k = V \), although we do not know how large \( k \) is. Clearly, we have \( \mathcal{S}^*(\emptyset, V) = \mathcal{S}^* \). Therefore, by performing DA\((\emptyset, V)\), the collection \( \mathcal{S}^* \) can be obtained. Using (8), we can immediately obtain the optimal solution of problem (1.a).

In the decomposition algorithm DA\((\emptyset, V)\), we minimize the functions \( f_\alpha : 2^V \rightarrow \mathbb{R} \) at most \( 2n - 1 \) times.

### 6 Efficient algorithms for structured convex minimization problems

Let \( \gamma : 2^V \rightarrow \mathbb{R} \) be a generalized graph cut function defined as in (4), which is generated from a directed graph \( \mathcal{G} = (\{s\} \cup \{t\} \cup V \cup U, E) \). Consider the convex optimization problem (1.a) with \( f = \gamma \),

\[
\min_{x \in \mathcal{B}(\gamma)} \sum_{i=1}^n x_i \beta_i^2. \tag{9}
\]

Recall that \( b \in \mathbb{R}^n \) is a positive vector. We show that problem (9) can be solved efficiently using the framework of the decomposition algorithm DA of Section 5.

For nonnegative parameters \( \alpha \) and \( \beta \), let us see that the set functions \( \gamma - \alpha b \) and \( \gamma + \beta b \) are both generalized graph cut functions. By adding new edges \( e_i^- = (s, i) \) (i \( \in V \)) with edge capacities \( c(e_i^-) = \alpha b_i \) (i \( \in V \)) to \( \mathcal{G} \), we construct a new directed graph \( \mathcal{G}_{\alpha b} \) (see Figure 5 (a)). By adding new edges \( e_i^+ = (i, t) \) (i \( \in V \)) with edge capacities \( c(e_i^+) = \beta b_i \) (i \( \in V \)) to \( \mathcal{G} \), we construct a new directed graph \( \mathcal{G}_{\beta b} \) (see Figure 5 (b)). Since \( \gamma \) is defined as in (4), the functions \( \gamma - \alpha b \) and \( \gamma + \beta b \) are generated by \( \mathcal{G}_{\alpha b} \) and \( \mathcal{G}_{\beta b} \), respectively.

Using Lemmas 2 and 3, and the fact that \( \gamma + \beta b \) is a generalized graph cut function, we can assume that \( \gamma \) is nondecreasing in problem (9).

Now we can apply the decomposition algorithm DA\((\emptyset, V)\) to problem (9). In step 1 of the algorithm DA, we just have to compute the maximal minimum \( s \)-\( t \) cut in \( \mathcal{G}_{\alpha b} \) for some appropriately chosen \( \alpha \geq 0 \) to find the maximal minimizer of \( \gamma - \alpha b \). Since we minimize the functions \( \gamma - \alpha b \) at most \( 2n - 1 \) times, we obtain the following theorem with the aid of the minimum \( s \)-\( t \) cut algorithm [28].

**Theorem 6.** For a generalized graph cut function \( \gamma : 2^V \rightarrow \mathbb{R} \) generated from \( \mathcal{G} = (\{s\} \cup \{t\} \cup V \cup U, E) \), problem (9) can be solved in \( O(n(n + |U|)|E|) \) time, where \( n = |V| \).

We can obtain a different time complexity by using the parametric minimum cut algorithm (Gallo et al. [11]). The parametric minimization problem

\[
\min \gamma - \alpha b \quad \text{for all } \alpha \geq 0
\]

corresponds to the parametric minimum cut problem

\[
\text{find minimum } s \text{-} t \text{ cuts in } \mathcal{G}_{\alpha b} \quad \text{for all } \alpha \geq 0.
\]

To solve this parametric cut problem, we can utilize the parametric minimum cut algorithm [11] (see also [16]). We remark that the directed graph \( \mathcal{G}_{\alpha b} \) satisfies the monotonicity in \( \alpha \geq 0 \) in the meaning of [11]. As a result, we have the following time complexity.

**Theorem 7.** For a generalized graph cut function \( \gamma : 2^V \rightarrow \mathbb{R} \) generated from \( \mathcal{G} = (\{s\} \cup \{t\} \cup V \cup U, E) \), problem (9) can be solved in \( O((n + |U|)|E| \log \frac{(n+|U|)^2}{|E|}) \) time, where \( n = |V| \).

The algorithm of Theorem 7, which is much faster than that of Theorem 6 from a theoretical point of view, is rather complicated to implement.

In view of Theorem 1, we can solve the convex minimization problem under constraints with respect to the structured submodular function \( \gamma \),

\[
\min_{x \in \mathcal{B}(\gamma)} \sum_{i \in V} w_i(x_i)
\]
in $O(n(n + |U|)|E|)$ or $O((n + |U|)|E| \log \frac{(n + |U|)^2}{|E|})$ time for a number of separable convex objective functions.

7 Experimental results

We investigated the empirical performance of the proposed scheme using synthetic and real-world datasets. In Section 7.1, we compare the proposed method in the application to proximal methods for structured regularized least-squares regression, with the state-of-the-art algorithms. In Section 7.2, we apply the proposed algorithm to the densest subgraph problem for large real web-network data. The experiments below were run on a 2.3 GHz 64-bit workstation using Matlab with Mex implementations. And we used SPAMS (SPArse Modeling Software) [18] for the implementations of the proximal methods for the first experiment.

7.1 Comparison in proximal methods

In the first experiment, we compared the proposed algorithm in the application to proximal methods with the state-of-the-art algorithms. As for the regularization term, we used fused-regularization $\Omega_{\text{fused}}(\beta)$ and group regularization (with $l_{\infty}$-norm) $\Omega_{\text{group}}(\beta)$ (for a given set of groups $G$), respectively represented as

$$\Omega_{\text{fused}}(\beta) = \sum_{i=1}^{n-1} |\beta_i - \beta_{i+1}|$$

$$\Omega_{\text{group}}(\beta) = \sum_{g \in G} d_g \|\beta_g\|_{\infty},$$

where $d_g$ is the weight of the group $g$. As the comparison partners, we used the proximal methods for the above regularization: the one based on the homotopy algorithm for $\Omega_{\text{fused}}(\beta)$ [7] (Homo.) and the one by Mairal et al. [19] for $\Omega_{\text{group}}(\beta)$ (NFA), as well as the minimum-norm-point algorithm (MNP) for the calculation of the proximal operator. Since both regularizations can be represented as the decomposable submodular function, we applied the parametric flow algorithm for computing the proximal operators (DA).

We generated data as follows. First for the evaluation with fused regularization, one feature is first selected randomly and the next one is selected with probability 0.4 from each neighboring feature or with probability 0.2/($N - 2$) from the remaining ones and repeat this procedure until $k$ features are selected. For group regularization, the features are covered by 20–200 overlapping groups of size 15. The causal features are chosen to be the union of 2 of these groups. Here, we assign weights $d_g = 2$ to those causal groups and $d_g = 1$ to all other groups. We then simulate $N$ data points $(x(i), y(i))$, with $y(i) = \beta^T x(i) + \epsilon, \epsilon \sim \mathcal{N}(0, \sigma^2)$, where $\beta$ is 0 for non-causal features and normally distributed otherwise.

Since all methods calculate the same objectives in principle, here we report only the comparison of the empirical running time. Tables 1 show the running time by the algorithms for reaching the duality-gap within $10^{-4}$, averaged over 20 datasets each. We can see that the algorithms based on the parametric-flow algorithm, including ours, run much faster than the others. Note that our scheme can be applied to more general form of structured regularization (Eq. (5) for the graph cut implementation) than $\Omega_{\text{fused}}(\beta)$ and $\Omega_{\text{group}}(\beta)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$N$</th>
<th>$k$</th>
<th>DA</th>
<th>MNP</th>
<th>Homo.</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>500</td>
<td>20</td>
<td>0.024</td>
<td>0.083</td>
<td>0.084</td>
</tr>
<tr>
<td>500</td>
<td>1,000</td>
<td>20</td>
<td>0.062</td>
<td>146.969</td>
<td>0.531</td>
</tr>
<tr>
<td>500</td>
<td>5,000</td>
<td>20</td>
<td>1.085</td>
<td>—</td>
<td>32.676</td>
</tr>
<tr>
<td>1,000</td>
<td>500</td>
<td>20</td>
<td>0.019</td>
<td>3.891</td>
<td>0.058</td>
</tr>
<tr>
<td>1,000</td>
<td>1,000</td>
<td>20</td>
<td>0.059</td>
<td>98.310</td>
<td>0.266</td>
</tr>
<tr>
<td>1,000</td>
<td>5,000</td>
<td>20</td>
<td>1.064</td>
<td>—</td>
<td>12.372</td>
</tr>
</tbody>
</table>

Table 1: Comparison of running time (seconds) for the proposed and existing methods.

7.2 Densest subgraphs in web graphs

In the second experiment, we applied the proposed algorithm to the densest subgraph problem using public web-graph and social-network datasets [5]. The characteristics of each data set are shown in Table 2. Although the minimum-norm-point algorithm was applied to the same problem on one of the datasets (cnr-2000) in [23], the data was sub-sampled to 5,000 nodes due to its computational cost. However, in this experiment, we used the full datasets for the analyses, which was possible because our framework runs much more efficiently than the algorithm in [23].

The running time for applying our method to each dataset is shown in Table 2 as well as the number of optimal solutions found by the algorithm. Our method could find exactly optimal-solutions for several $k$ for these large datasets in practical time. Note again that, if $k$ is fixed beforehand, the densest subgraph problem with the size constraint is NP-hard and thus there is no efficient algorithm. Also, the graphs in Figure 6 show plot examples of intensity $I(S)$ versus the sizes of subsets $k$ found by the algorithm. The tendency seems to be that our methods can find more optimal solutions if graphs are denser.
Table 2: Resulting running-time and the number of optimal subsets found by the algorithm as well as the characteristics of datasets.

<table>
<thead>
<tr>
<th>Data</th>
<th># Node</th>
<th># Arc</th>
<th>Time [s]</th>
<th># Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>cnr-2000</td>
<td>325,557</td>
<td>3,216,152</td>
<td>20.55</td>
<td>22</td>
</tr>
<tr>
<td>uk-2007</td>
<td>100,000</td>
<td>3,050,615</td>
<td>19.70</td>
<td>49</td>
</tr>
<tr>
<td>in-2004</td>
<td>1,382,908</td>
<td>16,917,053</td>
<td>225.90</td>
<td>5,971</td>
</tr>
<tr>
<td>eu-2500</td>
<td>862,664</td>
<td>19,235,140</td>
<td>278.50</td>
<td>4,933</td>
</tr>
<tr>
<td>wordassoc.</td>
<td>10,617</td>
<td>72,172</td>
<td>0.15</td>
<td>2</td>
</tr>
<tr>
<td>amazon-2008</td>
<td>735,323</td>
<td>5,158,388</td>
<td>127.51</td>
<td>1,882</td>
</tr>
<tr>
<td>dblp-2010</td>
<td>326,186</td>
<td>1,615,400</td>
<td>19.68</td>
<td>985</td>
</tr>
<tr>
<td>dblp-2011</td>
<td>986,324</td>
<td>6,707,236</td>
<td>96.60</td>
<td>979</td>
</tr>
</tbody>
</table>

We have shown that when a submodular function $f$ has a directed graph representation the separable convex minimization problem under submodular constraints can be solved pretty efficiently compared to general submodular optimization methods. It is known that quite a lot of submodular functions have graph structures (refer to Jegelka, Lin, and Bilmes [14]). The proposed methods are based on the general theory of submodular functions and (parametric) maximum flow algorithms. In addition, we remark that the proposed methods can deal with various essentially equivalent objective functions for the problem.

Appendix: Submodularity of generalized graph cut functions

In order to make this paper self-contained, we give a proof of the submodularity of a generalized graph cut function [14], $\gamma: 2^V \rightarrow \mathbb{R}$ defined in (4). We set $\beta \geq 0$ as the sum of all edge capacities of $G$. Let $1 \in \mathbb{R}^n$ be the all-one vector and let $1 : 2^V \rightarrow \mathbb{R}$ be a set function defined by $1(S) = |S|$ for each $S \subseteq V$. The directed graph $G^+_S$ (see Section 6) generates the set function $\gamma + \beta 1$. For each $S \subseteq V$, let $\gamma'(S)$ be the minimum capacity of a cut separating $\{s\} \cup S$ from the sink $t$ in $G^+_S$. By the result of Megiddo [20] on network flow problems with multiple terminals, the set function $\gamma': 2^V \rightarrow \mathbb{R}$ is submodular. For each $S \subseteq V$, we have

$$\gamma'(S) = \min_{W \subseteq (U \cup \{s\})} \left\{ \sum_{e \in \delta^+_{G^+_S}} \min_{S \subseteq V} \left( \sum_{e \in \delta^+_{G^+_S}} \right) \right\}$$

where the third equality holds because $\beta$ is sufficiently large. Since $\gamma' = \gamma + \beta 1$ is submodular, the function $\gamma$ is also submodular.
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Abstract

Consider a collection of weighted subsets of a ground set \( N \). Given a query subset \( Q \) of \( N \), how fast can one (1) find the weighted sum over all subsets of \( Q \), and (2) sample a subset of \( Q \) proportionally to the weights? We present a tree-based greedy heuristic, Treedy, that for a given positive tolerance \( d \) answers such counting and sampling queries to within a guaranteed relative error \( d \) and total variation distance \( d \), respectively. Experimental results on artificial instances and in application to Bayesian structure discovery in Bayesian networks show that approximations yield dramatic savings in running time compared to exact computation, and that Treedy typically outperforms a previously proposed sorting-based heuristic.

1 INTRODUCTION

Reasoning with probabilistic models typically deals with queries on sets of weighted points. For instance, one may ask a maximum-weight point subject to the constraint that the point satisfies some given property. Likewise, one may ask the total weight (e.g., the probability mass) of the points or a random point sampled proportionally to the weights, subject to the given constraint. The large number of points and the complexity of the constraint often render these tasks computationally very challenging.

The present works addresses a particular class of queries, we call subset queries, formalized as follows. Let \( N \) be a ground set of \( n \) elements and \( \mathcal{C} \) a collection of \( m \) subsets of \( N \), each subset \( S \in \mathcal{C} \) associated with a non-negative weight \( w(S) \). For convenience, we extend the weight function to all subsets of the ground set by letting \( w(S) = 0 \) for \( S \notin \mathcal{C} \). A subset counting query asks the total weight of all subsets of a given query subset \( Q \subseteq N \), given by

\[
W(Q) = \sum_{S \subseteq Q} w(S). \tag{1}
\]

Analogously, a subset sampling query asks a random subset of the query subset \( Q \), such that any particular subset \( S \subseteq Q \) gets selected with probability \( w(S)/W(Q) \). While queries about maxima, minima, median, etc. can be defined in a similar fashion, we will restrict ourselves to counting and sampling queries in the sequel.

Our focus will be on scenarios where \( m \), the size of the collection, is much smaller than \( 2^n \), the number of all subsets of the ground set. The opposite case when \( m \) is close to \( 2^n \) is also fundamental but, to a large extent, well understood. Namely, using the fast zeta transform algorithm (Yates, 1937; Kennes and Smets, 1990; Kennes, 1991; Koivisto and Sood, 2004; Koivisto, 2006) the values \( W(Q) \) can be computed for all \( Q \subseteq N \) in a total of roughly \( n2^n \) additions, after which answering any counting or sampling query is very fast.

1.1 APPLICATION: ORDER-MCMC FOR BAYESIAN NETWORK LEARNING

A motivating example of subset queries is provided by the order-MCMC method of Friedman and Koller (2003) for learning the directed acyclic graph (DAG) of a Bayesian network model (Pearl, 1988, 2000; Buntine, 1991; Heckerman et al., 1995). For closely related recent developments that likewise involve subset queries, see the works of Ellis and Wong (2008), Niinimäki et al. (2011), and Niinimäki and Koivisto (2013).

Order-MCMC samples node orderings by simulating a Markov chain whose stationary distribution is the posterior distribution. The time consumption of order-MCMC is determined by the complexity of evaluating the posterior probability (up to a normalizing constant) of a given node ordering \( v_1v_2\ldots v_n \). Ef-
ficient evaluation is facilitated by the factorization of the posterior into a product $W_1W_2 \cdots W_n$, where each factor $W_j$ is given by (1) as the total weight $W\{v_1, v_2, \ldots, v_{j-1}\}$ for a weight function $w$ that depends on the node $v_j$. The interpretation is that any subset of the nodes preceding $v_j$ can form the set of parents of $v_j$ in the network, the weight indicating how well a particular selection of parents fits the data and the prior beliefs.

To quantify the time requirements in this example, suppose that each node is allowed to have at most $k$ parents—having a relatively small $k$ is a common practice unless $n$ is very small. Then each $W_j$ can be evaluated using about $\binom{\binom{n-1}{k}}{k} + \binom{\binom{n-1}{k-1}}{k} + \cdots + \binom{\binom{n-1}{1}}{k}$ additions, and the posterior using about $\binom{0}{k} + \binom{1}{k} + \cdots + \binom{n-1}{k} = \binom{n}{k+1} - 1 > \binom{n}{k+1}$ additions (followed by $n-1$ multiplications). This is tolerable for small values of $n$ and $k$, but for larger values, say $n = 60$ and $k = 5$, the time requirement becomes infeasible in practice, for the computations are performed for thousands of node orderings.

The same concern holds for the possible second phase of the order-MCMC method, in which each sampled node ordering is used for sampling some number of DAGs compatible with the ordering. This amounts to $n$ subset sampling queries per DAG.

### 1.2 AN APPROXIMATION APPROACH

One might hope for a data structure that enables rapid answering of subset queries. Trivially, counting queries can be answered in $O(n)$ time by precomputing and storing the answers to all possible $2^n$ queries in advance. But this approach becomes soon unfeasible for larger $n$, especially due to the large memory requirement. It is to be contrasted with the other extreme approach: visit all members $S \in \mathcal{C}$ and add $w(S)$ to the sum if $S \subseteq Q$, taking $O(mn)$ time and essentially no extra memory. Whether there are efficient ways to trade memory for time, is an open question. However, there is strong negative evidence associated with closely related existence queries ("Does the query set contain some set in $\mathcal{C}$?"). Namely, the best known tradeoffs are rather inefficient and of theoretical interest only (Charikar et al., 2002), and lower bounds that suggest the impossibility of finding much better tradeoffs are known (Pătrașcu, 2011).

Given the state of affairs concerning exact solutions, we in this work settle for approximations to reduce the time requirement of subset queries. In counting queries we allow an additive relative error $d$. Likewise, in sampling queries we require the sampling distribution be at a total variation distance at most $d$ from the exact distribution. Here $d$ is a parameter that can be set to close to zero, say $d = 0.01$, to guarantee very accurate approximations. In the order-MCMC application, for instance, it is easy to verify that accurate approximations to subset queries translate, in a straightforward manner, to accurate approximations at the end results of posterior inference.

The idea of approximation is not new. Indeed, the starting point of the present study is the following heuristic by Friedman and Koller (2003) to speed up order-MCMC: Given a query set $Q$, visit a fixed number $m'$ of heaviest members $S \in \mathcal{C}$ in decreasing order by weight, and if $S \subseteq Q$, then increase the sum by the weight of $S$. Finally, return the accumulated sum, unless the largest counted weight fails to be some factor $\gamma$ larger than the smallest (last) weight in the list, in which case compute the sum by brute-force enumeration of all subsets of $Q$ in $\mathcal{C}$. The rationale is that for large $Q$ it is likely that there is at least one heavy $S \subseteq Q$ among the $m'$ heaviest sets in $\mathcal{C}$, and thus the brute-force phase is avoided. Choosing a large enough $\gamma$ guarantees that the lost mass is negligible. Whether this heuristic is close to the best possible, has remained an open question.

Here, we address the question in several ways. Our focus is exclusively on collector algorithms that, like the aforementioned heuristic by Friedman and Koller, are based on visiting some of the subsets of the ground set in some order, adding up the weights of those that are subsets of the query set, and stopping using some appropriate rule. We begin in Section 2 by showing how any algorithm of this type for approximative counting also yields a sampling algorithm with a corresponding accuracy. The section continues by describing two extreme approaches to counting queries: a brute-force algorithm Exact that produces the exact value, and an idealized algorithm Ideal that only visits the minimum number of heaviest subsets that suffice for the desired approximation error, so providing us a lower bound for the amount of work needed by any collector algorithm. We also streamline the heuristic of Friedman and Koller by formulating a stronger stopping rule that achieves the same accuracy guarantees with less work. We call the resulting algorithm Sorted.

Our main contribution is a novel heuristic, presented in Section 3. The motivation of the heuristic stems from the observation that Sorted becomes slow when the heaviest subsets are not contained by the query set. Our idea is to restrict the search to subsets of the query set, however, turning the brute-force enumeration into a controlled approximation algorithm that, in a greedy fashion, aims to visit first subsets that are "likely" to be heavier. As the enumeration proceeds from smaller subsets to larger ones in a tree-structured manner, we call the algorithm Treedy.
We compare the heuristics to the exact and the idealized algorithm in Section 4. We report on experiments with synthetic instances and in application to Bayesian network learning using order-MCMC.

To keep the presentation simple and succinct, we will assume that the collection $C$ is downward closed. That is, we assume that $\mathcal{C}$ equals the downward closure $\mathcal{C}_\downarrow = \{ T : T \subseteq S \text{ for some } S \in \mathcal{C} \}$. In the experiments we further restrict our attention to the case where $\mathcal{C}$ consists of all $S \subseteq N$ with $|S| \leq k$ for some relatively small $k$. These restrictions are, however, not crucial for the validity of the studied methods. We discuss this issue, among other things, in Section 5.

## 2 PRELIMINARIES

Throughout this section and the remainder of the paper, we consider a weighted downward closed collection $\mathcal{C}$ of $m$ subsets of some $n$-element ground set $N$. For a query set $Q \subseteq N$, we call a set $S$ relevant if $S \in \mathcal{C}$ and $S \subseteq Q$. We denote the collection of relevant sets by $\mathcal{C}_Q$. If $Q$ is clear from the context, we may denote the total weight $W(Q)$ simply by $W$. We will denote by $d$ the approximation tolerance, $0 \leq d \leq 1$, whether referring to an upper bound for the additive relative error or for the total variation distance.

### 2.1 FROM COUNTING TO SAMPLING

Below is a generic algorithm that uses a collector algorithm for counting queries (the first step) to answer sampling queries (the second step).

**Algorithm Draw**

Given a query set $Q$ and tolerance $d$, do the following:

**D1** Visit some relevant sets $S_1, S_2, \ldots, S_r$ whose total weight $W'$ is at least $(1-d)W$. Store the cumulative sums $W_i = \sum_{j=1}^i w(S_j)$.

**D2** Draw a random variable $U$ from the uniform distribution on the interval $[0, W']$. Find an $i$ such that $W_{i-1} < U \leq W_i$ and return $S_i$.

It is easy to see that $Draw$ returns a set $S$ with probability $\pi'(S)$ that satisfies $\pi'(S) = w(S)/W'$ if $S$ is a visited relevant set and $\pi'(S) = 0$ otherwise. The next result shows that this guarantees a small deviation from the exact distribution $\pi(S) = w(S)/W$, as measured by the commonly used total variation distance. The total variation distance between two probability measures $\mu$ and $\mu'$ on a finite set $\Omega$ is defined as $\delta(\mu, \mu') = \max_{A \subseteq \Omega} |\mu(A) - \mu'(A)|$ and can be simplified to $\delta(\mu, \mu') = \sum_{a \in \Omega} |\mu(a) - \mu'(a)|/2$. We attribute the following theorem to folklore; the proof is elementary and included here for convenience.

**Theorem 1.** The total variation distance between the above defined $\pi$ and $\pi'$ is at most $d$.

**Proof.** As $\pi'(S) \geq \pi(S)$ for each visited relevant set $S$ and $\pi'(S) = 0$ otherwise, we have

$$2\delta(\pi, \pi') = \sum_{i=1}^r [\pi'(S_i) - \pi(S_i)] + 1 - \sum_{i=1}^r \pi(S_i) = 2 - 2W'/W.$$  

Using $W' \geq (1-d)W$ completes the proof.

If the cumulative weights $W_i$ are stored in a simple array indexed by $i$, step D2 can be implemented to run in $O(\log r)$ time by using binary search. However, if the distribution $\pi'$ has small entropy $H$ (i.e., the mass is concentrated on some subsets), then much faster implementation running in roughly $O(H)$ time is possible by using, e.g., a Huffman coding based data structure.

The running time of $Draw$ is clearly dominated by step D1. This, in part, motivates the investigations of efficient collector algorithms for counting queries.

### 2.2 EXACT AND IDEAL COUNTING

There are two obvious brute-force approaches to compute the exact total weight of the query set $Q$. One is to visit every set $S$ in the given collection $\mathcal{C}$ and add the weight of $S$ to a cumulative sum if $S \subseteq Q$. The other approach is to only visit sets $S \subseteq Q$ and add the weight of $S$ to a cumulative sum if $S \in \mathcal{C}$. The following algorithm assumes the latter approach:

**Algorithm Exact**

Given a query set $Q$, do the following:

**E1** Visit the relevant sets in lexicographic order and return the sum of their weights.

For downward closed collections $\mathcal{C}$ it is, in fact, more efficient to implement the algorithm so that the membership test $S \in \mathcal{C}$ is avoided, at the cost of visiting also a few sets that are not subsets of $Q$. The idea is to use a data structure where each member $S$ of $\mathcal{C}$ is linked to its one-element larger successors $S \cup \{x\} \in \mathcal{C}$, with the link labeled by the element $x$. Namely, then the algorithm can proceed in the lexicographic order at the cost of testing whether $x \in Q$ also for some irrelevant sets $S \cup \{x\} \not\subseteq Q$. Technically, this makes the number of visited sets generally exceed the number of relevant sets $|\mathcal{C}_Q|$; however, the extra visits are very quick due to the simplicity of the test.

We note that when $\mathcal{C}$ consists of all subsets of size at most some $k$, then it is easy to visit only the relevant sets and avoid the aforementioned technicalities.
When an approximation of the total weight suffices, the performance of Exact is no longer close to the best possible. An ideal collector algorithm would visit as few as possible sets necessary for gathering the required proportion of the mass.

Algorithm Ideal
Given a query set \( Q \) and tolerance \( d \), do the following:

1. Visit, in some order, the minimum number of the heaviest relevant sets whose total weight \( W' \) is at least \((1 - d)W\). Return \( W'\).

We should note that Ideal is an “idealized” algorithm in the sense that we do not know how to efficiently find the minimum number of the heaviest relevant sets. Nevertheless, we can estimate the running time of the algorithm under the supposition that a list of sufficient relevant sets is available to the algorithm for free.

2.3 COUNTING BY PRE-SORTING
If the query set \( Q \) is large, then one can achieve almost ideal performance by visiting sufficiently many members of \( \mathcal{C} \) in decreasing order by weight. Sorting needs to be done only in the initialization phase, before any query. For smaller \( Q \) the heaviest sets of \( \mathcal{C} \) are, however, likely to include also irrelevant sets that are not subsets of \( Q \). Then the number of visited sets may grow much larger than \(|\mathcal{C}_Q|\). Therefore it is advisable to switch over to the exact algorithm after about \(|\mathcal{C}_Q|\) visited sets. To keep the number of visited sets as small as possible, it is also crucial to devise an efficient stopping rule. The following algorithm adapts these ideas and implements a stopping condition that is stronger than in the original formulation by Friedman and Koller (2003):

Algorithm Sorted
Before any query, sort the sets in \( \mathcal{C} \) into decreasing order by weight, \( w(S_1) \geq w(S_2) \geq \cdots \geq w(S_m) \). Store the cumulative sums \( W_i = \sum_{j=i+1}^{m} w(S_j) \).

1. Given a query set \( Q \) and tolerance \( d \), initialize a counter for yet nonvisited relevant sets \( t = |\mathcal{C}_Q| \), a step counter \( j = 0 \), and \( W' = 0 \), and do the following:
   a. If \( j \geq |\mathcal{C}_Q| \), then switch to Exact; if \( S_j \subseteq Q \), then add \( w(S_j) \) to \( W' \) and increase \( t \) by 1; if \( W' \geq (1 - d)(W' + W_j - W_{j+t}) \), then stop and return \( W' \).

Theorem 2. Algorithm Sorted is correct.

Proof. If the algorithm switches to Exact at some point, then the correctness of the algorithm is clear. Suppose therefore that the algorithm stops when the condition \( W' \geq (1 - d)(W' + W_j - W_{j+t}) \) is satisfied. It suffices to show that \( W' + W_j - W_{j+t} \geq W \). To this end, observe that \( W' \) is a sum of the weights of the \(|\mathcal{C}_Q| - t \) heaviest relevant sets, and that \( W_j - W_{j+t} \) is at least as large as the sum of the \( t \) remaining (lightest) relevant sets.

See Table 1 for an illustration and comparison to Exact and Ideal. Note that in the example, Sorted achieves the desired approximation guarantee after visiting 7 sets; it does not switch to Exact.

3 THE TREEDY HEURISTIC
We next present a novel heuristic, Treedy, for approximate counting queries. Like Exact, the heuristic operates on a lexicographically structured tree. The lexicographical tree of \( \mathcal{C} \) is a rooted tree on the collection \( \mathcal{C} \), defined as follows. The empty set is the root of the tree. Any other set \( S \) is a son of another set \( S' \) if \( S = S' \cup \{ x \} \) where \( x \) is the last element in \( S \) in alphabetical order; the notions of brother, ancestor, and descendant are defined in the obvious way. For each set \( S \in \mathcal{C} \) define the weight potential \( \phi(S) \) as the sum of the weights of all descendants of \( S \) (including \( S \) itself). In the initialization phase, Treedy modifies this structure appropriately, and in the query phase it proceeds in a greedy fashion.

Algorithm Treedy
Before any query, modify the lexicographical tree of \( \mathcal{C} \) into a greedy tree as follows: For each set, sort its sons in decreasing order by their weight potentials. Then remove the links to all but the
first son and create a linked list to connect the brothers in this order. As a result, each set has (at most) two links: one to its brother with next largest weight potential and the other to its son with the largest weight potential. Finally, compute the aggregate potential $\psi(S)$ for each set $S$ by summing the weight potentials of $S$ and its subsequent smaller brothers.

**T1** Given a query set $Q$ and tolerance $d$, initialize $W' = 0$ and $\mathcal{R} = \{\emptyset\}$ and repeat the following: remove from $\mathcal{R}$ a set $S$ with the largest aggregate potential; add $w(S)$ to $W'$; add the next relevant brother (if any) of $S$ into $\mathcal{R}$ and ignore the preceding irrelevant brothers (and their descendants); add the first relevant set (if any) of $S$ into $\mathcal{R}$ and ignore the preceding irrelevant sons (and their descendants); if $W' \geq (1 - d)(W' + \Psi(\mathcal{R}))$, where $\Psi(\mathcal{R}) = \sum_{S \in \mathcal{R}} \psi(S)$ is the aggregate potential of $\mathcal{R}$, then stop and return $W'$.

See Table 1 and Figure 1 for an illustration of an execution of *Treedy*. In that small example, the savings of *Treedy* compared to *Exact* are rather modest. We leave it to the reader to imagine how larger savings are possible on larger problem instances.

**Theorem 3.** Algorithm *Treedy* is correct.

**Proof.** First note that, during the execution of the algorithm, $\mathcal{R}$ contains only relevant sets and thus only weights of relevant sets are added to $W'$. Therefore, it is sufficient to show that the invariant $W' + \Psi(\mathcal{R}) \geq W(Q)$ holds during the execution of the algorithm; correctness then follows from the stopping condition.

To see that the invariant holds, observe that in the beginning $\Psi(\mathcal{R})$ is the sum of the weights of all relevant sets plus the weights of all irrelevant sets. In each step the algorithm removes a set $S$ from $\mathcal{R}$ but adds back the next relevant brother of $S$ and the first relevant son of $S$. The aggregate potential of $\mathcal{R}$ is thus decreased by $w(S)$ and by the weight potentials of any possibly ignored irrelevant brothers and sons. Since the descendants of irrelevant sets are also irrelevant, the only relevant set whose weight is subtracted from $\Psi(\mathcal{R})$ is $S$. As $w(S)$ is added to $W'$, no weight of a relevant set is removed from $W' + \Psi(\mathcal{R})$. Thus, by the induction principle the invariant holds during the execution of the algorithm.

The potential efficiency of *Treedy* stems from the fact that, contrary to *Sorted*, none of the descendants of an irrelevant set will be visited. On the other hand, the algorithm is allowed to visit some irrelevant sets to enable efficient implementation of the greedy best-first order. But visiting irrelevant nodes is fast since those are just ignored; no update of $\mathcal{R}$, $\Psi(\mathcal{R})$ or $W'$ is needed.

The greedy tree can be constructed in a straightforward manner in $O(m \log n)$ time, for sorting the $m_S$ sons of each set $S \in \mathcal{C}$ takes $O(m_S \log m_S)$ time, $m_S \leq n$, and $\sum_{S \in \mathcal{C}} m_S = m - 1$. Thus the initialization cost is essentially linear in the input size and negligible when the number of counting queries is large.
To implement the query algorithm efficiently, we have to overcome two challenges: (1) how to store $R$ and (2) how to avoid computing $\Psi(R)$ from scratch in every step. We address the first challenge by keeping the members of $R$ in a binary heap, which enables updating $R$ in $O(\log |R|)$ time per step of the algorithm.

To address the second challenge, we maintain the sum $\Psi(R)$ during the execution of the algorithm by, in each step, subtracting from $\Psi(R)$ the aggregate potential of the set removed from $R$ and adding to $\Psi(R)$ the aggregate potentials of the sets added to $R$. However, if the relative differences of the weights $w(S)$ are large, then this approach can lead to problems with numerical accuracy. If this is the case, a solution is to not maintain $\Psi(R)$ at all until we know that the stopping condition is relatively close to hold. More specifically, suppose $\Psi(R)$ is computed from scratch and maintained only after the aggregate potential of the set removed from $R$ gets smaller than $dW'$. Then we know that $\Psi(R)$ has to decrease at most by the factor $|R|$ before the stopping condition is met, and thus the accuracy problems should be gone.

4 EXPERIMENTAL STUDIES

We have implemented the presented algorithms in the C++ language.\textsuperscript{1} We next report on experimental studies on artificially generated instances of subset query problems as well as several instances of the Bayesian network learning application using our implementation of the order-MCMC method of Friedman and Koller (2003). The focus of the experimental studies is in investigating the relationship of running time and approximation guarantee of the four algorithms.

4.1 ARTIFICIAL INSTANCES

We generated various weight functions $w(S)$ on subsets $S \subseteq N$ of size at most $k$. We varied $n = |N|$ in $\{20, 60\}$ and $k$ in $\{3, 5\}$. We considered four types of weight functions, each based on the following building block:

$$w(S) = \exp \left( \lambda \sum_{i \in S} U_i \right), \quad U_i \sim \text{Uniform}(\kappa - 1, \kappa).$$

Here $\lambda$ is a parameter that specifies the variance of the weights; the larger the $\lambda$, the larger the variance. The parameter $\kappa$ specifies the (expected) number of elements of the ground set that contribute positively to the weight. Note that the weight of the empty set is always 1. The four types are the following:

**Flat:** $\lambda = 10, \kappa = k/n$.

**Steep:** $\lambda = 200, \kappa = k/n$.

**Mixture:** Take the sum of 5 flat and 5 steep ones, for both types letting the product $kn$ take the 5 values $k-1, k, k+1, k+2, k+3$. This creates 10 distinct “local maxima”.

**Shuffled:** Like in the mixture type but permuting the weights $w(S)$ randomly among the subsets of same size. This destroys the dependence of the weights of subsets that have large intersection.

For each of the four types and the values of $n$ and $k$, we generated 5 random weight functions, executed the algorithms Exact, Ideal, Sorted, and Treedy, for 1000 query sets sampled uniformly at random for each query set size from 1 to $n$. Figure 2 shows average running times.

We see that for flat weight functions, the approximation algorithms yield significant speedups over the exact algorithm only when the approximation tolerance is relatively large. For steep weight functions, as well as for mixtures and shuffled mixtures, the speedups are however by two orders or magnitude already with small approximation tolerance. The speedups become the more dramatic, the larger the $n$ and $k$ are. Examining the effect of the query set size reveals that Sorted performs better than Treedy for larger query sets, but for smaller query sets Treedy is faster. For larger values of $n$ and $k$, Treedy outperforms Sorted by a factor of about 5. To our surprise, shuffling the weight function has essentially no effect to the performance of Treedy.

4.2 APPLICATION TO BAYESIAN NETWORK LEARNING

We ran our implementation of order-MCMC on four datasets available from the UCI repository (Blake and Merz, 1998). Votes2 was obtained by concatenating two random permutations of the 17-variable Votes

<table>
<thead>
<tr>
<th>Name</th>
<th>n</th>
<th>#Samples</th>
<th>k</th>
<th>#Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Votes2</td>
<td>34</td>
<td>435</td>
<td>5</td>
<td>10000</td>
</tr>
<tr>
<td>Chess</td>
<td>37</td>
<td>3196</td>
<td>5</td>
<td>5000</td>
</tr>
<tr>
<td>10xPromoters</td>
<td>58</td>
<td>1060</td>
<td>4</td>
<td>2000</td>
</tr>
<tr>
<td>Splice</td>
<td>61</td>
<td>3190</td>
<td>4</td>
<td>2000</td>
</tr>
<tr>
<td>Alarm</td>
<td>37</td>
<td>50–5000</td>
<td>5</td>
<td>1000</td>
</tr>
<tr>
<td>Hailfinder</td>
<td>56</td>
<td>50–5000</td>
<td>4</td>
<td>1000</td>
</tr>
</tbody>
</table>

\textsuperscript{1}The implementation will be made publicly available via the authors’ home pages.
dataset, so doubling the number variables. 10xPer- 
motors was obtained by taking each sample of the 
Promoters dataset 10 times. The datasets Chess and 
Splice we used as such. In addition, we used datasets 
of varying sample sizes generated from the benchmark 
Bayesian network models Alarm (Beinlich et al., 1989) 
and Hailfinder (Abramson et al., 1996).\(^2\) Table 2 shows the key parameters associated with the datasets 
and the order-MCMC method, including the maxi-
mum number of parents \(k\) and the number of MCMC 
steps. The posterior (the structure and parameter pri-
ors) was specified as in the experiments of Niinimäki 
et al. (2011).

We observe that approximation expedites the com-
putations by one to several orders of magnitude; see 
Figure 3. As expected, the gain of approximation in-
creases with larger datasets and larger error, being, 
however, significant already with 200 samples and eas-
ily tolerable error (say 1%). On the larger datasets 
Treedy performs consistently better than Sorted, the 
difference being sometimes nearly one order of magni-
tude (Chess and Alarm with an approximation toler-
ance of at least 1%).

Examining the effect of the query set size for the four 
datasets (Figure 3(a)) reveals that Treedy is consis-
tently faster than Sorted on queries that are the hard-
est ones for Sorted. However, Sorted is typically faster 
than Treedy on the easier query sets. Thus it depends 
on the distribution of queries, whether Treedy or Sorted 
should be the algorithm of choice, or whether it would 
pay off to use the obvious hybrid: Treedy for smaller 
and Sorted for larger query sets.

The results for Ideal suggest that considerable further 
speedups, by one to two orders of magnitude, might be 
possible using still better algorithms and data struc-
tures.

---

\(^2\)The datasets are available at http://www.dsl-lab.
.org/supplements/mmhcf_paper/mmhcf_index.html.
5 DISCUSSION

We have studied approximation algorithms for subset counting and sampling queries. After observing how any collector algorithm for approximate counting queries can be turned into a sampling algorithm, we considered four collector algorithms. These include a slow exact algorithm that serves as a reference and an “ideal” one that we cannot implement efficiently but that provides us with a lower bound of the needed performance. Typically, Treedy performs as well as Sorted or significantly better.

We made the assumption that the given collection of subsets is downward closed. This assumption simplified the presentation and experimental settings. The assumption is, however, not well justified in general. Namely, the input collection can potentially be much smaller than its downward closure, in which case one could realistically hope for faster methods whose time requirement is determined by the size of the input rather than the size of the closure. We note that Sorted readily has this desirable property. For example, in the Bayesian network application it is quite plausible to expect that some potential parent sets have so small a weight that they can be discarded in the precomputation phase. Fortunately, the assumption of downward closedness seems not crucial for the validity of the presented methods. Indeed, the data structures and visiting orders underlying the methods Exact and Treedy can be pruned by introducing shortcuts. Using shortcuts, only subsets that belong to the collection need be visited, and so the other subsets can be discarded. We leave a more detailed description of this generalization and examination of its impact to the Bayesian network application to an extended version of this paper.

There are also other avenues for future research. We
restricted our attention to methods whose memory requirement is roughly linear in the size of the input collection. It remains an open question, whether significant speedups can be achieved by investing somewhat more space. Likewise, we have only considered collector algorithms, and it is an open question, whether there exist faster algorithms of some different type.
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Abstract

This paper addresses the problem of rank aggregation, which aims to find a consensus ranking among multiple ranking inputs. Traditional rank aggregation methods are deterministic, and can be categorized into explicit and implicit methods depending on whether rank information is explicitly or implicitly utilized. Surprisingly, experimental results on real data sets show that explicit rank aggregation methods would not work as well as implicit methods, although rank information is critical for the task. Our analysis indicates that the major reason might be the unreliable rank information from incomplete ranking inputs. To solve this problem, we propose to incorporate uncertainty into rank aggregation and tackle the problem in both unsupervised and supervised scenario. We call this novel framework stochastic rank aggregation (St.Agg for short). Specifically, we introduce a prior distribution on ranks, and transform the ranking functions or objectives in traditional explicit methods to their expectations over this distribution. Our experiments on benchmark data sets show that the proposed St.Agg outperforms the baselines in both unsupervised and supervised scenarios.

1 INTRODUCTION

Rank aggregation is a central problem in many applications, such as metasearch, collaborative filtering and crowdsourcing tasks, where it attempts to find a consensus ranking among multiple ranking inputs.

In literature, deterministic rank information has been utilized to solve the rank aggregation problem, and we refer these methods as deterministic rank aggregation. The conventional methods can be further divided into two categories: explicit and implicit methods. For explicit methods (Aslam & Montague, 2001; Cormack et al., 2009), rank information is explicitly utilized for rank aggregation, e.g., (Aslam & Montague, 2001) uses the mean rank as the score and sorts items in ascending order. While for implicit methods (Gleich & Lim, 2011; Thurstone, 1927), rank information is used implicitly, e.g., (Thurstone, 1927) defines the generative probability of pairwise preferences based on rank information and adopts the maximum likelihood procedure for aggregation.

Although rank information is crucial for the rank aggregation task, surprisingly, the explicit methods would not work well as implicit methods in practice. Our experiments on real data sets show that the implicit methods outperform explicit methods, in both unsupervised and supervised scenarios.

The root of the problem may lie in the unreliable rank information from multiple incomplete ranking inputs. Typically, the ranking inputs in rank aggregation are partial rankings. For example, in metasearch, only top search results are returned from each meta search engine with respect to its repository; in a recommender system, users only rate the items they have ever seen. The incompleteness of the partial ranking makes the ranks of items no longer reliable. Taking the recommender system as an example, we do not know whether an unseen item will be ranked higher or lower than the already rated ones for the user. As indicated by (Voorhees, 2002; Farah & Vanderpooten, 2007), the incorrect rank information will reduce the performance of any explicit method. Therefore, it is not surprising to see the failure of explicit methods based on the current unreliable rank information.

To amend this problem, we propose to incorporate uncertainty into rank aggregation and tackle the problem in both unsupervised and supervised scenario. We refer this novel rank aggregation framework as stochastic rank aggregation (St.Agg for short). Specifically, a prior distribution derived from pairwise contests is
introduced on ranks to accommodate the unreliable rank information, since it has been proven that rank information encoded in a pairwise way will be robust (Farah & Vanderpooten, 2007). We then define the new ranking functions or objectives (in unsupervised or supervised respectively) as the expectation of those in traditional methods with respect to the rank distribution. In unsupervised scenario, the new ranking functions are used to find the final ranking list. In supervised scenario, the learning to rank technique is employed to complete the rank aggregation task. Specifically, a feature representation for each item is first designed, based on explicit features in (Aslam & Montague, 2001) and latent features in (Volkovs et al., 2012; Kolda & Bader, 2009). A gradient method is then employed to optimize the new objectives.

Our experiments on benchmark data sets show that the proposed St.Agg significantly outperforms traditional rank aggregation methods, in both unsupervised and supervised scenarios. Furthermore, we conduct experiments to demonstrate that St.Agg is more robust than traditional methods, showing the benefit of uncertainty.

In summary, we propose a novel rank aggregation framework which incorporates uncertainty of rank information. Our major contributions include: (1) the finding that partial ranking inputs in rank aggregation will make the explicit methods fail, due to unreliable rank information; (2) the definition of rank distribution based on pairwise contests, which is the basis of stochastic rank aggregation; and (3) the proposal of a unified rank aggregation framework in both unsupervised and supervised scenarios.

The rest of the paper is organized as follows. We first introduce some backgrounds on rank aggregation in Section 2, and then conduct some empirical study and analysis on why explicit methods will not work well in rank aggregation. Section 4 describes the framework of stochastic rank aggregation, including the definition of rank distribution and St.Agg in both unsupervised and supervised scenarios. Section 5 presents our experimental results and Section 6 concludes the paper.

2 BACKGROUNDS

In this section, we introduce some backgrounds on rank aggregation, including problem definition, previous methods and evaluation measures.

2.1 PROBLEM DEFINITION

In unsupervised scenario, we are given a set of \( n \) items \( \{x_1, \cdots, x_n\} \) and multiple ranking inputs \( \tau_1, \cdots, \tau_m \) over these items. \( \tau_i(x_j) \) stands for the position of \( x_j \) in the ranking \( \tau_i \). If the length of \( \tau_i \) is \( n \), \( \tau_i \) is called a full ranking; otherwise, it is called a partial ranking. The goal of unsupervised rank aggregation is to find a final ranking \( \pi \in \Pi \) over all the \( n \) items which best reflects the ranking order in the ranking inputs, where \( \Pi \) is the space of all the full ranking with length \( n \). To achieve this goal, many aggregation algorithms try to optimize a similarity function \( F \) between the ranking inputs \( \tau_1, \cdots, \tau_m \) and the final ranking result \( \pi \), while some other aggregation algorithms directly give the form of their final ranking function \( f \) without explicit optimization objectives.

In supervised scenario, we are given \( N \) sets of items, denoted as \( D_i = \{x_1^{(i)}, \cdots, x_n^{(i)}\}, i = 1, \cdots, N \). For each item set \( D_i \), a collection of ranking inputs \( \tau_1^{(i)}, \cdots, \tau_m^{(i)} \) are over this set. The ground-truth labels for all items are provided in the form of multi-level ratings, such as three level ratings (2: highly relevant, 1: relevant, 0: irrelevant), denoted as \( Y^{(i)} = (y_1^{(i)}, \cdots, y_n^{(i)}) \). In the training process, an aggregation function \( f \) of ranking inputs is learned by optimizing a sum of a similarity function \( F \) on \( N \) sets, and \( F \) measures the similarity between these ranking inputs and the corresponding ground-truth ranking. For prediction, given any item set \( D = \{x_1, \cdots, x_n\} \) and \( m \) ranking inputs \( \tau_1, \cdots, \tau_m \) over this set, the final ranking \( \pi \) is computed by \( \pi = f(\tau_1, \cdots, \tau_m) \).

2.2 METHODS

Previous rank aggregation methods can be divided into two categories according to the way that rank information is used: explicit and implicit rank aggregation methods. Explicit methods directly utilize rank information to define the ranking function or the objective function. While for implicit methods, other information such as pairwise preference or listwise ranking are first constructed based on the rank information, and then leveraged for rank aggregation.

2.2.1 Unsupervised Aggregation Methods

Firstly, let we introduce the two kinds of methods in unsupervised scenario, respectively.

Explicit Methods. In unsupervised scenario, explicit methods define the ranking function as the sum of utility functions of each item’s rank information, and then sort the items in descending order. The formulation is described as follows.

\[
f(x_j) = \sum_{i=1}^{m} u(x_j, \tau_i),
\]

where \( u(\cdot, \cdot) \) stands for the utility function. For example, (Aslam & Montague, 2001) used the mean position
as the ranking function as shown in Eq.(2), and (Cor-
mack et al., 2009) defined the reciprocal rank as the
ranking function to further emphasize the top ranked
items as shown in Eq.(3).

\[
f(x_j) = \sum_{i=1}^{m} u(x_j, \tau_i) = \sum_{i=1}^{m} \left( n - \tau_i(x_j) \right), \quad (2)
\]

\[
f(x_j) = \sum_{i=1}^{m} u(x_j, \tau_i) = \sum_{i=1}^{m} \frac{1}{C + \tau_i(x_j)}, \quad (3)
\]

where \(C\) is a constant, \(n_i\) is the length of \(\tau_i\) and \(\tau_i(x_j)\)
in both Eq.(2) and Eq.(3) means the position of \(x_j\) in
ranking \(\tau_i\).

Implicit Methods. (Dwork et al., 2001) used a Local
Kemenization procedure to approximate an optimal
solution to minimize Kendall’s tau distance. (Gleich &
Lim, 2011) defined the difference between the pairwise
preference matrix from ranking input and the aggre-
gated preference matrix, and adopted matrix factoriza-
tion for optimization. (Thurstone, 1927) and (Volkovs
& Zemel, 2012) defined the similarity measure to be
the generative probability of pairwise preferences and
then adopted the maximum likelihood procedure for
aggregation. (Guiver & Snelson, 2009) and (Lebanon
& Lafferty, 2002) defined the similarity measure to be
the generative probability of each ranking list and op-
timized this similarity function by a maximum likeli-
hood procedure.

2.2.2 Supervised Aggregation Methods

Secondly, we continue to introduce the two kinds of
methods in supervised scenario, respectively.

Explicit Methods. For explicit methods in supervi-
sed scenario, features are first extracted from the
ranking inputs, and then the rank information gen-
erated by the ranking function of these features are
directly used in the objective function. After that,
learning-to-rank technique are utilized for optimization.
For example, (Volkovs et al., 2012) proposed to
use evaluation measures as the objective function, such
as NDCG (Normalized Discounted Cumulative Gain)
(Järvelín & Kekäläinen, 2002), ERR (Expected Recip-
rocral Rank) (Chapelle et al., 2009) and RBP (Rank
Biased Precision) (Moffat & Zobel, 2008). This
approach is called RankAgg, and we will review their
mathematical formulations in Section 2.3.

Implicit Methods. (Liu et al., 2007) proposed to
minimize the number of disagreeing pairs between
the aggregated ranking result and the ground-truth.
(Volkovs & Zemel, 2012) heuristically computed the
similarity between the ranking input and the ground-
truth to obtain the expertise degree of the correspond-
ing annotator. The learned weights are then used
to aggregate the ranking lists for future data. (Qin
et al., 2010) introduced cost-permutation distance
into Plackett-Luce model for rank aggregation.

2.3 EVALUATION MEASURES

Rank information is explicitly used in evaluation mea-
sures for rank aggregation, such as NDCG (Järvelín
& Kekäläinen, 2002), RBP (Moffat & Zobel, 2008) and
ERR (Chapelle et al., 2009). We would like to ex-
press these measures as the sum of differences on each
item’s generated rank and ground-truth, as shown in
the following equation.

\[
Ev(\pi, Y) = \sum_{j=1}^{n} v(y_j, r_j), \quad (4)
\]

where \(Ev\) stands for any evaluation measure, \(v(\cdot, \cdot)\) stands for the difference function. We give the exact
forms of NDCG, RBP and ERR as follows.

\[
NDCG(\pi, Y) = \sum_{j=1}^{n} \frac{g(y_j)D(r_j)}{DCG_{\max}(n)}, \quad (5)
\]

where \(r_j\) stands for the rank of \(x_j\) in the final rank-
ing \(\pi\). \(g(y_j)\) is the gain function with \(g(y_j) =
2^{y_j} - 1\), \(D(r_j)\) is the discount function with \(D(r_j) =
\frac{1}{\log(1+r_j)}\), and \(DCG_{\max}(n)\) stands for the maximum of
\(\sum_{j=1}^{n} g(y_j)D(r_j)\) over \(\Pi\).

\[
ERR(\pi, Y) = \sum_{j=1}^{n} \frac{1}{r_j} P\{\text{users stop at } r_j\}, \quad (6)
\]

where the probability \(P\{\text{users stop at } r_j\}\) is defined as

\[
\prod_{i \in \{i | r_i < r_j\}} \left( 1 - \frac{2^{y_i} - 1}{2^{y_{\max}} - 1} \right) \frac{2^{y_j} - 1}{2^{y_{\max}}},
\]

where \(y_{\max}\) is the maximum of the ground-truth label.

\[
RBP(\pi, Y) = \sum_{j=1}^{n} (1-p)y_jp^{j-1}, \quad (7)
\]

where \(p \in [0,1]\) is a constant value, for example 0.95
used in this paper.

3 MOTIVATION

Rank information is crucial for rank aggregation, and
evaluation measures in rank aggregation are often rank
dependent. However, experimental results on real data
datasets show that performances of explicit rank aggre-
gation methods cannot be comparable with implicit
methods in most cases. Through analysis we find that
the major reason lies in the unreliable rank informa-
tion used in the explicit methods directly. This moti-
vates us to design new aggregation methods to utilize
rank information in a more robust way.
3.1 EMPIRICAL FINDINGS

Here we conduct experiments to compare performances between the explicit methods and the implicit methods on benchmark data sets MQ2007-agg and MQ2008-agg in LETOR4.0 in both unsupervised and supervised scenario. MQ2007-agg contains 1692 queries with 21 ranking inputs per query on average and MQ2008-agg contains 784 queries with 25 ranking inputs per query on average. In both data sets, three level relevance judgment per document is provided as the ground-truth.

In unsupervised scenario, we choose BordaCount (Aslam & Montague, 2001), RRF (Cormack et al., 2009) as the baselines of explicit method, and SVP (Gleich & Lim, 2011), MPM (Volkovs & Zemel, 2012) and PlackettLuce (Guiver & Snelson, 2009) as the baselines of implicit methods. In supervised scenario, we choose RankAgg (RankAggNDCG, RankAggERR, RankAggRBP) (Volkovs et al., 2012) as the baselines of explicit methods, and CPS (Qin et al., 2010) and θ-MPM (Volkovs & Zemel, 2012) as the baselines of implicit methods, where the feature mapping method used in RankAgg in supervised scenario is Borda Count (Aslam & Montague, 2001).

The experimental results are shown in Figure 1, where Bestinput in Figure 1(a) stands for the method that directly utilizes the best ranking input in terms of evaluation measures as the output. It is obvious that implicit aggregation methods outperform explicit methods in most cases in both unsupervised scenario (Figure 1(a)) and supervised scenarios (Figure 1(b)), especially on MQ2007-agg.

3.2 ANALYSIS

The contradiction between the experimental results and the intuition inspires us to revisit these explicit methods. The ranking inputs for aggregation, i.e. inputs in the data sets of MQ2007-agg and MQ2008-agg, are typically partial rankings. The incompleteness of the partial ranking makes the ranks of items no longer reliable, which causes the failure of these explicit methods according to (Voorhees, 2002; Farah & Vanderpooten, 2007). Taking Borda Count and an example as follows to show the reason. \( \tau_{1D} = a \succ b, \tau_{2D} = b \succ c, \tau_{3D} = c \succ d \) are three incomplete rankings over \( D = \{a, b, c, d\} \), and the ground-truth ranking is \( a \succ b \succ c \succ d \). Borda Count ranks the items by the mean positions of all the three lists. With assumption that \( \tau_{1D}(a) = 1, \tau_{1D}(b) = 2, \tau_{2D}(b) = 1, \tau_{2D}(c) = 2, \tau_{3D}(c) = 1, \tau_{3D}(d) = 2 \), the final ranking obtained from Borda Count in unsupervised scenario is \( b \succ c \succ a \succ d \) or \( c \succ b \succ a \succ d \), which is far from the ground-truth ranking. In supervised scenario, these unreliable rank positions used to calculate the Borda Count score are employed as features directly. These unreliable features lead to the failure of learning to rank algorithms.

Through further analysis, we find that the above failure is caused by unreliable rank information generated from partial ranking inputs. Specifically, the ranks of missing items are taken as NULL, which would not appear in the computation, and make the positions of remaining items no longer reliable. For example, \( c \) and \( d \) are missing in \( \tau_{1D} \), and thus the ranks of \( a \) and \( b \) are taken as 1 and 2, respectively. However, these ranks do not reflect the true absolute ranks of \( a \) and \( b \) if \( c \) and \( d \) are taken into consideration. In a word, the incomplete ranking inputs result in unreliable rank information, which leads to the failure of explicit aggregation methods. This motivates us to take the uncertainty of rank information into consideration and design new rank aggregation methods.

4 STOCHASTIC RANK AGGREGATION

Through analysis in section 3.2, it is important for aggregation methods to be able to accommodate the uncertainty of the rank information. To achieve this goal, we treat rank as a random variable and design a novel rank aggregation framework which transforms the ranking functions or objectives into the expectations over its distribution in both unsupervised and supervised scenario, namely St.Agg.
4.1 INCORPORATING UNCERTAINTY INTO RANKS

In section 3.1 we observe that these implicit methods with pairwise preferences as inputs outperform explicit methods in most cases. Inspired by this observation, we define the random variable of rank with respect to a ranking input \( \tau \) as the result of pairwise contests, described as follows:

\[
R(x_j, \tau) = \sum_{i=1, i\neq j}^{n} I(x_i \succ x_j), \tag{8}
\]

where \( R(x_j, \tau) \) is the rank of item \( x_j \) in \( \tau \), and \( I(x_i \succ x_j) \) stands for the event that item \( x_j \) is beaten by item \( x_i \). We assume that the pairwise contest between \( x_i \) and \( x_j \) follows a Bernoulli trial with probability \( p(x_i \succ x_j) \) that \( x_j \) is beaten by \( x_i \). Therefore, the rank \( R(x_j, \tau) \) is a Binomial-like random variable, equal to the number of successes of \( n-1 \) Bernoulli trials.

Furthermore, the rank distribution for each item \( x_j \) can be computed from \( \tau \) in the following process.

1. If we only have item \( x_j \), its rank will be 0 (the best rank). Thus the initialization distribution of item \( x_j \) is defined as:

\[
P^{(1)}(R(x_j, \tau) = r) = \delta(r) = \begin{cases} 
1, & r = 0 \\
0, & r > 0
\end{cases} \tag{9}
\]

2. Each time we add a new item \( x_i \), the rank will get one larger if \( x_j \) is beaten by \( x_i \) and it will stay unchanged otherwise. Therefore the rank distribution for item \( x_j \) will be updated by the following recursive relation:

\[
P^{(t)}(R(x_j, \tau) = r) = P^{(t-1)}(R(x_j, \tau) = r-1)p(x_i \succ x_j) + P^{(t-1)}(R(x_j, \tau) = r)(1-p(x_i \succ x_j)). \tag{10}
\]

3. After \( n-1 \) iterations, \( P^{(n)}(R(x_j, \tau) = r) \) will be the final distributions \( P(R(x_j, \tau) = r) \).

Based on the definition of rank distribution above, the ranking function or objective function used in an explicit method can be turned into a new function by taking the expectation over this rank distribution, which will be used in the new rank aggregation method, described in the following section.

4.2 UNSUPERVISED ST.AGG

First we introduce the specific form of pairwise probability \( p(x_i \succ x_j) \) for the computation of rank distribution \( P(R(x_j, \tau) = r) \) in unsupervised scenario. The expectations of ranking functions in explicit methods are then computed over the rank distribution, and used to obtain the final aggregated ranking. We denote our unsupervised St.Agg as St.Agg_{f} for different ranking functions.

4.2.1 Definition of Pairwise Probability

Inspired by the robust rank difference information (Farah & Vanderpooten, 2007) underlying in the rank list, we define \( p(x_i, x_j) \) as the function of rank difference between \( x_i \) and \( x_j \) in the full ranking \( \tau_D \) over the subset \( D \subseteq D \) such as \( \frac{\tau_D(x_i)-\tau_D(x_j)}{n} \). We would like to give an example of the definition of the pairwise probability \( p(x_i \succ x_j) \) satisfying \( p(x_i \succ x_j) + p(x_j \succ x_i) = 1 \) as below:

\[
\begin{align*}
\min[p(x_i, x_j), 1-p(x_i, x_j)], & \quad \text{if } \tau_D(x_i) > \tau_D(x_j) \\
\max[p(x_i, x_j), 1-p(x_i, x_j)], & \quad \text{if } \tau_D(x_i) < \tau_D(x_j) \\
0.5, & \quad \text{otherwise}
\end{align*} \tag{11}
\]

Incorporating Eq.(11) to the recursive process Eq.(10), we can obtain the probability distribution over ranks \( P(R(x_j, \tau) = r) \).

4.2.2 Expectations

As mentioned in section 2, the ranking function \( f(x_j) \) in explicit methods is a sum of the utility function of rank information of a certain item from multiple ranking inputs. Thus we can simply calculate the expectation of the ranking function \( f_s(x_j) \) over the rank distribution proposed above.

For example, the new ranking function \( f_s(x_j) \) in St.Agg_{BC} and St.Agg_{RRF} can be obtained by incorporating rank distribution \( P(R(x_j, \tau) = r) \) into the mean position function in Eq.(2) and the reciprocal function in Eq.(3) respectively, as shown below:

\[
f_s(x_j) = \frac{1}{m} \sum_{i=1}^{m} \sum_{r=0}^{n-1} (n-r) P(R(x_j, \tau_i) = r), \tag{12}
\]

\[
f_s(x_j) = \sum_{i=1}^{m} \sum_{r=0}^{n-1} \frac{P(R(x_j, \tau_i) = r)}{r+C}. \tag{13}
\]

where BC is short for Borda Count. For such new aggregation methods, the final ranking is obtained by sorting in descending order of \( f_s(x_j) \).

4.3 SUPERVISED ST.AGG

In supervised scenario, we utilize the state-of-the-art learning framework for the optimization problem in rank aggregation like RankAgg_{f} (Volkovs et al., 2012) mentioned in the section 2.2. Similarly we denote our
supervised St.Agg as St.AggF for different definitions of optimization functions.

Firstly, the specific form of pairwise probability \( p(x_i \succ_{\pi} x_j) \) for the computation of rank distribution \( P(R(x_j, \pi) = r) \) is defined based on the aggregated ranking \( \pi \). Then the optimization objectives in our supervised St.Agg can be defined as the expectation of these objectives over rank distributions \( P(R(x_j, \pi) = r) \). To solve this aggregation problem by a learning procedure, a proper feature mapping is first designed for representation, and then a gradient-based optimization method is adopted to learn the ranking function \( f \).

4.3.1 Definition of the Pairwise Probability

Pairwise probability is defined on the basis of the ranking function \( f \). Therefore, we define the score of each item \( x_i \) as a normal random variable denoted as \( s_i \) with expectation \( f(x_i) \) and variance \( \sigma^2 \), i.e. \( s_i \sim \mathcal{N}(f(x_i), \sigma^2) \).

Similar to the definition in unsupervised scenario, the pairwise probability can be defined as the function of score difference to reflect that the larger the score difference between \( x_i \) and \( x_j \), the more probable that \( x_j \) is defeated by \( x_i \). Thus \( p(x_i \succ_{\pi} x_j) \) can be defined as \( P(s_i - s_j > 0) \), where \( s_i - s_j \sim \mathcal{N}(f(x_i) - f(x_j), 2\sigma^2) \). The computation of \( p(x_i \succ_{\pi} x_j) \) can be taken as the following Eq.(14).

\[
p(x_i \succ_{\pi} x_j) = \int_0^{+\infty} \frac{1}{2\sigma \sqrt{\pi}} e^{-\frac{(x - (f(x_i) - f(x_j)))^2}{4\sigma^2}} \, dx (14)
\]

Applying the specific form of \( p(x_i \succ_{\pi} x_j) \) in Eq.(14) into the recursive computation of \( P(R(x_j, \pi) = r) \) in Eq.(10), the Binomial-like distribution \( P(R(x_j, \pi) = r) \) are computed. For the convenience of computing the derivation, the Binomial-like distribution can be approximated by the normal distribution with means \( \sum_{i=1, i \neq j}^{n} p(x_i \succ_{\pi} x_j) \) and variance \( \sum_{i=1, i \neq j}^{n} p(x_i \succ_{\pi} x_j)(1 - p(x_i \succ_{\pi} x_j)) \).

4.3.2 Expectations

Objective functions in explicit methods mentioned in section 2.2 can be expressed as the sum of difference functions, such as ERR in Eq.(6), RBP in Eq.(7) and NDCG in Eq.(5). Incorporating \( P(R(x_j, \pi) = r) \) into these objectives, the expectation of them can be easily obtained by taking the expectation of the difference functions \( v(\cdot, \cdot) \) over the rank distribution, denoted as \( \text{ERR}_s, \text{RBP}_s \) and \( \text{NDCG}_s \). The general form \( E\text{ERR}_s(\pi, Y) \) and these three measures are listed below.

\[
E\text{ERR}_s(\pi, Y) = \sum_{j=1}^{n} \sum_{r=0}^{n-1} v(y_i, r) P(R(x_j, \pi) = r),
\]

\[
\text{RBP}_s(\pi, Y) = (1 - p) \sum_{j=1}^{n} \sum_{r=0}^{n-1} y_j P(R(x_j, \pi) = r),
\]

\[
\text{NDCG}_s(\pi, Y) = \frac{\sum_{j=1}^{n} \sum_{r=0}^{n-1} \theta(y_j) D(1+r) P(R(x_j, \pi) = r)}{D_{\text{max}}(n)}.
\]

4.3.3 Feature-based Learning Framework

The remaining question is how to optimize these expected objectives in a feature-based learning framework. Stage I is to design a better feature mapping for item representation; Stage II is the learning process of the supervised St.Agg, i.e. St.AggF.

Stage I: Feature mapping. In literature, feature mapping techniques for rank aggregation can be classified into three groups in terms of information used in the feature extraction process.

1. **Features in terms of user-item relation.** Borda Count is such a natural feature, which aims to assign an item a relevance score per ranking input according to its position in this ranking input only. For example \( nBC(x_i, \tau_j) = \frac{n - \tau_j(x_i)}{n} \), so \( \Psi_{BF}(i) = [nBC(x_i, \tau_1), \ldots, nBC(x_i, \tau_m)] \).

2. **Features in terms of both user-item and item-item relations.** Maksims et al. (Volkovs et al., 2012) proposed a transformation from all the ranking inputs into latent feature representations for each item based on SVD factorization. Each ranking input \( \tau_j \) can be transformed into a pairwise preference based matrix denoted as \( P_j \). Each matrix \( P_j \) can be approximated by rank-\( p \) singular vector decomposition \( P_j \approx U_j \Sigma_j V_j^T \). Therefore, each item \( x_i \) can be represented as a SVD-based feature vector from \( m \) ranking inputs, \( \Psi_{MF}(i) = [U_1(i,:) \cdot \sigma_1(i,:), \ldots, U_m(i,:) \cdot \sigma_m(i, :)] \).

3. **Features in terms of all of the three relations.** Tensor factorization method can take the item-item, item-user, user-user relations into consideration (Hong et al., 2012). In this paper, we use CanDecomp/Parafac (CP) decomposition (Kolda & Bader, 2009) for tensor factorization due to the nice property that it has a unique solution of decomposition, which provides a theoretical guarantee to get a stable solution. Specifically, the item-item-user tensor \( T \) with \( T(:, :, i) = P_i \) is factorized as \( T = \sum_{j=1}^{p} \Lambda_j U_{i,:} V_j W_{j,:} \). Therefore CP-based feature vector for item \( x_i \) is represented as \( \Psi_{TF}(i) = [U(i,:), V(i,:) \cdot \Lambda(i,:)] \).

Stage II: Gradient-based learning algorithm. Suppose \( f \) is a linear model with parameter \( w \). Here we use gradient method for the optimization of these expected...
objectives such as ERR, RBP and NDCG. The gradients of these expected objectives are computed as below.

\[
\sum_{j=1}^{n} \sum_{r=0}^{n-1} \frac{\partial E_{\nu}(\pi, Y)}{\partial P(R(x_j, \pi) = r)} \frac{\partial P(R(x_j, \pi) = r)}{\partial w} \tag{15}
\]

for ERR, RBP and NDCG, the only difference of their partial derivatives lies in the first part of derivatives in the Eq.(15), which can be easily derived as follows.

\[
\frac{\partial \text{ERR}_s(\pi, Y)}{\partial P(R(x_j, \pi) = r)} = P(\text{users stop at } r) \frac{1}{r + 1},
\]

\[
\frac{\partial \text{RBP}_s(\pi, Y)}{\partial P(R(x_j, \pi) = r)} = (1 - p)y_j p^r,
\]

\[
\frac{\partial \text{NDCG}_s(\pi, Y)}{\partial P(R(x_j, \pi) = r)} = \frac{g(y_j)D(r)}{\text{DCG}_{\text{max}}(n)}.
\]

5 EXPERIMENTS

In this section we compare the performance of our aggregation methods St.Agg with traditional methods in terms of ERR, RBP and NDCG on two benchmark aggregation data sets, i.e. MQ2007-agg and MQ2008-agg in LETOR4.0. In unsupervised scenario, the ground-truth is only used for evaluation; In supervised scenario, the ground-truth is employed for both training and evaluation. Finally we make a detailed analysis on the robustness of St.Agg.

5.1 EFFECTIVENESS OF UNSUPERVISED ST.AGG

As summarised in Section 2, the baseline methods fall into two groups in unsupervised scenario, i.e. the implicit group including Markov Chain based methods denoted as MCLK (Dwork et al., 2001), SVP (Gleich & Lim, 2011), MPM (Volkovs & Zemel, 2012) and Plackett-Luce (Guiver & Snelson, 2009), and the explicit group including Borda Count (Aslam & Montague, 2001) and RRF (Cormack et al., 2009). We implement two unsupervised St.Agg methods including St.AggBC and St.AggRRF.

We use the standard partition in LETOR4.0. For parameter setting, we choose the parameters when a method reaches its best performance on validation set. For example, parameter C of RRF is set to 40 on MQ2007-agg and 10 on MQ2008-agg. The learning rate is 0.1 and precision is 0.01 for SVP on both data sets.

The experimental results are shown in Table 1. Firstly, we make a comparison between the explicit methods and St.Agg in terms of NDCG@5, NDCG@10, ERR and RBP. We can see that St.AggBC and St.AggRRF have obvious advantage over the explicit methods Borda Count and RRF in terms of all the measures. For example, the highest performance improvement of St.AggBC is 79.7% in terms of NDCG@5 on MQ2007-agg compared with Borda Count. The highest performance improvement of St.AggRRF is 32.3% in terms of NDCG@5 compared with RRF. Similar results can be found on MQ2008-agg. It demonstrates that explicit rank aggregation methods can be significantly improved by incorporating uncertainty into rank aggregation.

Secondly, we make a comparison between the implicit methods and St.Agg in terms of NDCG@5, NDCG@10, ERR and RBP. We can see that St.Agg is consistently better even than the best implicit method (MPM). Compared with MPM, St.AggRRF achieves 5.2% higher in terms of NDCG@5 on MQ2007-agg. In terms of NDCG@10, our St.AggBC performs 4.8% better than the best implicit method (MPM) on MQ2007-agg. Similar results can be found on the MQ2008-agg. Therefore, we conclude that explicit rank aggregation methods can outperform the implicit methods after incorporating uncertainty into rank aggregation.

In summary, St.Aggβ with expected ranking function can improve the performance compared with the explicit methods which utilize rank information directly for aggregation. It also turned out to be better than the state-of-art implicit aggregation methods on both data sets in terms of all the evaluation measures. Therefore, our proposal to incorporate uncertainty into rank aggregation, i.e. stochastic rank aggregation, is significant for this task.

5.2 EFFECTIVENESS OF SUPERVISED ST.AGG

Similarly in supervised scenario, our baseline methods fall into two categories: (1) implicit rank aggregation methods including CPS (Qin et al., 2010) and θ-MPM (Volkovs & Zemel, 2012); and (2) explicit rank aggregation methods including methods mentioned in (Volkovs et al., 2012), denoted as RankAgg.

Both RankAgg and St.Agg are in a feature-based learning framework. Therefore, it is also a key problem to design a feature mapping for each item. In this paper, three mappings are adopted: (1) Borda Feature ΨBF; (2) SVD-based Features ΨMF; and (3) CP-based Features ΨTF. RankAgg and St.Agg under these different mappings are denoted as RankAgg(ΨBF), RankAgg(ΨMF), RankAgg(ΨTF) and St.Agg(ΨBF), St.Agg(ΨMF) St.Agg(ΨTF), respectively.

We use the standard partition in LETOR4.0, and em-
Table 1: Performance Comparison under Unsupervised Methods on MQ2007-agg and MQ2008-agg. All the results with bold type are significantly better than the baseline methods (p-value< 0.05).

For example in Figure 2 on MQ2007-agg under Ψ MF, the improvement of St.Aggr NDCG over RankAgg NDCG is significant.

5.2.1 Comparison of Aggregation Methods

We first compare the performances of different methods, and the experimental results are listed in Figure 2 and Figure 3. We can see that St.Aggr outperforms RankAgg consistently in terms of NDCG@10, ERR and RBP under each feature mapping (p-value< 0.05). For example in Figure 2 on MQ2007-agg under Ψ MF, the improvement of St.Aggr NDCG over RankAggr NDCG is significant.
is 4.6% in terms of NDCG@10, the improvement of St.Agg\_ERR over RankAgg\_ERR is 7.5% in terms of ERR, and the improvement of St.Agg\_RBP over RankAgg\_RBP is 7.2% in terms of RBP.

Compared with the best of implicit aggregation methods (θ-MPM) in Figure 2 on MQ2007-agg, St.Agg performs consistently better under any feature mapping (p-value< 0.01). Specifically, the improvement of St.Agg\_NDCG(Ψ\_MF) over θ-MPM is 6.73% in terms of NDCG@10, the improvement of St.Agg\_ERR(Ψ\_MF) over θ-MPM is 24.3% in terms of ERR and the improvement of St.Agg\_RBP(Ψ\_MF) over θ-MPM is 15.5% in terms of RBP. Similar results can be found on MQ2008-agg as shown in Figure 3.

To sum up, we can see that our proposed St.Agg can significantly outperform all these baselines in terms of NDCG, ERR and RBP.

5.2.2 Feature Mapping Comparison

We further compare the effectiveness of different feature mappings. From the results in Figure 2, we can see that Ψ\_MF is the best among all the three mappings on MQ2007-agg (p-value< 0.01). For example, performances on Ψ\_MF are consistently better than the other two mappings Ψ\_BF and Ψ\_TF for both St.Agg\_NDCG and RankAgg\_ERR. In Figure 3, obviously Ψ\_TF is the best among all the three mappings on MQ2008-agg (p-value< 0.01). For example, performances on Ψ\_TF are consistently better than that on Ψ\_MF and Ψ\_BF for both St.Agg\_NDCG and RankAgg\_NDCG.

Through above analysis, Ψ\_MF is best on MQ2007-agg and Ψ\_TF is the best on MQ2008-agg. Since MQ2008-agg is much smaller and noisier than MQ2007-agg, our experimental results agreed with the previous findings that feature mappings based on tensor factorization will be more robust for sparsity and noise (Kolda & Bader, 2009).

5.3 ROBUSTNESS ANALYSIS OF ST.AGG

It is important to consider the robustness of rank aggregation methods. Here robustness means that the comparative performance will change little along with different ranking inputs, as defined in (Carterette & Petkova, 2006). Considering the computational efficiency, here we only take unsupervised St.Agg for example. With the number of ranking inputs from 5 to 20 with a step 5, we randomly choose the ranking inputs from the whole data sets 20 times. Each point in Figure 4 depicts the average NDCG@5 obtained on these 20 results.

It is obvious that NDCG@5 of St.Agg keeps high above all these explicit and implicit methods as the number of ranking inputs increases in the data set. Therefore, St.Agg is very robust to the change of ranking inputs by incorporating uncertainty into ranks. In addition, the performance of each method tends to be stable with the increase of the number of ranking inputs since its variance is smaller and smaller.

6 CONCLUSION

In this paper, we propose a novel rank aggregation framework to incorporate uncertainty to this task, namely stochastic rank aggregation (i.e. St.Agg).

We give some empirical results and analysis to show that unreliable rank information from incomplete ranking inputs will make the approaches directly using rank information fail in practice. To tackle this problem, we propose to treat rank as a random variable and define the distribution by pairwise contests. After that, a novel rank aggregation framework in both unsupervised and supervised scenario is proposed, which takes the expectations of traditional ranking functions or objective functions for optimization. Finally, our extensive experiments on benchmark data sets show that the proposed St.Agg is better in terms of both effectiveness and robustness.

For future work, it is interesting to investigate how to incorporate uncertainty to implicit methods, and whether there are better ways to define the rank distribution.
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Abstract

We introduce the class of pay or play games, which captures scenarios in which each decision maker is faced with a choice between two actions: one with a fixed payoff and another with a payoff dependent on others’ selected actions. This is, arguably, the simplest setting that models selection among certain and uncertain outcomes in a multi-agent system.

We study the properties of equilibria in such games from both a game-theoretic perspective and a computational perspective. Our main positive result establishes the existence of a semi-strong equilibrium in every such game. We show that although simple, pay or play games contain well-studied environments, e.g., vaccination games. We discuss the interesting implications of our results for these environments.

1 Introduction

The situation in which a decision-maker has to choose between an action with fixed, certain, outcome to a course of action with uncertain consequences is a fundamental topic in decision making under uncertainty. We introduce a new framework, called pay or play. In pay or play each of multiple decision makers must choose among an action with a known, fixed, payoff, and an action interpreted as participation in a game with other decision makers. The outcome of this game is dependent on who of the other decision makers also choose to take part in this game. The pay or play setting captures what is arguably the simplest scenario in which decision makers select between certain and uncertain outcomes, and the realization of the uncertain outcome is solely dependent on the decision makers and not on “nature”. Importantly, in addition to its theoretical and conceptual appeal, pay or play encompasses, unifies, and abstracts classical models of immunization and of differential pricing.

A Game-Theoretic Formulation. We now give an informal, high-level, exposition of our (game-theoretic) pay or play model. In a pay or play game there are \( n \) self-interested players, each with two possible strategies (actions). Each player \( i \) has a cost function \( c_i \) which specifies, for every \( n \)-tuple of players’ strategies, the cost of player \( i \). \( c_i \) is such that whenever player \( i \)’s strategy is pay his cost is some fixed value \( h_i \), regardless of what the other players’ strategies are. When player \( i \)’s strategy is play, however, his cost is a function of the other players whose strategy is also play. We require each cost function \( c_i \) to be monotone nondecreasing, i.e., as more players choose play the cost of player \( i \) cannot decrease.

We are interested in the properties of (Nash) equilibria in this game-theoretic setting. An equilibrium is an \( n \)-tuple of strategies from which no player wishes to unilaterally deviate. We explore both pure (deterministic) equilibria, in which each player must choose one of these two strategies, and mixed (randomized) equilibria in which a player can choose a probability distribution over the two strategies. We tackle fundamental questions, including: Does a pure equilibrium always exist? Are equilibria in this environment “globally efficient”? What is the complexity of determining the existence and computing equilibria? And more.

Our Contributions. We study the properties of equilibria in pay or play games both from a game-theoretic perspective and a computational perspective. We now briefly summarize our results:

We begin by showing that a pure Nash equilibrium may not always exists and characterize some subclasses pay or play games which always admit a pure Nash equilibrium. The next natural question is how
hard is it to determine whether such an equilibrium exists or not—a question tackled in a large variety of other game-theoretic contexts. We show that this task is, in general, intractable from both a computational perspective (NP-hard) and information-theoretic (communication complexity) perspective.

A main criticism against Nash equilibria is that they are not resilient to deviations by coalitions of players. Equilibria that are resilient against all such deviations, called “strong equilibria”, are hence of special interest. We identify conditions for the existence of a strong equilibrium. Our main positive result is that any called “strong equilibria”, are hence of special interest. Equilibria that are resilient against all such deviations, are not resilient to deviations by coalitions of players.

Next, we explore the conditions under which pay or play games are Pareto efficient, i.e., when no scenario that is strictly better for at least a single player and no worse for all others exists. We also quantify the gap in global efficiency (sum of players’ costs) between an equilibrium and the optimum solution (which does not take into account players’ own selfish agendas).

Lastly, we discuss the implications of our results for two special cases of pay or play games: classical models of immunization [1, 2] and of differential pricing [15, 16]. In particular, we show that the game described in [1] always admits a Pareto efficient pure Nash equilibrium.

Related Work  Decision between actions with certain and uncertain outcomes is the subject of much research in decision theory. Indeed, the rich literature about the (so called) value of information, which concentrates on measuring the gain one obtains by acquiring information. See, e.g., [6, 12, 5, 13].

Equilibrium analysis is fundamental to game theory and has recently also received much attention from a computer science perspective. In particular, establishing when different kinds of equilibria (pure Nash equilibrium, strong Nash equilibrium, and more) are guaranteed to exist, and the complexity of computing such equilibria, are two important, and extensively studied, research topics. See, e.g., classical game-theoretic results on the existence of pure Nash equilibria in congestion games [14], potential games [11], and player-specific congestion games [10], and also more recent results on computing equilibria in these environments [3, 4].

We have already mentioned that pay or play games generalize classical models of immunization and differential pricing. An additional class of games generalized by the pay or play class are Interdependent Security Games [7, 8]. Similarly to immunization games in these games players decide whether to invest in security or not and their decision affects both their own vulnerability and their peers vulnerability.

2 Model and Preliminaries

In pay or play games we have a set of $N$ self-interested players ($|N| = n$), each with two strategies: pay or play. We denote the choices of the players by a strategy vector $x = (x_1, \ldots, x_n)$. When referring to pure (deterministic) strategy profiles, that is, the scenario that each player selects either pay or play with probability 1, we shall use $x_i = 0$ to indicate that player $i$ chooses the play strategy and $x_i = 1$ to indicate that player $i$ chooses the pay strategy. We denote by $A(x)$ the set of players who choose the play strategy in pure strategy vector $x$. The cost of player $i$ in pure strategy vector $x$, $c_i(x)$, is some fixed number $h_i$ if $i$ pays in $x$ (i.e., $x_i = 1$) and a function of the set of players who play in $x$, $g_i(A(x))$, if $i$ plays in $x$. Formally, we define:

$$c_i(x) = \begin{cases} h_i & x_i = 1 \\ g_i(A(x)) & x_i = 0 \end{cases}$$

In cases that all the players have the same cost function we will refer to the fixed cost as simply $h$ and the cost of the play strategy as $g(\cdot)$.

We require $g_i(\cdot)$ to be monotone nondecreasing (that is, as more players choose play the cost of player $i$ should increase). Formally, if $S \subseteq T$ and $i \in S$ then $g_i(S) \leq g_i(T)$.

Recall that a player plays a mixed strategy when he selects some probability distribution over the two actions. For mixed strategies, $x_i$ will denote the probability that player $i$ chooses the pay strategy. (Observe that a pure strategy is a special case of a mixed strategy.) The cost of player $i$ in a mixed strategy vector $x$, $c_i(x)$, is his expected cost over the induced distribution over pure strategy vectors: $c_i(x) = x_i \cdot h_i + (1 - x_i) \cdot \sum_{S \subseteq N - \{i\}} \prod_{j \in S} (1 - x_j) g_i(S \cup \{i\})$.

Our focus in this paper is on the Nash equilibria of play or play games that are defined as follows:

**Definition 2.1** A vector of mixed (pure) strategies $x$ is a mixed (pure) Nash equilibrium if for every player $i$ and every mixed (pure) strategy $x'_i$: $c_i(x'_i, x_{-i}) \geq c_i(x)$.

As common is game theory literature, $x_{-i}$ is used as shorthand for the strategy vector describing all players’ strategies but that of player $i$, and $(x_i, x_{-i})$ denotes the strategy vector in which player $i$’s strategy is $x_i$ and the other players’ strategies are as in $x_{-i}$. 
3 Pure Nash Equilibria

We begin by addressing the natural question of whether a pure Nash equilibrium always exists in pay or play games. We provide an affirmative answer to this question for some subclasses of pay or play games, but show that, in general, the class includes games that do not admit a pure Nash equilibrium. Furthermore, we show that determining whether a specific pay or play game admits a pure Nash equilibrium is hard both from a computational perspective (NP-hardness) and from an information-theoretic perspective (can involve the communication of exponentially many bits). As each player has at least two strategies, though not all pay or play games possess a pure Nash equilibrium, all games do admit at least a single mixed Nash equilibrium. We discuss the properties of such equilibria later on.

3.1 Sufficient Conditions for Existence

Note that pay or play games in which (i) the cost functions of all players depend only on the number of players who choose the play strategy and (ii) all players have the same cost function belong to the classic game-theoretic category of “congestion games” [14], and so are guaranteed to possess a pure Nash equilibrium. We now show that a sufficient condition for a pay or play game to admit a pure Nash equilibrium is for just one of these two properties to hold.

First, consider pay or play games in which the cost function of the play strategy \( g(\cdot) \) of all the players depends only on the number of players who choose the play strategy and (not on their identities). It is not hard to observe that such games belong to the class of player-specific congestion games. This class of games was defined by Milchtaich [10], who showed that these games always admit a pure Nash equilibrium. Thus, the following claim holds for pay or play games:

Claim 3.1 If for every player \( i \) there exists a function \( w_i \) such that for every \( S \subseteq N - \{i\}, g_i(S \cup \{i\}) = w_i(|S| + 1), \) then a pure Nash equilibrium exists.

We now show that if the players are symmetric (i.e., all have the same cost function), then a pure Nash equilibrium always exists. We point out that the cost function of the players is allowed to depend on the identities of players who choose to play (and not just on their number).

Claim 3.2 If all players in a pay or play game are symmetric, then a pure Nash equilibrium of the game always exists and can be computed efficiently.

Proof: We present a simple greedy algorithm for computing a pure Nash equilibrium in polynomial time: begin with the strategy vector \( x = 1^n \) in which all players choose the pay strategy. While there exists a player \( i \notin A(x) \) such that \( g(A(x) \cup \{i\}) < h \) set \( x_i = 0 \).

We claim that the resulting strategy vector is a pure Nash equilibrium. Observe that once the algorithm halts every player \( i \in A(x) \) has a cost smaller than \( h \), and so prefers the play strategy. On the other hand, every player \( j \notin A(x) \) would have a cost greater than \( h \) for choosing the play strategy.

3.2 Computational Hardness

Next, we show that if the costs are both player-specific and can depend on the identities of the players, a pure Nash equilibrium might not exist at all. This is true even when the cost functions are restricted to be submodular.

Claim 3.3 The pay or play class contains games that do not admit a pure Nash equilibrium, even for submodular cost functions.

Proof: Consider the following game consisting of three players numbered \( 0, 1, 2 \). The cost of player \( i \) is defined as: \( h_i = 1.5, g_i(\{i-1, i, i+1\}) = 2, g_i(\{i-1, i\}) = 2, g_i(\{i, i+1\}) = 1, g_i(\{i\}) = 1 \). Where \( i + 1 \) and \( i - 1 \) are computed modulo 3. We show that this game does not admit any pure Nash equilibrium by doing a case by case analysis of all the possible strategy vectors:

- There is no pure Nash equilibrium in which all players choose the play strategy – one of the players can benefit from choosing the pay strategy.
- There is no pure Nash equilibrium in which two players choose the play strategy – if players \( j \) and \( j + 1 \) choose the play strategy then the cost of player \( j + 1 \) is 2 and hence he prefers to choose the pay strategy.
- There is no pure Nash equilibrium in which at most a single player chooses the play strategy – if players \( j \) and \( j + 1 \) choose the pay strategy then player \( j \) can reduce his cost to 1 by switching to the play strategy.

We are now ready to show that determining whether a pure Nash equilibrium exists or not is NP-hard. The proof is based on a reduction from a 3-SAT hard formula to a pay or play game and uses the construction from the previous claim as a gadget.

\( ^1 \) A cost function \( g(\cdot) \) is submodular if for every two sets of players \( S \subseteq T \) and for ever player \( j \notin T \) it holds that: \( g(T \cup \{j\}) - g(T) \leq g(S \cup \{j\}) - g(S) \).
Theorem 3.4 Determining whether a pure Nash equilibrium exists or not in a pay or play game is NP-hard.

Proof: Given an instance of 3-SAT we construct the following pay or play instance where all players have the same fixed cost of 1.5 but different cost functions for the play strategy.

- For each variable $v_i$ of the 3-SAT formula, we create two players $-t_i$ and $f_i$. We construct their cost functions such that whenever $f_i$ chooses to play then $t_i$ prefers to pay and vice versa. Formally, we define for all subsets $S$ such that $f_i \in S$: $g_i(S) = 2$ and for all $S$ such that $f_i \notin S$: $g_i(S) = 1$. Similarly, we define for all such that $t_i \in S$: $g_i(S) = 2$ and for all $S$ such that $t_i \notin S$: $g_i(S) = 1$.

- For every clause $i$ we create three players, $a_{3i}, a_{3i+1}, a_{3i+2}$. We find it easiest to define their costs by an example: consider, for instance, $i = \{v_j \lor \bar{v}_k \lor v_l\}$, if $t_j \notin S$ or $f_k \notin S$ or $t_l \in S$ then $g_{3i}(S) = 1$ for $r \in \{0, 1, 2\}$. Else, for a set $S$ such that $t_j, f_k, t_l \in S$ and $a_{3i}, a_{3i+1}, a_{3i+2} \notin S$, we reconstruct the example from Claim 3.3 and define:

$$- g_{3i+r}((a_{3i+r-1}, a_{3i+r}, a_{3i+r+1}) \cup S) = 2$$
$$- g_{3i+r}((a_{3i+r-1}, a_{3i+r} \cup S) = 2$$
$$- g_{3i+r}((a_{3i+r}, a_{3i+r+1}) \cup S) = 1$$
$$- g_{3i+r}((a_{3i+r} \cup S) = 1$$

where $r + 1$ and $r - 1$ are computed modulo 3.

Claim 3.5 The 3-SAT formula can be satisfiable if and only if the previously defined game admits a pure Nash equilibrium.

Proof: First assume that the formula is satisfiable. Let $\phi$ be an assignment satisfying it. We show that the following strategy vector is an equilibrium: every player of type $a_i$ uses the play strategy, player $t_i$ chooses the play strategy if and only if $\phi_i = T$ and player $f_i$ chooses the play strategy if and only if $\phi_i = F$. To verify that this is indeed a Nash equilibrium observe the following: first, for every $i$ player $a_i$ has a cost of 1 which is smaller than the cost of 1.5 for choosing the play strategy. If player $t_i$ uses the play strategy, then player $f_i$ does not use the pay strategy – thus the cost of player $t_i$ for using the pay strategy is 1.5, if it instead chooses the play strategy it would pay 2. Player $f_i$ cost is 1 for playing so this is its best response as well. Similarly, one can show that this is also an equilibrium for players $t_i$ and $f_i$ such that $t_i$ uses the play strategy and player $f_i$ uses the pay strategy.

Next, we show that if there exists a pure Nash equilibrium then the formula is satisfiable. Let $x$ be the Nash equilibrium. Clearly it has to be the case that for all pairs $f_i, t_i$ exactly one of the players chooses pay and the other chooses play. Consider the assignment $\phi_i = T$ if $x_i = 1$ and $\phi_i = F$ if $x_i = 0$. Assume towards a contradiction that there exists some clause $i$ which is not satisfied by the assignment $\phi$. Suppose, for instance, that $i = (v_j \lor \bar{v}_k \lor v_l)$. This implies that, $t_j, f_k$ and $t_l$ all use the play strategy. Therefore, by construction the three players $a_{3i}, a_{3i+1}, a_{3i+2}$ are in the exact same configuration as the nodes in Claim 3.3 and thus a Nash equilibrium does not exist. □ □

3.3 Communication Hardness

We now prove that determining whether a pure Nash equilibrium exists in a pay or play game is also hard from an information-theoretic perspective. Specifically, we consider the problem of determining whether a Nash equilibrium exists in $n$ players, $n$ in general, be exponential in $n$.)

Theorem 3.6 Determining whether a Nash equilibrium exists in a pay or play game requires communicating an exponential (in $n$) number of bits.

Proof: To prove the lower bound we present a reduction from the well-studied DISJOINTNESS problem from communication complexity theory. In this classical setting, there are two parties 1 and 2, each holding a subset $A_i \subseteq \{1, \ldots, r\}$. The objective in DISJOINTNESS is to distinguish between the following two possibilities: (1) $A_1 \cap A_2 \neq \emptyset$ (2) $A_1 \cap A_2 = \emptyset$.

Classical results in communication complexity establish that solving DISJOINTNESS necessitates (in the worst case) transmitting $\Omega(r)$ bits. For more information the interested reader is referred to [9].

We now show how to construct an $n$-player pay or play game $G$ such that a pure Nash equilibrium in $G$ exists if and only if $A_1 \cap A_2 \neq \emptyset$ in the DISJOINTNESS instance. Suppose that $r = \lceil \frac{n^2}{w} \rceil$ (w.l.o.g., let $n = 4k + 6$ for some integer $k > 0$). We identify each element $j \in \{1, \ldots, r\}$ with a unique set $S_j \subseteq \{1, \ldots, \frac{n^2}{w}\}$ of size $\frac{n^2}{w}$. We create $n - 6$ players as follows. For every element $j \in \{1, \ldots, \frac{n^6}{2^w}\}$ we create two players $v_j$ and
We construct their cost functions such that whenever \( v_j \) chooses to play \( u_j \) prefers to pay and vice versa. Formally, \( v_j \)'s cost when choosing the pay strategy is 1.5, as for the play strategy, for all subsets of players \( S \) such that \( u_j \in S \) \( g_{v_j}(S) = 2 \), and for all \( S \) such that \( u_j \not\in S \) \( g_{v_j}(S) = 1 \). The cost function of player \( u_j \) is defined similarly.

We create 6 more players: \( t_0, t_1, t_2 \), and \( w_0, w_1, w_2 \). The cost functions of each of the three players \( t_0, t_1, \) and \( t_2 \) are similar to those in the example from Claim 3.3 and are defined as follows: the cost of player \( t_i \), \( \gamma_{t_i} = 1.5 \); for any set \( S \subseteq \{1,\ldots, \frac{n-6}{2}\} \) let \( V_S = \bigcup_{i\in S}\{v_i\} \); if there is some \( j \in A_1 \) such that \( S_j \subseteq S \), \( g_{t_i}(V_S) = 2 \); if \( S_j \) is not contained in \( S \) for any \( j \in A_1 \), \( g_{t_i}(t_{i-1}, t_i, t_{i+1}, V_S) = 2 \), \( g_{t_i}(t_{i-1}, t_i, V_S) = 2 \), \( g_{t_i}(t_i, t_{i+1}, V_S) = 1 \), \( g_{t_i}(t_i, V_S) = 1 \), where \( i + 1 \) and \( i - 1 \) are computed modulo 3. The cost functions of each of the three players \( w_0, w_1, w_2 \) are defined similarly: the cost of player \( w_i \), \( \gamma_{w_i} = 1.5 \); for any set \( S \subseteq \{1,\ldots, \frac{n-6}{2}\} \) let \( U_S = \bigcup_{i\in S}\{w_i\} \); if there is some \( j \in A_2 \) such that \( S_j^C \subseteq S \), where \( S_j^C \) denotes the complement of \( S_j \), then \( g_{w_i}(U_S) = 2 \); otherwise, \( g_{w_i}(w_{i-1}, w_i, w_{i+1}, U_S) = 2 \), \( g_{w_i}(w_{i-1}, w_i, U_S) = 2 \), \( g_{w_i}(w_i, w_{i+1}, U_S) = 1 \), \( g_{w_i}(w_i, U_S) = 1 \). \( i + 1 \) and \( i - 1 \) are again computed modulo 3.

**Claim 3.7** There is a Nash equilibrium in the pay or play game \( G \) if and only if \( A_1 \cap A_2 \neq \emptyset \) in the DISJOINTNESS instance.

**Proof:** First consider the scenario that \( A_1 \cap A_2 \neq \emptyset \) in the original DISJOINTNESS instance. We show that in this case there is indeed a pure Nash equilibrium in \( G \). Let \( j \in A_1 \cap A_2 \). For every \( i \in S_j \) set the strategy of player \( v_i \) to be play and the strategy of player \( u_i \) to be pay. For every \( i \in \{1,\ldots, \frac{n-6}{2}\} \setminus S_j \) set the strategy of player \( v_i \) to be pay and the strategy of player \( u_i \) to be play. Observe that none of the \( v_i \)'s or \( u_i \)'s wish to unilaterally deviate from this (still partial) specification of players’ strategies as each of these players’ strategies is the exact opposite of that of his counterpart. Now, set the strategies of all \( t_i \)'s and \( w_i \)'s to be pay. Observe the \( t_i \)'s do not wish to deviate as the set of \( v_i \)-players who chose to play corresponds to the set \( S_j \). Observe also that the \( w_i \)'s do not wish to deviate as the set of \( u_i \)'s who chose to play corresponds to the set \( S_j^C \).

Next, we show that if there exists a Nash equilibrium then \( A_1 \cap A_2 \neq \emptyset \). We make the following crucial observation: in any Nash equilibrium exactly \( \frac{n-6}{4} \) of the \( v_i \)'s are using the play strategy. To see this, consider a specific Nash equilibrium. Observe that if more than \( \frac{n-6}{4} \) \( v_i \)'s choose to play then in any pure Nash equilibrium their \( u_i \) counterparts would choose to pay. This means that less than \( \frac{n-6}{4} \) \( u_i \)'s pay, which in turn means that, by construction, the three players \( w_0, w_1, w_2 \) are in the exact same configuration as the nodes in Claim 3.3 — this leads to a contradiction, since for the three nodes in this configuration a pure Nash equilibrium does not exist. A similar argument establishes that no less than \( \frac{n-6}{4} \) of the \( v_i \)'s must play in any Nash equilibrium as otherwise the \( t_i \)'s will find themselves in the same predicament. Consider now the case that exactly \( \frac{n-6}{4} \) \( v_i \)'s play. Observe that the \( t_i \)'s avoid being in the configuration in Claim 3.3 only if the set of \( v_i \)'s who play corresponds to some \( S_j \) where \( j \in A_1 \) and the same holds for the \( w_i \) players only if the set of \( u_i \) who chose play corresponds to \( S_j^C \) and \( j \in A_2 \). Hence, \( j \in A_1 \cap A_2 \).

\[ \square \]

**4 Strong and Semi-Strong Equilibria**

One of the criticism often raised against Nash equilibria is that they are not resilient to deviations by coalitions of players. Hence, games that admit an equilibrium that is resilient against deviations by coalitions are of special interest. Such equilibria are called strong equilibria.

**Definition 4.1** An equilibrium \( x \) is strong if there is no strategy vector \( y \), such that, for every player \( i \in \{j|x_j \neq y_j\}, c_i(y) < c_i(x) \). When \( y \) is restricted to be a pure strategy vector we say that \( x \) is strong with respect to pure deviations.

We show that pay or play games that admit a pure Nash equilibrium also admit a strong pure Nash equilibrium:

**Theorem 4.2** If there exists a pure Nash equilibrium in a pay or play game then this equilibrium is strong with respect to pure deviations.

**Proof:** Let \( x \) be a pure Nash equilibrium. Assume towards contradiction that there exists a deviation of the set of players \( S \) that reduces the cost of all of them. Observe that \( S \) cannot include any player \( i \) that previously used the play strategy \( (x_i = 0) \). The cost of such players is at most \( h_i \), since \( x \) is an equilibrium and by switching to the play strategy their cost would be exactly \( h_i \). Thus, the set consists of players that use the pay strategy in \( x \) \( (x_i = 1) \) and deviate to the play strategy. However, by monotonicity, if player \( i \) prefers the play strategy when more players are choosing it, then he should also prefer it when a smaller subset is playing it – in contradiction to the fact that \( x \) is an equilibrium.

\[ \square \]

One might also require the stronger property that an equilibrium would be also resilient against (uncoordinated) mixed deviations. Unfortunately, as the follow-
ing example demonstrates, Nash equilibria (both pure and mixed) in our games are not necessarily strong with respect to mixed deviations.

**Example 4.3** Consider the following symmetric 2-player instance: the cost of the pay strategy is \(2 + \epsilon\), for some small \(\epsilon\). The cost of the play strategy is \(2\) if both players choose it and \(1\) if only one of them chooses it.

The unique equilibrium is for both players to choose the play strategy. Observe that this equilibrium is not resilient against mixed deviations: if the two players choose the play strategy each one exhibits a cost of \(2\). On the other hand, if they both deviate and use the mixed strategy of choosing to pay with probability \(1/2\) to play with probability \(1/2\), their cost is reduced to \(\frac{1}{2}(2 + \epsilon) + \frac{1}{2}(\frac{1}{2} \cdot 1 + \frac{1}{2} \cdot 2) = \frac{7}{4} + \frac{1}{2} \epsilon\).

On the bright side, as we shall show below, the equilibria of games in our class are resilient against mixed deviations in a slightly weaker sense, called semi-strong Nash equilibrium. Roughly speaking, even though players can benefit from a joint deviation, this deviation is not “stable”, as there always exists a player who can improve his cost by deviating again. For instance, the players in Example 4.3 could profit from jointly deviating to the mixed strategy \(x_i = \frac{1}{2}\). However, after this deviation, each one of the players can decrease his cost even more by deviating to the strategy \(x_i = 0\). The fact that deviations are not stable renders coalition formation hard (as there will always be a player who has an incentive to “betray” the others and deviate from the plan).

**Definition 4.4** A mixed equilibrium \(x\) is semi-strong if for every mixed strategy vector \(y\) at least one of the following properties hold:

1. There exists a player \(i\) such that \(x_i \neq y_i\) and \(c_i(y) > c_i(x)\).
2. There exists a player \(i\) such that \(x_i \neq y_i\) and a strategy \(z_i \neq y_i\) such that \(c_i(z_i, y_{-i}) < c_i(y)\).

We are now ready to prove our main positive result: every equilibrium of a pay or play game is semi-strong. The proof is based on the following simple, yet powerful, fact: if player \(i\) plays a mixed strategy then his expected cost is exactly \(h_i\), since in a mixed equilibrium the player’s two strategies should give the same payoff.

**Theorem 4.5** Every mixed Nash equilibrium in a pay or play game is semi-strong.

**Proof:** Consider an equilibrium \(x\), assume towards a contradiction that it is not a semi-strong equilibrium. Let strategy vector \(y\) be the one for which the two properties of the definition do not hold. Observe that the second property implies that \(y\) is an equilibrium with respect to the players in the set \(S = \{i|x_i \neq y_i\}\). This implies that the cost of any player \(i \in S\) for which \(y_i > 0\) is \(h_i\), since he either plays a mixed strategy in an equilibrium or he plays the pure pay strategy. As the maximal cost a player can exhibit in an equilibrium is \(h_i\), this implies that the only players in \(S\) are ones for which \(y_i = 0\). Now, by monotonicity of the play function, for every player \(i \in S\) we have that \(c_i(0, x_{-i}) \leq c_i(y) < c_i(x)\), in contradiction to the fact that \(x\) is an equilibrium.

**Corollary 4.6** Every instance of the pay or play class admits at least a single semi-strong Nash equilibrium.

This quite remarkable property that a semi-strong Nash equilibrium always exists ceases to hold once we remove the restriction that one of the strategies should have a fixed payoff. This is illustrated by the next example which is a variation on the prisoner’s dilemma. For ease of exposition, the game is defined in terms of positive utility the players wish to maximize, instead of cost.

**Example 4.7** Consider the following 3-player game. Players 1 and 2 are paired together such that unless they pick the same strategy all the players have a utility of 0. When players 1 and 2 choose the same strategy, the players utilities are defined by the following matrix where players 1 and 2 are the row player and player 3 is the column player.

<table>
<thead>
<tr>
<th></th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>4,4</td>
<td>0,0</td>
</tr>
<tr>
<td>(d)</td>
<td>6,0</td>
<td>1,1</td>
</tr>
</tbody>
</table>

For brevity we only show that there is no semi-strong Nash equilibrium. Let \(p_1, p_2, p_3\) be the cooperation probabilities (strategy \(c\)) of the three players respectively. Then, player 1 uses a mixed strategy if \(4p_2 \cdot p_3 = (1 - p_2)(6p_3 + (1 - p_3))\). Similarly, player 2 uses a mixed strategy if \(4p_1 \cdot p_3 = (1 - p_1)(6p_3 + (1 - p_3))\).

Therefore, we have that players 1 and 2 always play the same strategy, implying \(p_1 = p_2\). Hence, player 3 plays a mixed strategy if: \(4p_1^2 = (1 - p_1)^2\).

By solving this system of equations we get that: \(p_1 = p_2 = 1/3\) and \(p_3 = 7/9\). To complete the proof, observe that this is not a semi-strong equilibrium since players 1 and 2 can deviate to the pure strategy \(d\) and increase their utility from \(4/3 \cdot 7/9\) to \(42/9\).

5 Pareto Efficient Equilibria

One of the desirable properties of an equilibrium, increasing its stability, is Pareto efficiency. Roughly
speaking, a strategy vector is Pareto efficient if any deviation that reduces the cost of one player (or more) strictly increases the cost of at least a single player. More formally:

**Definition 5.1** An equilibrium $x$ is Pareto efficient if there is no strategy vector $y$, such that, for every player $i$, $c_i(y) \leq c_i(x)$, and for at least a single player the inequality is strict. If $y$ is restricted to be a pure strategy vector we say that $x$ is Pareto efficient with respect to pure deviations.

We show that any Nash equilibrium of a “generic” pay or play game, i.e., a game in which players’ best-responses are unique, is Pareto efficient. Formally, we define generic pay or play games as follows:

**Definition 5.2** A pay or play game is generic if for every player $i$ and set of players $S$ such that $i \in S$: $h_i \neq g_i(S)$.

We now prove the following:

**Theorem 5.3** In a generic pay or play game, any pure Nash equilibrium is Pareto efficient with respect to pure deviations.

**Proof:** Consider a Nash equilibrium $x$. Assume towards a contradiction that $x$ is not Pareto efficient. Let $y$ be a deviation reducing the cost of at least a single player. Define $S = \{i | x_i \neq y_i\}$. By the assumption that this is a generic game, we have that the cost of every player $i$ choosing the play strategy in $x$ is strictly less than $h_i$. Therefore, it has to be the case that for all players $j \in S$ it holds that $x_j = 1$. Now, similarly to our argument for the strong Nash equilibrium in Theorem 4.2, if there is a set of players that can reduce their cost by jointly switching from the pay strategy to the play strategy, then by monotonicity it is beneficial for a single player to perform this deviation. This is in contradiction to the fact that $x$ is a Nash equilibrium.

**Corollary 5.4** In a pay or play game, any pure Nash equilibrium in which every player $i$ who uses the play strategy incurs a cost strictly lower than $h_i$ is Pareto efficient with respect to pure deviations.

Unfortunately, the previous theorem no longer holds for mixed deviations, as Example 4.3 illustrates.

Next, we demonstrate the importance of requiring the game to be generic. By tweaking the example from Claim 3.3 we create an instance in which in every equilibrium some players are indifferent between the two strategies, but their choice effects other players’ cost.

**Claim 5.5** The class of pay or play games contains games that possess pure Nash equilibria, and all such equilibria are not Pareto efficient.

**Proof:** Consider the following game which includes four players numbered $0, 1, 2, 3$. The cost of player $i \in \{0, 1, 2\}$ is defined as: $h_i = 1.5$ for the pay strategy. $g_i(\{i - 1, i, i + 1\}) = 2$, $g_i(\{i - 1, i\}) = 2$, $g_i(\{i, i + 1\}) = 1.5$, $g_i(\{i\}) = 1$. Where $i + 1$ and $i - 1$ are computed modulo 3. The cost of player 3 is: $h_3 = 10$ and $g_3(S) = |S|$ for a set $S$ such that $3 \in S$. Observe that in all Nash equilibria exactly one player of the players $0, 1, 2$ chooses the pay strategy and the rest of the players choose the pay strategy. First, without loss of generality, we show that the strategy vector in which player 0 is the only one using the pay strategy is an equilibrium. Notice that player 1 is indifferent between the two strategies as both have a cost of 1.5. Players 2 and 3 strictly prefer the play strategy, hence this is an equilibrium. Next, we do a case by case analysis and show that any strategy vector in which the number of players using the pay strategy is not exactly one, is not an equilibrium.

1. There is no pure Nash equilibrium in which none of the players choose the pay strategy, since in this case one of the players $\{0, 1, 2\}$ can reduce its cost by choosing the pay strategy.

2. There is no pure Nash equilibrium in which two players (or more) choose the pay strategy. Clearly player 3 never choose the pay strategy. Now, if players $j$ and $j + 1$ choose the pay strategy then if player $j$ switches to the pay strategy it reduces its cost to 1.

Observe that this equilibrium, in which a single player $i \in \{0, 1, 2\}$ chooses the pay strategy is not Pareto efficient. The reason is that, if player $i + 1$ switches to the pay strategy then player 3 strictly benefit and the cost of the rest of the players remains the same.

In the next section, we present in more depth one of the well studied games that belong to the pay or play class and show that every instance of this game admits a Pareto efficient pure Nash equilibrium.

### 6 Examples: Vaccination Games and Differential Pricing

The pay or play class is quite broad. In this section we focus on two well-studied subclasses of games that is contained in this class: vaccination games and differential pricing.
6.1 Vaccination Games

We first discuss the class of games presented by Aspnes et al. [1], which we refer to as “vaccination games”. A vaccination game is played on a network \( G \) with \( |V| = n \) nodes that are the players of the game. Each player is faced with the following decision: buy a vaccination or not. If a player buys a vaccination then he pays a fixed cost, denoted by \( c \). Else, the player risks getting his computer infected and exhibiting a loss of \( l \). After all the players make their decisions one of the nodes in the network is selected uniformly at random to be infected by some virus. Next, the virus spreads in discrete rounds, such that in every round all the neighbors of every infected node that are not vaccinated get infected.

More formally, let \( x \) be the strategy vector describing the decisions of the players whether to get the vaccine or not. \( x_i = 1 \) for a player that chooses to get the vaccine (pay) and \( x_i = 0 \) for a player that chooses not to get it (play). Denote by \( R(x) \) the set of nodes choosing the play strategy – getting the vaccine. Let \( G_x \) be the attack graph that is constructed by removing all nodes in \( R(x) \) and all their incident edges. The cost of the play strategy for node \( i \) depends on the size of the connected component in \( G_x \) that \( i \) belongs to and the loss \( l \). More precisely, the expected cost of the play strategy for a node \( i \) in a connected component of size \( k_i \) in \( G_x \) is \( \frac{k_i}{n} \cdot l \). It is not hard to see that this function is monotone increasing in the number of players choosing the play strategy and thus, this game belongs to the the pay or play framework.

It is shown in [1] that a pure Nash equilibrium for this game always exists. The proof is via a potential function, which relates the players’ best responses to the size of the connected components in the attack graph. Let \( \alpha = \frac{n}{c} \). The set of pure Nash equilibria is characterized in [1] as follows: (1) every connected component of \( G_x \) has a size of at most \( \alpha \); and (2) for every player \( i \in R(x) \) the size of its connected component in \( G_x \) when node \( i \) is added to the graph together with all its incident edges is at least \( \alpha \).

By utilizing the framework of pay or play games, we are able to prove a new result for vaccination games – showing that a pareto-optimal Nash equilibrium always exists. As was discussed in the previous section, this property does not hold for pay or play games in general.

**Theorem 6.1** The vaccination game admits a Pareto efficient Nash equilibrium.

**Proof:** Assume without loss of generality that \( l = 1 \). This implies that the cost of the play strategy for player \( i \) in strategy vector \( x \) is simply the size of its connected component in \( G_x + i \) divided by \( n \). We refer to this as its infection probability. We show that there exists an equilibrium in which the infection probability of every node choosing the play strategy is strictly less than \( c \). In other words, this implies that the size of every connected component of \( G_x \) is strictly smaller than \( c \). By Corollary 5.4 we have that this implies the equilibrium is pareto-optimal which completes the proof.

Assume towards a contradiction that in every equilibrium \( x \) there exists a connected component of \( G_x \) of size \( c \). Let \( x \) be an equilibrium for which \( G_x \) has the minimal number of connected components of size \( c \). Note that in case one of the connected components is not a tree, then it is possible to construct a new equilibrium with less connected components of size \( c \). If the connected component is not a tree then there exists a node that can change its strategy to pay without harming the connectivity of its connected component in the attack graph. Denote this player by \( i \). The new strategy vector is an equilibrium since player \( i \) is indifferent between the two strategies. The only other affected players are ones in \( i \)'s connected component that still want to use the play strategy and ones using the pay strategy which are adjacent to \( i \)'s connected component. The adjacent nodes do not want to change their strategy to play since by doing that they will be a part of a connected component of size at least \( c \), thus they do not want to switch.

Thus, it remains to handle the case in which all connected components of size \( c \) are trees. Consider a leaf \( i \) in one such tree, if this leaf is not connected to any other node (except its parent in the tree), then it can switch its strategy to play and it is still an equilibrium. Otherwise, it is connected to nodes who choose the pay strategy, denote this set of nodes by \( S \). Go over the nodes in \( S \) in some arbitrary order, for each node \( j \) check the size of its connected component, if it is at most \( c - 2 \) change its strategy to play and continue. We claim that the resulting strategy vector is an equilibrium with a smaller number of connected components of size \( c \). Observe that by construction the size of each connected component of the attack graph of the new strategy vector including neighbors of \( i \), is smaller than \( c \), therefore all nodes using the play strategy prefer it over the pay strategy. Also by construction, all the nodes in \( S \) that use the pay strategy would be in a connected component of size at least \( c \) if they decide to switch their strategy. Thus, the new strategy vector \( y \) is an equilibrium such that \( G_y \) has less connected components of size \( c \) than \( G_x \), a contradiction. \( \square \)
6.2 Differential Pricing
Lastly, we briefly discuss another well-studied environment: differential pricing. Consider the following scenario: \( n \) buyers are interested in purchasing some good, say a laptop. Each buyer has two options: (1) he can buy a laptop for a fixed price \( p \) (there is a large enough supply of laptops to sell to all buyers); (2) take part in a lottery in which \( k < n \) laptops will be assigned to \( k \) bidders, uniformly at random, and each buyer who receives a laptop is charged a lower price \( q < p \). (Of course, if there are less than \( k \) buyers who decide to participate in the lottery, each of these buyers will be given a laptop). Observe that this can easily be formulated as a pay or play game. We note that every such environment admits a pure Nash equilibrium (and it is, in fact, a congestion game).

7 Price of Anarchy and Price of Stability
A natural metric for measuring the efficiency of a pure Nash equilibrium is by comparing its social cost (the sum of all players’ costs) and the cost of the socially optimal solution (the strategy vector minimizing the sum of all players’ costs). We present several simple results bounding the ratio between the optimal solution and worst pure Nash equilibrium (a.k.a price of anarchy) and the ratio between the optimal solution and best pure Nash equilibrium (a.k.a “price of stability”) with respect to different restrictions on the cost functions. We begin with a positive result showing that for a very restricted subclass of pay or play games the price of anarchy is \( 2 \):

Claim 7.1 If all players have the same submodular cost functions, and the cost function does not depend on players’ identities, then the (pure) price of anarchy is bounded by \( 2 \).

Proof: Consider a specific pure Nash equilibrium \( x \) and optimal solution \( o \). Denote by \( k_x \) and \( k_o \) the number of players using the play strategy in \( x \) and \( o \) receptively. Observe that if \( k_o \leq \frac{n}{2} \), then at least \( n/2 \) players choose to pay and hence the cost of the optimal solution is at least \( \frac{n}{2} \cdot h \). The cost of the Nash equilibrium is at most \( n \cdot h \), since players can always choose the pay strategy and pay \( h \). Thus, the price of anarchy for this case is at most \( 2 \).

We are left with the case that \( k_o > \frac{n}{2} \). Observe that this trivially implies that \( k_x \leq 2k_o \). Also, it is not hard to see that \( k_o \leq k_x \). Now, consider the difference in cost between the pure Nash equilibrium and the optimal solution: \( c(x) - c(o) = ((n - k_x) h + k_x \cdot g(k_x)) - ((n - k_o) h + k_o \cdot g(k_o)) = (k_o - k_x) h + k_x \cdot g(k_x) - k_o \cdot g(k_o) \). The fact that \( k_o \leq \frac{n}{2} \), together with the submodularity of the cost function, and the fact that the cost function is nondecreasing, imply that \( g(k_x) \leq g(2k_o) \leq 2g(k_o) \). Hence, \( c(x) - c(o) < (k_o - k_x) h + 2k_x \cdot g(k_o) - k_o g(k_o) = (k_o - k_x) h + (2k_o - k_o) g(k_o) \leq k_x \cdot g(k_o) \leq n \cdot g(k_o) \leq c(o) \), where the last two inequalities follow from the simple observation that \( h \geq g(k_o) \). □

Next, we show that once we lift either of the two restrictions previously imposed: (1) all players have the same cost functions, (2) the cost function depends only on the number of players choosing the play strategy, the price of stability can be very high:

Claim 7.2 The (pure) price of stability of a game with player-specific cost functions that are not dependent on players’ identities can be linear in \( n \).

Proof: Consider the following \( n \)-player instance, for player \( 1 \), \( h_1 = n + \epsilon \) and \( g_1(S) = |S| \) for \( i \in S \subseteq N \). For player \( j \neq 1 \), \( h_j = 2\epsilon \) and \( g_j(S) = \epsilon \) for \( j \in S \subseteq N \). In the optimal solution of this instance, player 1 is the only one choosing the play strategy – the cost is \( 1 + 2(n - 1)\epsilon \). On the other hand, in the unique Nash equilibrium all players choose the play strategy, the social cost in this case \( n + (n - 1)\epsilon \).

Claim 7.3 If all players have the same submodular cost function (possibly depends on the players’ identities) then the (pure) PoS can be linear in \( n \).

Proof: Consider the following instance where \( h = 1 + \epsilon \) and for any set \( S \) such that \( 1 \notin S \) we define \( g(1) \cup S = 1 \) and \( g(S) = 0 \). Then, in the optimal solution player 1 chooses the play strategy, for a social cost of \( 1 + \epsilon \). In any Nash equilibrium all players choose the play strategy for a total cost of \( n \).

8 Conclusions
We introduced the pay or play framework, which captures a simple scenario in which decision makers select between certain and uncertain outcomes, and the realization of the uncertain outcome is solely dependent on the decision makers and not on “nature”. We studied the properties of equilibria (existence, efficiency, complexity, and more) in pay or play games from both a game-theoretic perspective and a computational perspective. Our main positive result established that games in this class always possess a semi-strong equilibrium. We regard our results for pay or play as a first step, and believe that further exploring the game-theoretic and computational properties of this class of games (and its subclasses) can provide valuable insights into strategic decision making under uncertainty.
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Abstract

We evaluate four computational models of explanation in Bayesian networks by comparing model predictions to human judgments. In two experiments, we present human participants with causal structures for which the models make divergent predictions and either solicit the best explanation for an observed event (Experiment 1) or have participants rate provided explanations for an observed event (Experiment 2). Across two versions of two causal structures and across both experiments, we find that the Causal Explanation Tree and Most Relevant Explanation models provide better fits to human data than either Most Probable Explanation or Explanation Tree models. We identify strengths and shortcomings of these models and what they can reveal about human explanation. We conclude by suggesting the value of pursuing computational and psychological investigations of explanation in parallel.

1 Introduction

Representing statistical dependencies and causal relationships is important for supporting intelligent decision-making and action – be it executed by human or machine. Causal knowledge not only allows predictions about what will happen, but is also used in explanations for events that have already occurred. For example, a set of symptoms might be explained by appeal to a particular disease, or an electrical circuit failure by appeal to a set of faulty gates.

Previous work in machine learning has provided a range of models for what counts as an explanation in cases involving a known causal system and observed effects. These models differ in what they allow as potential explanations or ‘hypotheses’ as well as in the objective function they aim to maximize (for a review, see Lacave and Díez [2002]). For example, one approach says hypotheses are settings for all unknown variables where you then choose the hypothesis that maximizes a posteriori probability given observed data [Pearl, 1988]; another allows hypotheses to be any non-empty variable setting and selects the hypothesis that maximizes the probability of observations under that hypothesis relative to every other hypothesis [Yuan and Lu, 2007]. While these models differ in their formal properties, arguments for one model over another typically come down to which provides a better fit to researchers’ intuitions about the best explanations in a given case.

In this paper we evaluate four formal models of explanation by empirically investigating their fit to human judgments. Our aims are threefold. First, methods from cognitive psychology allow us to test how well competing models correspond to general human intuitions, rather than the intuitions of a small group of researchers. Second, by using human judgment as a constraint on formal models of explanation, we increase the odds of choosing an objective function with interesting properties for learning and inference. A growing literature in psychology and cognitive science suggests that generating and evaluating explanations plays a key role in learning and inference for both children and adults (for a review, see Lombrozo [2012]), so effectively mimicking these effects of explanation in formal systems is a promising step towards closing the gap between human and machine performance on challenging inductive problems. Finally, formal models of explanation that successfully correspond to human judgment can contribute to the psychological study of explanation, as almost no formal models of explanation generation or evaluation have been proposed within the psychological sciences.

We present two experiments in which we gave people information about a causal system and had them either generate explanations (Experiment 1) or eval-
uate explanations (Experiment 2). The causal systems can be formally defined by Bayesian networks and correspond to those used in prior work to differentiate among models of explanation [Nielsen et al., 2008, Yuan and Lu, 2007]. Across two versions of two causal structures and across both experiments, we find that the Causal Explanation Tree [Nielsen et al., 2008] and Most Relevant Explanation [Yuan and Lu, 2007] models provide better fits to human data than either Most Probable Explanation [Pearl, 1988] or Explanation Tree models [Flores et al., 2005]. The results of our experiments identify strengths and shortcomings of these models, ultimately suggesting that human explanation is poorly characterized by models that emphasize only maximizing posterior probability.

2 Bayesian networks

A Bayesian network provides a compact representation for the joint probability of a set of random variables, $\mathcal{X}$, which explicitly represents various conditional independence statements between variables in $\mathcal{X}$. We specify a directed acyclic graph with a node corresponding to each variable in $\mathcal{X}$. We say that each node $X \in \mathcal{X}$ has a set of “parent nodes” ($\text{Pa}(X)$), and that this gives us conditional probability distributions for every $X$ given its parents $p(X|\text{Pa}(X))$. We assume that the full joint probability distribution can be specified this way, i.e., that $p(X) = \prod_{X \in \mathcal{X}} p(X|\text{Pa}(X))$. This is equivalent to assuming that $X$ is independent of all non-descendent variables given its parents, and allows us to use the structure of the graph to read off which conditional independence relations must hold between the variables [Pearl, 1988].

Figure 1 shows an example of a Bayesian network specifying conditional probability distributions between random variables. The graph on the left (Pearl Circuit) can be interpreted as a network that always receives input and for which we can measure the output. $A, B, C, \text{and } D$ are gates that, if functional, break the circuit, stopping the input from reaching the output. Each gate has an independent probability of failing and allowing current to cross through it. If the current can travel from the input to the output via any path made possible by a set of failed gates, then there will be output. These two examples hint at the richness of the Bayesian network formalism. We will continue to refer to these graphs throughout, which are the basis for our stimuli in Experiments 1 and 2, with the parameter values indicated in Figure 1.

![Figure 1: The Pearl and Circuit networks used in our experiments; as in Pearl [1988], Nielsen et al. [2008], Yuan and Lu [2007] and Yuan et al. [2011].](image)

2.1 Explanations in Bayesian networks

Suppose we observe the values for $k$ of the variables in a graph, $\{O_1 = o_1, \ldots, O_k = o_k\}, \forall i \in \mathcal{X}$. We may not wish to explain every observation, so let us call the variables we want to explain $O_{\text{exp}}$, with values $o_{\text{exp}}$. These values $o_{\text{exp}}$ are the “target” of our explanation, or the explanandum, which is a subset of $O$, the set of possible observation sets. We will refer to $O$ as the set of variables that were observed and $\hat{o}$ as the observed values. Then $O_{\text{not-exp}} = o_{\text{not-exp}}$ are those variables that are observed and unexplained (or $O_{\text{not-exp}} \equiv O \setminus O_{\text{exp}}$).

A candidate explanation (the explanans, or “hypothesis”) is a set of variable assignments for some of the variables not in $O_{\text{exp}}$. We exclude $O_{\text{exp}}$ to avoid circularity, though elements in $O = \hat{o}$ but not in $O_{\text{exp}}$ (i.e., observed but unexplained variables) could be included. However, we should note that most models require that every observed variable be explained; formally $\hat{O} \equiv O_{\text{exp}}$. For the sake of clarity, a hypothesis (our term for potential explanans henceforth) will be represented by $h$, the variables assigned in that hypothesis by $H$, and the set of hypotheses (treating each set of assignments as a separate hypothesis) as $\mathcal{H}$.

The first question a formal account of explanation must answer is which variables should be used in constructing $\mathcal{H}$. One possibility is for every explanation to include an assignment for every unobserved variable. However, Bayesian networks often use variables not meant to correspond to real entities in the world (e.g., a noisy-or gate for combining the influence of two causes). Additionally, there are often many variables that are not invoked in an explanation, and so a notion of “relevance” can be useful, allowing assignments to a subset of the unobserved variables (or even variables that are observed but not in $O_{\text{exp}}$).
Some models first generate $H$ and then evaluate each hypothesis and rank them accordingly. Others “grow” their hypotheses by iteratively adding variables based on their ability to improve the explanation, stopping when the hypothesis cannot be improved further [Flores et al., 2005, Nielsen et al., 2008]. The hypotheses under consideration can then be evaluated and ranked, but note that what counts as an improved hypothesis and what counts as a better explanation can be based on different criteria even within the same model. Some models aim to maximize the probability of the hypothesis given the observations $p(h|\hat{o})$ [Pearl, 1988, Shimony, 1991]. Some models are more concerned with other metrics, such as the relative likelihood of the observations under one hypothesis $p(\hat{o}|h)$ compared to the rest of the hypothesis set [Yuan and Lu, 2007, Yuan et al., 2011]. And some models aim to maximize how much information is gained about the explanation when the hypothesis assumed or made to be true [Flores et al., 2005, Nielsen et al., 2008].

We now introduce the four models that we consider in this paper — Most Probable Explanation [Pearl, 1988], Most Relevant Explanation [Yuan and Lu, 2007], Explanation Trees [Flores et al., 2005], and Causal Explanation Trees [Nielsen et al., 2008].

### 2.2 Most Probable Explanation (MPE)

Most Probable Explanation (MPE) ranks highly hypotheses with the most probable assignments to all unobserved variables, conditioning on $O$. That is, every $h$ in $H$ includes an assignment for every variable in $X \setminus O$. This model leverages the intuition that the best explanation is one that is most probable given what we have observed [Pearl, 1988]. The result is

$$MPE = \arg \max_{h \in H} p(h|\hat{o}).$$

### 2.3 Most Relevant Explanation (MRE)

Rather than choosing the hypothesis that maximizes the probability of the unobserved variables given the observed values, we could choose values for the unobserved variables to maximize the probability of the observations $\arg \max_{h \in H} p(\hat{o}|h))$. Methods that pursue this route are known as likelihood models.

One problem faced by likelihood models is that multiple hypotheses will sometimes give the same high probabilities to the observed data [Nielsen et al., 2008]. For example, consider the case where we know the structure of a causal system like the circuit in Figure 1 from Yuan and Lu [2007]. Likelihood methods would treat any hypothesis containing a union of $A$, “$B$ and $C$”, or “$B$ and $D$” as equally good — the current flows equally well (perfectly), regardless of the particular path it takes. This can make it difficult to choose between these explanations within the likelihood framework.

Rather than maximizing the likelihood per se, we can instead choose the hypothesis, $h$, that has the highest likelihood relative to the summed likelihood of all the other hypotheses in $H$ except for $h$:

$$\frac{p(O|h)}{\sum_{h \neq h, h \in H} p(O|h_i)}.$$

Yuan and colleagues’ Most Relevant Explanation (MRE) model [Yuan and Lu, 2007, Yuan et al., 2011] proposes that the best explanation maximizes this quantity. This term plays an important role in statistics, known as the Generalized Bayes Factor [Fitelson, 2007], and in psychology, as a measure of how representative some data is of a hypothesis [Tenenbaum and Griffiths, 2001, Abbott et al., 2012].

### 2.4 Tree-based models: ET and CET

The methods we have explored so far presume that you have $H$ and then evaluate each hypothesis to determine which is best. However, in cases where the variable set is large, this can be difficult and computationally prohibitive. A class of tree-based models addresses this problem by using an iterative process for arriving at explanations. These models construct an explanation piece-wise, adding variables to the hypothesis one at a time, by choosing the best variable, assigning the variable a value and repeating until no further gains can be made. The resulting hypotheses are then evaluated based on some criteria, producing a list of explanations ranked by their goodness. Models differ in how they choose the best variable to add, how they decide to stop, and how they then evaluate the resulting hypotheses.

The Explanation Tree (ET) model — as proposed by Flores et al. [2005] — determines which variable carries the most information about the rest of the unknown nodes, conditioned on what is already known. In ET what is already known includes $\hat{O}$ and any variables included in hypotheses farther up the tree. This means that at the beginning (when the hypothesis is $\emptyset$) the model selects the node that provides the most information about the rest of the unobserved variables conditioned on $\hat{O}$. Formally, we grow $h'$ (the hypothesis up to that point) by choosing the $X_i$ as the maximum of $\sum Y \text{INF}(X_i; Y|\hat{O}, h')$, where $Y$ is shorthand
for $\mathcal{X} \setminus \{\hat{O} \cup h' \cup \{X_i\}$, or all of the variables not observed, included in the current hypothesis or currently under consideration, and $\text{INF}(\cdot)$ is a metric of informativeness. In our calculations we will use \textit{mutual information} as our $\text{INF}(\cdot)$, as in Nielsen et al. [2008].

Once a variable is chosen, each assignment creates a new branch, and that assignment is added to the interin hypothesis $h'$, and is effectively treated as an observed variable. The process is then repeated until adding any more variables is deemed to provide a hypothesis with a probability that is too low, as defined by parameter $\beta_{ET}$, or to carry too little information, as defined by parameter $\alpha_{ET}$. This process provides multiple, mutually exclusive explanations that can vary in their complexity based on how much information the complexity buys.\footnote{Flores et al. [2005] consider several versions of $\text{INF}$.} Once these hypotheses are assembled, the model ranks the explanations by the posterior probability of each branch of the tree — i.e., how likely each hypothesis is, given the observed data.

Up to this point every model we have considered assumes the set of observed data is the data we are explaining, or $\hat{O} \equiv O_{\text{exp}}$. The $\text{ET}$ model further assumes that we aim to reduce uncertainty of the entire variable set $\mathcal{X}$ in deciding which variables are ostensibly relevant to our explanandum, $O_{\text{exp}}$. However, these assumptions can be problematic. For example, in $\text{ET}$, a variable that is unrelated to $O_{\text{exp}}$ but carries a lot of information about other unknown variables may be added to the hypothesis despite its irrelevance to our explanans.

The Causal Explanatory Tree (CET) model introduced by Nielsen et al. [2008] addresses these weaknesses. Rather than using traditional measures of information such as mutual information, CET uses \textit{causal information flow} [Ay and Polani, 2008] to decide how the tree will grow. Causal information flow uses the post-intervention distribution on nodes (as proposed in Pearl [2000]) rather than considering the joint probability distribution “as is”. To extend Ay and Polani [2008]’s analogy, imagine pouring red dye into a flowing river. You could identify which way is downstream by tracking the red streak that results; if you were to pour in the dye just after a fork in the river, you would not find red dye in the other half of the fork. Now consider the case of a static, dammed river — a river that does not flow. If you poured the dye just after the fork, redness would gradually diffuse through the water, eventually reaching the other path from the fork and tinting the whole river. In this case, there is no concept of something being ‘downstream’. Causal information attempts to capture the notion of ‘downstream’ influence that is absent in traditional mutual information.

We denote post-intervention distributions with a “$\cdot$” on a conditioned variable. If we have variables $W,X,Y,Z$, where we have observed $W = w$, intervened on $Z$ (giving us post-intervention values $\bar{Z} = \bar{z}$), then the causal information passed from $X$ to $Y$ is,

$$\sum_{x \in \mathcal{X}} p(X = x|W = w, \bar{Z} = \bar{z}) \times \sum_{y \in \mathcal{Y}} p(Y = y|\bar{X} = \bar{x}, w, \bar{z}) \log \frac{p(y|x, w, \bar{z})}{p(y|w, \bar{z})}. \quad (3)$$

This allows us to specifically ask the degree to which a variable $(X \equiv X_i)$ influences the explained data $(Y \equiv O_{\text{exp}})$, treating the non-explained data as observed $(W \equiv O_{\text{not-exp}})$ and previous parts of the explanation as intervened on $(Z \equiv h')$. This solves the problem of distinguishing between explained and unexplained observations $(W \neq Y)$. It also allows us to maximize information about the $O_{\text{exp}}$ rather than $\mathcal{X} \setminus \hat{O}$ as in $\text{ET}$. However, like $\text{ET}$, the CET model proposes variables iteratively, until no remaining variables add more causal information than the criterion $\alpha_{\text{CET}}$. Then each branch is assigned the score $\log \left( \frac{h(O_{\text{exp}}|h', O_{\text{not-exp}})}{p(O_{\text{exp}}|O_{\text{not-exp}})} \right)$ where $h'$ is the total set of assigned values in a hypothesis at a branching point.

3 \textbf{Comparing model and human judgments about explanations}

We now compare the prediction of these four models against human judgments when both generating and evaluating explanations. We focus on explanations in the two Bayesian networks shown in Figure 1. The Pearl structure is derived and parameterized as in Nielsen et al. [2008]; the Circuit graph and its parameters are taken from Yuan and Lu [2007]. These networks have been used previously to distinguish between the performance of different models. Each network consists of several binary variables, prior probabilities on those variables, and relationships between variables. We consider the case where only one variable is observed, in Pearl $D = 1$ and in Circuit $O = 1$, and these act as both $\hat{O}$ and $O_{\text{exp}}$, i.e., each is the only variable we observe and explain in that structure.

The models diverge in how they rank explanations in Pearl and Circuit. In past research, the Pearl structure was used by Nielsen et al. [2008] to argue in favor of the CET, and the Circuit structure was used by Yuan and Lu [2007] to argue in favor of the MRE.\footnote{The CET had not been published by the writing of Yuan and Lu [2007]. Yuan et al. [2011] addresses CET instead of the MRE.}
By drawing from distinct research lines we aim to be as fair as possible in testing the models.

In addition to being useful for distinguishing between models, these structures have properties that are particularly interesting from a psychological perspective. The Pearl structure includes complex causal dependencies that cannot be easily captured by the paradigms used in cognitive psychology. The Circuit structure contains explanations with equal (perfect) likelihoods for the observation, but which vary in the number of variables cited in the explanation. Research on people’s preferences for simplicity bear on this case, which shows that people may choose an explanation with fewer causes even if it is less likely than other more complex alternatives [Lombrozo, 2007].

In the past, researchers used the match between their own explanatory intuitions and the models’ predictions to provide support for their model. However, this method can be problematic: Nielsen et al. [2008] and Yuan and Lu [2007] conflict in their intuitions, leaving us in a quandary. We generalize the intuition-matching approach using two experiments in which we ask people to generate (Experiment 1) and evaluate (Experiment 2) explanations in cases formally equivalent to Circuit and Pearl. We used MPE, MRE, ET, and CET to rank the quality of various explanations, and analyze these rankings as they compare to the rankings derived from human explanations. By appealing to a wider array of human judgments we hope to extricate ourselves from this quandary.

4 Experiment 1: Generation

4.1 Participants

We recruited 188 participants through Amazon Mechanical Turk; 9.6% of those failed to complete the study, did not consent to taking the study, or did not follow the instructions, and 35.9% failed at least one explicit reading/attention check. This left 109 participants for analysis (M(age) = 27.7, %-Female = 29.3%).

4.2 Materials & procedure

Participants were randomly assigned to either the Pearl or Circuit structure. They then were assigned to one of two semantically-enriched stories embodying a causal structure, involving either novel alien diseases or the ecology of lakes. For example, one of the two scenarios adapted from the Circuit structure taught participants about the effects of novel diseases on producing a kind of fever.

For this scenario, participants received facts about the base rates of four novel diseases (corresponding to p(A), p(B), p(C), and p(D)), and information allowing them to understand which diseases would produce the fever, which would only occur in the presence of two proteins X and Y. One disease (corresponding to A) produced both the necessary proteins and thereby caused the fever. The second disease (corresponding to B) produced one of these proteins, and when paired with either the third and/or the fourth diseases (i.e., C or D) which produced the other protein, would be sufficient to cause the fever. X and Y were added to provide an intuitive mechanism outside of the domain of circuits that describes the complexities of Circuit’s causal relations. Probabilities were presented as frequencies (out of 1000) and act as realizations of the probabilities in the graphs in Figure 1.

In order to ensure that participants were paying attention, we asked questions that required simply reading the information off a figure (e.g., “Out of 1000, how many aliens have [disease A]?”). Participants who failed any comprehension questions were excluded from subsequent analyses. To ensure that participants’ judgments were not limited by memory, the base rates and causal structure were available when answering these reading checks as well as during the generation portion of the experiment. Participants were asked to use the information that had been provided to write down “the SINGLE BEST EXPLANATION” for the observed effect (e.g., for a particular alien’s fever), where “a ‘single’ explanation can include more than one causal factor.” Participants were explicitly asked not to list multiple possible explanations, but rather to “identify the one explanation that you think is the best.” This was meant to exclude what we call “disjunctive” explanations like “It was A or B and C and not D”, or, formally, as $A = 1 \cap (B = 1 \cap C = 1 \cap D = 0)$.

4.3 Results and discussion

Participants’ explanations were coded by an assistant blind to the authors’ hypotheses. The coder’s goal was to identify which variables were mentioned and what values were assigned to those variables. We excluded participants who gave a response that conflicted with our instructions, such as providing a disjunctive explanation.

In Circuit, most participants provided explanations that fell into one of two options: BC (43%) or A (40%), and, in Pearl, most participants chose one option: they attributed the disease to the presence of a genetic risk factor and not receiving the vaccine (73%,
For the explanations participants generated, we computed measures of explanation quality under each of the four models and saw which models gave better scores to those explanations that were generated more frequently. This process provides us a rank for each participant’s explanation according to each of the models and a rank of how frequently each explanation was generated, which allows us to calculate a Spearman rank-order correlation between participant’s aggregate explanation choices and the models’ predictions, see Table 1.

Note, we used two versions of the tree-algorithms: one where explanations not reached by the tree received the lowest possible rank (which we give the subscript “tree”), and one where we ignored these exclusions and applied the evaluation criteria used at each branch point. The tree models were designed to both generate and evaluate explanations “on the fly”, but it is not clear whether the way models generate explanations has led to their success in previous literature. Model success (or failure) may be the result of the branch evaluation criterion, rather than the result of the algorithm for generating hypotheses. This is why we analyze these parts of the algorithms separately.

We find that MRE and CET are most consistent with participants’ judgments (though they still only reach marginal significance in the Circuit case). In contrast, for both structures, models that rely only on an assignment’s probability (i.e., MPE and ET) poorly predict the explanations that people generate (in Circuit, MPE had a negative coefficient).

The major weakness of the tree versions of CET and ET lies in the fact that once a node is chosen for expansion, it remains expanded. Thus, mutually exclusive explanations cannot be reached in the same tree. That is, in Circuit, A and BC were the two most popular explanations and $A \cap BC = \emptyset$, so the first step to include either A or B will preclude the other explanation. Empirically, participants are roughly split between these two explanations, which suggests that any method that generates a unique best explanation will always fail to capture the variability that results when people are generating explanations, even if those people are generating explanations about the same system. We studied only deterministic algorithms which may be causing the models to diverge from people in how they generate hypotheses. Adding probabilistic rules may also be important for accounting for uncertainty about the parameter estimates, which in the real world are typically not given to you but must be inferred from data as well.

Note that CET in this case treats all explanations that sufficiently determine the observations as having equivalent rank. Because the system is deterministic, all 38 of the sufficient explanations are ranked as number 1 — or rather, because they are so numerous, number 19. This is a problem unique to CET, and results from its use of intervention, which ignores variables’ prior distributions in determining an explanation’s score.

### 5 Experiment 2: Evaluation

In Experiment 1, we found evidence that at least some of the proposed models capture people’s explanatory intuitions. Of course we should have expected some of the models to perform well; what is remarkable is how poorly some of the models did. In particular, we saw surprisingly poor performance from the tree-growth models as compared to their exhaustive-search evaluative counterparts.

Generating explanation is harder than only evaluating them — generation requires searching through the hypothesis set and then evaluating the generated explanations, while evaluation only requires computing a known evaluation function. The tree versions of the tree models are designed to make generation tractable. However, if complexity were the primary hurdle, in Circuit where the hypothesis space was much larger, we would expect tree methods to perform comparatively better than in Pearl. But they were relatively worse. This was due to the fact that the tree models were guaranteed to cut off at least 40% of participants since A and BC were the top choices, and cannot be reached in the same tree.

It is striking that methods that relied on probability (MPE and ET) performed so poorly in contrast to MRE and CET. However, these results may only apply to situations in which explanations are generated; explanations with large absolute probabilities may be difficult to access when generating explanations but could still be preferred if people only need to evaluate...
predefined hypotheses. There are many cases in which a hypothesis proves incredibly hard to generate, but once generated quickly becomes welcomed as the best explanation for many phenomena (e.g., Newton’s and Einstein’s physics). And, if conquering search problem is one of the driving factors behind the success of MRE and CET, it is possible that they could fail in the evaluation case. In order to test these ideas, we conduct an experiment that is almost identical to Experiment 1. But, rather than asking people to generate explanations, we take that burden off of their shoulders. Instead, we ask them to evaluate a set of explanations that we generate for them.

5.1 Participants
A total of 245 participants were recruited through Amazon Mechanical Turk, with 9.8% excluded for failing to provide consent or otherwise complete the study and 25.3% excluded for failing one or more reading checks. This left 165 participants for analysis (M(age) = 31.3, %-Female = 34%). 46 in the disease version of Circuit, 46 in the lake version of Circuit, 34 in the disease version of Pearl, and 39 in the lake version of Pearl.

5.2 Stimuli
An explanation was included in the study if either criterion held:

- The explanation was generated by more than one participant in any one condition in Experiment 1.
- The explanation was in the top two explanations generated by any of the models.\(^5\)

This yielded thirteen explanations for the Circuit causal structure and six for the Pearl causal structure.

5.3 Procedure
The materials and methods were nearly identical to those in Experiment 1, with the following important change: instead of providing an explanation, participants were asked to rate the quality of several provided explanations. Specifically, they were asked to rate each explanation “by placing the slider next to each explanation along the spectrum from Very Bad Explanation (furthest to the left) to Very Good Explanation (furthest to the right),” where intermediate ratings could fall anywhere in between.

Although the sliders were not presented with a numbering, positions implicitly corresponded to values between 0 and 100. Based on these ratings we can again create an explanation ranking for each participant, with ties being treated as in Experiment 1 as a repeated average value. By using ranks rather than continuous ratings we need only assume that participants have a monotonic relationship between bad and good, and avoid making assumptions about the particular nature of that scale for each participant.

5.4 Assessing model predictions
For each model, we calculated the scores assigned to the explanations that were provided to human participants. Because we were interested in explanation evaluation, we did not limit the ranks derived from CET or ET to those generated by the trees, but we did limit MPE to complete assignments, as otherwise it would be equivalent to ET.

To generate scores indicating the quality of each model, we created a set of intersection proportions. To illustrate, were we to consider only a single participant, this involves the following process. We take the human ranking as the veridical ranking. We then check whether the model’s top rank explanation is the same as the participant’s. We then check whether the model’s two highest-ranked explanations are included in either of the two highest-ranked human explanations. We continue to do this for the whole explanation set, identifying the number of model explanations that were ranked at a level less than or equal to each level of human ranking. We can repeat this with every participant, to obtain the number of explanations matched at each rank for each participant. We can then take the average of these scores at each rank, giving us the intersection size for the full population.

It is important to note that the absolute intersection size is less useful than the proportion when we are comparing between causal structures. We can transform these values into intersection proportions by dividing each value by the total number of model explanations. This maps to a measure of how many of the model’s top explanations are thought by the models to be at least as good as those generated by the average person up to that point.

To illustrate, suppose that we had explanation set \( H : A, BC, BD, ABCD, \) and \( B, \) and we were con-
considering a participant \( P \) with a ranking of \( P(1) = BC \), \( P(2) = A \), \( P(3) = ABCD \), \( P(4) = BD \), and \( P(5) = B \). To compute a model’s performance, we would look at the ranking that the model \( M \) assigned to the different explanations. If their top ranks matched, i.e., \( M(1) = BC \) was the model’s top choice, then the first value would be \( V(M, P, 1) = \frac{1}{|H|} = \frac{|M(1) = BC \cap P(1) = BC|}{|H|} \), and if it was not the score would be 0 since \( M(1) \cap P(1) = \emptyset \). This process would be repeated for the first and second values, i.e., the next value is \( V(M, P, 2) = \frac{|M(1) = BC \cap P(1) = BC|}{|H|} \), and so on until we got to \( V(M, P, 5) \) which will necessarily equal 1 since both rankings were defined relative to the same set, meaning the two sets are equivalent and are also both equivalent to \( H \).

Figure 2 displays the intersection proportion for the Circuit structure, and Figure 3 displays those for the Pearl structure.

Another method for capturing overall model performance is to take the sum of the average values at each point. The best one can do in the intersection proportion is to match every explanation up to that rank at each rank. A perfect summary score is: \( \sum_{i=1}^{||H||} i/||H|| \).

For Circuit the maximum summed intersection value is \( \sum_{i=1}^{13} i/13 = 7 \) and for Pearl it is \( \sum_{i=1}^{6} i/6 = 3.5 \). These values can be found in Table 2.

### 5.5 Results and discussion

As you can see in Figures 2 and 3, both MRE and CET are closer to the dotted line in general, i.e., they are better on average than either MPE or ET.

One interesting pattern to note is a trend that echoes results for CET in Experiment 1. CET stays flat

\[ \text{Figure 2: Results for Experiment 2: Average intersection proportions for Circuit conditions.} \]

\[ \text{Figure 3: Results for Experiment 2: Average intersection proportions for Pearl conditions.} \]

6 General discussion

We began this paper with the aim of systematically evaluating formal models of explanation against human intuitions as well as clarifying human explanation.

Table 2: Summed intersection values for models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Circuit Score</th>
<th>Pearl Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPE</td>
<td>5.26</td>
<td>2.64</td>
</tr>
<tr>
<td>MRE</td>
<td>5.43</td>
<td>2.96</td>
</tr>
<tr>
<td>ET</td>
<td>4.99</td>
<td>2.55</td>
</tr>
<tr>
<td>CET</td>
<td>5.60</td>
<td>3.00</td>
</tr>
</tbody>
</table>

Max Value: 7 3.5
tion through the lens of computational models. We consider how our results address these aims.

6.1 Evaluating models of explanation

We find that CET and MRE provide reasonable but imperfect fits to human judgments in both the Circuit and Pearl structures, and for both explanation generation and evaluation. MPE and ET perform less well. This suggests that human explanation is not explained well by appealing to maximum posterior probability values. Instead, it seems that a measure of evidence (MRE) or causal information (CET) may better model human explanation.

These findings indicate that the algorithms used for generating explanations in the tree methods (ET and CET) fail to capture an important aspect of human intuitions about explanation — explanations that are radically different from one another (i.e., that cannot be reached by the same tree) may both be seen as valid explanations. In the generation task, the purely evaluative tree models outperformed their generative counterparts. The evaluation function seems to be quite important, but it has been emphasized less than the generation algorithm in previous work [Flores et al., 2005, Nielsen et al., 2008]. The evaluation function merits closer inspection.

Speaking generally, our work reveals the degree to which a model’s objective alters that model’s predictions. Our analyses highlight the problem with using hard intervention in deterministic cases. CET gave the same score to all 38 sufficient explanations that, presumably, we would want the model to distinguish. MPE and ET excel at doing what they were created to do, but we may wish to distinguish between their goals (which do not correspond closely to human explanation judgments) and the goals of models like CET and MRE (which do).

6.2 Bidirectional implications from human and formal explanation

These results indicate that formally characterizing the objective function implicit in human explanation may be a challenging but exceptionally useful task. The variability in how well these formal models performed demonstrates that despite seeming straightforward, how people choose a good explanation has many hidden subtleties and complexities. The good performance of CET and MRE relative to MPE and ET suggest that human explanation is likely more concerned with causal intervention or the relative quality of a hypothesis than it is with absolute judgments of posterior probability. But the alternative hypothesis set and the role of intervention have received relatively little attention in psychological research on explanation. On the other hand, simplicity was not explicitly represented in the formal models we explored (but, see De Campos et al. [2001]), but has been found to affect human explanatory judgments [Lombrozo, 2012]. Then, it is surprising that a large proportion of people explain using BC over A in the Circuit example, when BC is both less likely and more complex than A. Probability, simplicity, intervention and alternative hypotheses seem to weave a rather complex image — an image just asking to be unraveled.

All of the models we studied require knowing a priori the causal structure and parameterization, whereas people must infer these values from finite amounts of data. Though explanation has been tied to improved learning, we know much less about how the learning process and the processes for generating and evaluating explanations interact with one another. Additionally, developing extensions of these models that can learn from finite amounts of data will increase the expressivity of the models while also making them more able to deal with the problems that both humans and many real intelligent systems face.

6.3 Conclusion

Given that explanation plays an important role in human inductive judgments [Lombrozo, 2012], where humans still outperform artificial systems, we propose that models will benefit from a closer match to human judgments. And conversely, given that formal models need to make explicit the roles played by different parts of the explanatory problem and its solution, we propose that psychological accounts of explanation will benefit from models that precisely specify formal characteristics for what makes a good explanation. Both inquiries benefit from attending to the other. Our work, in simultaneously analyzing models of explanation from artificial intelligence and the psychology of human explanation, embodies this view.
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Abstract

This paper is devoted to fair optimization in Multiobjective Markov Decision Processes (MOMDPs). A MOMDP is an extension of the MDP model for planning under uncertainty while trying to optimize several reward functions simultaneously. This applies to multiagent problems when rewards define individual utility functions, or in multicriteria problems when rewards refer to different features. In this setting, we study the determination of policies leading to Lorenz-non-dominated tradeoffs. Lorenz dominance is a refinement of Pareto dominance that was introduced in Social Choice for the measurement of inequalities. In this paper, we introduce methods to efficiently approximate the sets of Lorenz-non-dominated solutions of infinite-horizon, discounted MOMDPs. The approximations are polynomial-sized subsets of those solutions.

1 INTRODUCTION

Planning under uncertainty is a central problem in developing intelligent autonomous systems. This problem is often represented by a Markov Decision Process (MDP) that provides a general formal framework for optimizing decisions in dynamic systems [2, 11]. Applications of MDPs occur in contexts such as robotics, automated control, economics, and manufacturing. The MDP model is characterized by a set of possible states, a set of possible actions enabling transitions from states to states, a reward function that gives the immediate reward generated by any admissible action \( a \) is any state \( s \), and a transition function that gives, for any state-action pair \((a, s)\), the resulting probability distribution over states. In such problems, the aim is to identify an optimal policy, i.e., a sequence of decision rules giving, at any stage of the process, and in any state, the action that must be selected so as to maximize the expected discounted reward over the long run.

However, there are various planning contexts in which the value of a policy must be assessed with respect to different point of views (individual utilities, criteria) and is not necessarily representable by a single reward function. This is the case in multiagent planning problems [3, 9] where every agent may have its own value system and its own reward function. This is also the case of multiobjective problems [1, 15, 4], for example path-planning problems under uncertainty when distance, travel time, and energy consumption are to be minimized simultaneously.

In such problems, resorting to \( n \) distinct reward functions is natural, so as to express utilities of actions with respect to the different objectives. Hence, MDPs are generalized into MOMDPs (Multiobjective Markov Decision Processes) by extending the reward function to map a state-action pair to a reward vector which assigns a scalar reward for each objective. The value function will also be vector-valued, and the Bellman equation will continue to define the value of a policy in all states [27]. Note that a policy that maximizes on one objective will not necessarily do the same for another. Some policies will favor one objective, some another objective, and some will be balanced towards all objectives. Even when the reward functions could be aggregated linearly, keeping them separate enables a better control of tradeoffs and better recommendation possibilities. This explains the current interest for multiobjective (multicriteria or multiagent) extensions of Markov Decision Processes in the literature [15, 4, 3, 9, 16].

When several objectives must be optimized simultaneously, most of the studies on Markov Decision Processes concentrate on the determination of the entire set of Pareto optimal feasible tradeoffs, i.e., reward vectors (corresponding to feasible policies) that can-
not be improved on one objective without being down-
graded on another objective. However, when random-
ized policies are allowed, there are infinitely many such policies. Furthermore, when only determinis-
tic policies are allowed, there are instances of MDPs in which the size of the Pareto set grows exponentially with the number of states, thus making its exact determination intractable.

In practical cases however, there is generally no need to determine the entire set of Pareto-optimal feasible tradeoffs, but only a reduced sample of solutions represent-
ative of the diversity of feasible tradeoffs. For this reason, some authors propose to work on the determin-
ation of a polynomially sized approximation of the Pareto set covering within a given threshold all feasible tradeoffs [19]. When richer preference information is available, an alternative approach consists in optimizing a scalarizing function measuring the value of any feasible reward vector [25]. In multicriteria op-
imization, the scalarizing function can be any pref-
ernce aggregation function monotonically increasing with Pareto dominance or any measure of the distance to a given target in the space of criteria (reference point approach, [28]). In multiple agents problems, the scalarizing function can be any Social Welfare Func-
tion aggregating individual rewards.

In this paper we propose a third approach that con-
ists in focusing the search on Lorenz-optimal tradeoffs, i.e., Pareto-optimal tradeoffs achieving a fair shar-
ing of rewards among objectives. Lorenz dominance (L-dominance for short) is a partial preference order refining Pareto-dominance while including an idea of fairness in preferences. It is used for the measurement of inequalities in mathematical economics [24], for example to compare income distributions over a population. In our context, it can be used to compare reward vectors by inspecting how they distribute rewards over components. L-dominance is grounded on an axiomatic principle stating that any policy modifi-
cation that induces a reward transfer reducing inequalities in the satisfaction of objectives will improve the solution. Within the Pareto-set, the subset of Lorenz-
optimal solutions deserve special attention because it includes all tradeoffs of interest provided a balanced reward vector is sought. Moreover, the definition of Lorenz dominance does not require any specific prefer-
ence information (neither weights nor target trade-
offs), beyond the fact that there is a preference for fair solutions.

The paper is organized as follows: in Section 2 we introduce basic concepts for MOMDPs, Pareto opti-
mality and Lorenz optimality. Section 3 presents ap-
proximate optimality concepts for multiobjective prob-
lems and establishes preliminary results concerning the construction of minimal approximation of L-optimal tradeoffs. In Section 4, we describe a general method based on linear programming to approximate the set of L-optimal solutions in the case of n objectives (n ≥ 2) and a greedy algorithm to find approximation of minimal cardinality in the bi-objective case. Finally, in Section 5 we describe numerical tests on random in-
stances of MDPs showing the efficiency of the proposed approaches.

2 BACKGROUND

2.1 MARKOV DECISION PROCESSES

A Markov Decision Process (MDP) is a tuple \((S, A, p, r)\) where: \(S\) is a finite set of states, \(A\) is a fi-
nite set of actions, \(p : S \times A \times S \rightarrow [0, 1]\) is a transition function giving, for each state and action the proba-

bility of reaching a next state, and \(r : S \times A \rightarrow \mathbb{R}\) is a reward function giving the immediate reward for executing a given action in a given state [22].

Solving an MDP amounts to finding a policy, i.e., de-
termining which action to choose in each state, which

maximizes a performance measure. In this paper, we focus on the expected discounted total reward as the performance measure. A policy \(\pi\) is called determin-
istic if it can be defined as a function from states to actions, i.e., \(\pi : S \rightarrow A\). A policy \(\pi\) is called randomized if for each state, it defines a probabil-

ity distribution over actions, i.e., \(\pi : S \times A \rightarrow [0, 1]\) where \(\forall s, \sum_a \pi(s,a) = 1\). Note that a determinis-
tic policy is a special case of randomized policy, i.e., \(\forall s, \forall a, \pi(s,a) \in \{0, 1\}\). The expected discounted total reward for a randomized policy \(\pi\) in a state \(s\) can be obtained as a solution of the following equation:

\[
V^\pi(s) = \sum_{a \in A} \pi(s,a)[r(s,a) + \gamma \sum_{s'} p(s,a,s')V^\pi(s')].
\]

(1)

Function \(V^\pi : S \rightarrow \mathbb{R}\) is called the value function of \(\pi\).

A policy whose value function is maximum in every state is an optimal policy. In (infinite horizon, dis-
counted) MDPs, an optimal deterministic policy is known to exist. Such an optimal policy can be found using linear programming or dynamic programming techniques such as value iteration or policy iteration [22].

2.2 MULTIOBJECTIVE MDP

A Multiobjective MDP (MOMDP) is defined as an MDP with the reward function replaced by \(r : S \times A \rightarrow \mathbb{R}^n\) where \(n\) is the number of criteria, \(r(s,a) = (r_1(s,a), \ldots, r_n(s,a))\) and \(r_i(s,a)\) is the immediate re-
ward for objective \(i\). Now, a policy \(\pi\) is valued by a
value function \( V^{\pi} : S \rightarrow \mathbb{R}^n \), which gives the expected discounted total reward vector in each state and can be computed with a vectorial version of (1) where additions and multiplications are componentwise.

Although MOMDPs can be used to solve some centralized planning problems involving multiple agents, it should not be confused with Multiagent MDPs (MMDPs) introduced in [3], which are models for coordinating agents having independent actions but a common reward function. In MOMDPs, actions are not necessarily “distributed” over agents and rewards are valued by vectors (one per agent) whereas in MMDPs, there is a single common objective and a consensus in the evaluation of states; moreover actions are distributed over agents.

To compare the value of policies in a given state \( s \), the basic model adopted in most previous studies [8, 26, 27] is Pareto dominance (P-dominance for short). The weak Pareto-dominance is defined as follows: \( \forall v, v' \in \mathbb{R}^n, v \succeq_p v' \Leftrightarrow \forall i = 1, \ldots, n, v_i \geq v_i' \) where \( v = (v_1, \ldots, v_n) \) and \( v' = (v_1', \ldots, v_n') \) and Pareto-dominance as: \( v \succeq_p v' \Leftrightarrow v \geq_p v' \) and not(\( v' \succeq_p v \)).

For a set \( X \subset \mathbb{R}^n \), a vector \( v \in X \) is said to be P-dominated if there is another vector \( v' \in X \) such that \( v' \succeq_p v \); vector \( v \) is said to be P-optimal is there is no vector \( v' \) such that \( v' \succeq_p v \). For a set \( X \subset \mathbb{R}^n \), the set of Pareto-optimal vectors of \( X \), called Pareto set, is \( PND(X) = \{ v \in X : \forall v' \in X, \text{ not } v' \succeq_p v \} \).

In MOMDPs, for a given probability distribution \( \mu \) over initial states, a policy \( \pi' \) is preferred to a policy \( \pi \) if \( \sum \mu_i V^\pi_i(s) \succeq_p \sum \mu_i V^{\pi'}_i(s) \). Standard methods for MDPs can be extended to solve MOMDPs by finding Pareto-optimal policies. We recall the linear programming approach [26].

\[
\max z_i = \sum_{s \in S} \sum_{a \in A} r_i(s,a) x_{sa} \quad i = 1, \ldots, n \\
(P_0) \sum_{a \in A} x_{sa} - \gamma \sum_{s' \in S} \sum_{a \in A} x_{s'ap}(s',a,s) = \mu_s \quad \forall s \in S \\
x_{sa} \geq 0 \quad \forall s \in S, \forall a \in A
\]

Recall that there is a one-to-one mapping between variables \( (x_{sa}) \) satisfying constraints of \( P_0 \) and randomized policies \( \pi \) (i.e., \( \pi(s,a) = x_{sa}/\sum_{a} x_{sa} \)) and \( \sum_{s \in S} \sum_{a \in A} R_i(s,a) x(s,a) = \sum \mu_i V^\pi_i(s) \) for all \( i = 1, \ldots, n \). More specifically, the constraints of \( P_0 \) define a polytope whose extreme points are deterministic policies. For a deterministic policy, in every state \( s \), \( x_{sa} \) is non-null only for one action \( a \). Thus, solving this multiobjective linear program amounts to optimizing the objective function \( \sum_{s \in S} \mu_i V^\pi_i(s) \), called the value vector and interpreted as the expectation of a vector value function \( V \) w.r.t. probability distribution \( \mu \).

Following [7], one could add the following constraints to this linear program, obtaining then a mixed linear program with 0, 1 variables, to restrict the search to deterministic policies only:

\[
\sum_{a \in A} d_{sa} \leq 1 \quad \forall s \in S \\
(1 - \gamma) x_{sa} \leq d_{sa} \quad \forall s \in S, \forall a \in A \\
d_{sa} \in \{0, 1\} \quad \forall s \in S, \forall a \in A.
\]

As Pareto dominance is a partial relation, there generally exist many Pareto-optimal policies. In fact, in the worst case, it may happen that the number of Pareto-optimal value vectors corresponding to deterministic policies is exponential in the number of states as shown in the following example, adapted from [10].

**Example 1** Let \( N > 0 \). Consider the following deterministic MOMDP represented in Figure 1. It has \( N+1 \) states. In each state, two actions (Up or Down) are possible except in the absorbing state \( N \). The rewards are given next to the arcs representing the two actions. Here, we can take \( \gamma = 1 \) as state 0 is absorbing. In this example, there are \( 2^{N+1} \) stationary deterministic policies. Stationary deterministic policies that only differ from one another on the choice of the action in the last state \( N \) have the same value functions as the reward and the transition in those states for both actions are identical. In the initial state 0, the remaining policies induce \( 2^N \) different valuation vectors, of the form \((x, 2^N - 1 - x)\) for \( x = 0, 1, \ldots, 2^N - 1 \). Those different vectors are in fact all Pareto-optimal as they are on the line \( x + y = 2^N - 1 \).

This example suggests that computing all Pareto-optimal solutions is not feasible in the general case. Moreover, deciding whether there exists a deterministic policy whose value vector P-dominates a given vector is known to be NP-hard [4, 23].

In this paper, we want to determine a subset of the Pareto set containing only policies that fairly distribute rewards among agents. The aim of generating well-balanced solutions has been tackled with scalarizing functions such as max-min [18, 12], augmented Tchebycheff norm [21] or WOWA of regrets [16]. However, each of these criteria focuses on a very specific idea of fairness and can only be justified when we have a very precise preferential information. A more cautious approach is to rely on Lorenz domi-

![Figure 1: An instance where all deterministic policies have distinct Pareto-optimal value vectors](image-url)
nance that is a partial order, leaving room for various optimally fair solutions. Let us now introduce more precisely the notions of Lorenz dominance and Lorenz optimality.

Lorenz dominance relies on a cautious idea of fairness, namely the transfer principle: Let \( v \in \mathbb{R}_+^n \) such that \( v_i > v_j \) for some \( i, j \). Then for all \( \varepsilon > 0 \) such that \( \varepsilon \leq v_i - v_j \), any vector of the form \( v - \varepsilon e_i + \varepsilon e_j \) is preferred to \( v \), where \( e_i \) (resp. \( e_j \)) is the vector whose \( i^{th} \) (resp. \( j^{th} \)) component equals 1, all others being 0.

This principle captures the idea of fairness as follows: If \( v_i > v_j \) for some value vector \( v \in \mathbb{R}_+^n \), slightly improving component \( v_j \) to the detriment of \( v_i \) while keeping the sum unchanged would produce a better distribution of rewards, and consequently a more suitable solution. Such transfers reducing inequalities are named admissible transfers also known as Pigou-Dalton transfers in Social Choice Theory. For example, value vector \((10, 10)\) should be preferred to \((14, 6)\) because there is an admissible transfer of size 4. Note that using a similar transfer of size greater than 8 would be counterproductive because it would increase inequalities in satisfaction. This explains why the transfers must have a size \( \varepsilon \leq v_i - v_j \).

The transfer principle provides arguments to discriminate between vectors having the same average rewards. When combined with Pareto monotonicity (compatibility of preference with P-dominance), it becomes more powerful. For example, consider value vectors \((11, 11)\) and \((12, 9)\) respectively, we can remark that on the one hand, \((11, 11)\) is better than \((11, 10)\) due to Pareto dominance and \((11, 10)\) is better than \((12, 9)\) thanks to the Transfer Principle. Hence, we are able to conclude that \((11, 11)\) is better than \((12, 9)\) by transitivity. In order to better characterize those vectors that can be compared using improving sequences based on P-dominance and admissible transfers, we recall the definition of Lorenz vectors and Lorenz dominance (for more details see e.g. [14, 24]):

Definition 1 For all \( v \in \mathbb{R}_+^n \), the Lorenz Vector associated to \( v \) is the vector:

\[
L(v) = (v_{(1)}, v_{(1)} + v_{(2)}, \ldots, v_{(1)} + v_{(2)} + \ldots + v_{(n)})
\]

where \( v_{(1)} \leq v_{(2)} \leq \ldots \leq v_{(n)} \) represents the components of \( v \) sorted by increasing order. The \( k^{th} \) component of \( L(v) \) is \( L_k(v) = \sum_{i=1}^{k} v_{(i)} \).

Definition 2 Hence, the Lorenz dominance relation (L-dominance for short) on \( \mathbb{R}_+^n \) is defined by:

\[
\forall v, v' \in \mathbb{R}_+^n, v \succeq_L v' \iff L(v) \succeq_P L(v')
\]

Its asymmetric part is defined by:

\[
v \succ_L v' \iff L(v) \succ_P L(v').
\]

Within a set \( X \), any element \( v \) is said to be L-dominated when \( v' \succ_L v \) for some \( v' \) in \( X \), and L-optimal when there is no \( v' \) in \( X \) such that \( v' \succ_L v \). The set of L-optimal elements in \( X \), called the Lorenz set, is denoted \( \text{LND}(X) \). In order to establish the link between Lorenz dominance and preferences satisfying the combination of P-Monotonicity and the transfer principle we recall a result of [5]:

Theorem 1 For any pair of vectors \( v, v' \in \mathbb{R}_+^n \), if \( v \succ_P v' \), or if \( v \) is obtained from \( v' \) by a Pigou-Dalton transfer, then \( v \succ_L v' \). Conversely, if \( v \succ_L v' \), then there exists a sequence of admissible transfers and/or Pareto-improvements to transform \( v' \) into \( v \).

This theorem establishes Lorenz dominance as the minimal transitive relation (with respect to inclusion) satisfying compatibility with P-dominance and the transfer principle. As a consequence, the subset of L-optimal value vectors appears as a very natural solution concept in fair optimization problems. A consequence of Theorem 1 is that \( v \succ_P v' \) implies \( v \succ_L v' \). Hence, L-domiance is a refinement of P-dominance and the set of L-optimal vectors is included in the set of P-optimal vectors.

The number of Lorenz-optimal tradeoffs is often significantly smaller than the number of Pareto-optimal tradeoffs. For instance in Example 1, while there is an exponential number of Pareto-optimal policies, with distinct value vectors, there are only two Lorenz-optimal policies with value vectors \((\lfloor \frac{2^N-1}{2} \rfloor, \lfloor \frac{2^N-1}{2} \rfloor)\) and \((\lceil \frac{2^N-1}{2} \rceil, \lceil \frac{2^N-1}{2} \rceil)\). Unfortunately, there exist instances where the number of Lorenz-optimal value vectors corresponding to deterministic policies is exponential in the number of states, as shown in the following example adapted from [20].

Example 2 Let \( N > 0 \). Consider the following deterministic MOMDP represented in Figure 2, which is an adaptation of Example 1. It has \( N+1 \) states. In each state, two actions (Up or Down) are possible except in the absorbing state \( N \). The rewards are given next to the arcs representing the two actions. Here, we can take \( \gamma = 1 \) as state \( N \) is absorbing.

\[
\begin{align*}
(0, 2^{N+1} + 2) & \quad (0, 2^1) & \quad (0, 2^2) & \quad (0, 2^{N-1}) \\
(0, 2^{N+1} + 2) & \quad (2^0, 0) & \quad (2^1, 0) & \quad \cdots & \quad (2^{N-2}, 0)
\end{align*}
\]

Figure 2: An instance where all deterministic policies have distinct Lorenz-optimal value vectors

From state 1, all the possible value vectors are in the set \( \{ x, 2(2^N-1 - x) \} \) for \( x = 0, 1, 2, \ldots, 2^N-1 \). Then, from the initial state \( s_0 \), the possible value vec-
tors are in \( \{(x, 3 \times 2^N - 2x)|x = 0, 1, 2, \ldots, 2^N - 1\} \).
The set of Lorenz vectors is then \( \{(x, 3 \times 2^N - x)|x = 0, 1, 2, \ldots, 2^N - 1\} \), implying that all the Lorenz vectors are Pareto-optimal.

This example shows that, although more discriminating than Pareto dominance, Lorenz dominance might leave many solutions incomparable. Therefore, on large instances, it may be infeasible to determine all Lorenz non-dominated solutions. Moreover, in deterministic MOMDPs, deciding whether there exists a policy whose value vector L-dominates a fixed vector is NP-hard [20].

3 APPROXIMATION OF PARETO AND LORENZ SETS

3.1 \( \varepsilon \)-COVERING OF NON-DOMINATED ELEMENTS

The examples provided at the end of Section 2 show that, even if we restrict ourselves to deterministic policies and two objectives, the set of \( F \)-optimal tradeoffs and the set of \( L \)-optimal tradeoffs may be very large. Their cardinality may grow exponentially with the number of states. Hence, one cannot expect to find efficient algorithms to generate these sets exactly. This suggests that relaxing the notion of \( L \)-dominance (resp. \( P \)-dominance) to approximate the Lorenz set (resp. the Pareto set) with performance guarantees on the approximation would be a good alternative in practice. We first recall some definitions used to approximate dominance and optimality concepts in multiobjective optimization. We then investigate the construction of an approximation of the set of \( L \)-optimal tradeoffs. First, we consider the notion of \( \varepsilon \)-dominance defined as follows [19, 13]:

**Definition 3** For any \( \varepsilon > 0 \), the \( \varepsilon \)-dominance relation is defined on value vectors of \( \mathbb{R}^n \) as follows:

\[
x \gtrsim^\varepsilon_p y \iff \forall i \in N, (1 + \varepsilon)x_i \geq y_i.
\]

Hence we can define the notion of \( \varepsilon \)-approximation of the Pareto set as follows:

**Definition 4** For any \( \varepsilon > 0 \) and any set \( X \subseteq \mathbb{R}^n \) of bounded value vectors, a subset \( Y \subseteq X \) is said to be an \( \varepsilon \)-covering of \( PND(X) \) if \( \forall x \in PND(X), \exists y \in Y : y \gtrsim^\varepsilon_p x \).

For example, on the left part of Figure 3, the five black points form an \( \varepsilon \)-covering of the Pareto set. Indeed, dotted lines define 5 cones delimiting the areas where value vectors are \( \varepsilon \)-dominated by a black point. One can see that the union of these cones covers all feasible value vectors. Of course, a given set \( X \) of feasible tradeoffs may include multiple \( \varepsilon \)-covering sets, set \( X \) is itself a \( \varepsilon \)-covering of \( X \). In practice, we are interested in finding an \( \varepsilon \)-covering the size of which is polynomially bounded.

The strength of the \( \varepsilon \)-covering concept is derived from the following result of Papadimitriou and Yannakakis [19]: for any fixed number of criteria \( n > 1 \), for any finite \( \varepsilon > 0 \) and any set \( X \) of bounded value vectors such that \( 0 < x_i \leq K \) for all \( i \in N \), there exists in \( X \) an \( \varepsilon \)-covering of the Pareto set \( PND(X) \) the size of which is polynomial in \( \log K \) and \( 1/\varepsilon \). The result can be simply explained as follows: to any reward vector \( x \in \mathbb{Z}^n \), we can assign vector \( \varphi(x) \) the components of which are \( \varphi(x_i) = \left\lfloor \frac{\log x_i}{\log(1 + \varepsilon)} \right\rfloor \). Due to the scaling and rounding operation, the number of different possible values for \( \varphi \) is bounded on each axis by \( \left\lfloor \log K/\log(1 + \varepsilon) \right\rfloor \). Hence the cardinality of set \( \varphi(X) = \{\varphi(x), x \in X\} \) is upper bounded by \( \left\lfloor \log K/\log(1 + \varepsilon) \right\rfloor^n \).

This can easily be illustrated using the right part of Figure 3 representing a logarithmic grid in the space of criteria. Any square of the grid represents a different class of value vectors having the same image through \( \varphi \). Any vector belonging to a given square covers any other element of the square in terms of \( \gtrsim^\varepsilon_p \). Hence, choosing one representative in each square, we cover the entire set \( X \). If \( n > 2 \), squares become hypercubes. The size of the covering is bounded by the number of hypercubes in the hypergrid which is \( \left\lfloor \log K/\log(1 + \varepsilon) \right\rfloor^n \). The covering can easily be refined by keeping only the elements of \( PND(\varphi(X)) \) due to the following proposition:

**Proposition 1** \( \forall x, y \in X, \varphi(x) \gtrsim^\varepsilon_p \varphi(y) \Rightarrow x \gtrsim^\varepsilon_p y \).

Hence, remarking that for any fixed \( x_1, \ldots, x_{n-1} \) there is no more than one Pareto-optimal element in vectors \( \{\varphi(x_1, \ldots, x_{n-1}, z), z \in \mathbb{R}\} \) the \( \varepsilon \)-covering set will include at most \( \left\lfloor \log K/\log(1 + \varepsilon) \right\rfloor^{n-1} \) elements. In Example 1 where \( n = 2 \), if we consider the instance with 21 states, the Pareto set contains more than one million elements \( 2^{20} \) whereas \( \log 2^{20}/\log 1.1 \approx 146 \) elements are sufficient to cover this set with a tolerance.
Similarly, we can define the notion of approximation of the Lorenz set as follows:

**Definition 5** For any \( \varepsilon > 0 \) and any set \( X \subseteq \mathbb{R}^n \) of bounded value vectors, a subset \( Y \subseteq X \) is said to be an \( \varepsilon \)-covering of \( \text{LND}(X) \) if \( \forall x \in \text{LND}(X) \exists y \in Y : y \preceq_L x \), i.e. \( L(y) \preceq_p L(x) \).

In other words, \( Y \) is a \( \varepsilon \)-covering of \( \text{LND}(X) \) if \( L(Y) = \{ L(y) : y \in Y \} \) is an \( \varepsilon \)-covering \( \text{PND}(L(X)) \).

Hence, assuming that an algorithm \( A \) generates an \( \varepsilon \)-covering of \( \text{P-optimal} \) elements in any set \( X \), there are two indirect ways of constructing an \( \varepsilon \)-covering of \( \text{LND}(X) \). The first way consists of computing \( L(X) = \{ L(x) : x \in X \} \) and then calling \( A \) to determine an \( \varepsilon \)-covering of \( \text{PND}(L(X)) \). This approach is easily implementable when the set of feasible tradeoffs \( X \) is given explicitly. Unfortunately, in the case of \( \text{MOMDPs} \) as in many other optimization problems, the feasible set \( X \) is only implicitly known. We show in Section 4 how this approach can be modified to overcome the problem in \( \text{MOMDPs} \). A second way consists of first computing an \( \varepsilon \)-covering \( \text{Y} \) of \( \text{PND}(X) \) with \( A \) and then determine \( L(Y) \) and \( \text{PND}(L(Y)) \). This yields an \( \varepsilon \)-covering of \( \text{LND}(X) \) as shown by:

**Proposition 2** For any set \( X \) of vectors, if \( Y \) is an \( \varepsilon \)-covering of \( \text{PND}(X) \), then \( \text{PND}(L(Y)) \) is an \( \varepsilon \)-covering of \( \text{LND}(X) \).

**Proof:** For any \( x \in \text{PND}(X) \), there is a \( y \in Y \) such that \( y \preceq_p x \). Hence \( (1 + \varepsilon)y \preceq_p x \) and \( L((1 + \varepsilon)y) \preceq_p L(x) \) by Theorem 1. Since \( L((1 + \varepsilon)y) = (1 + \varepsilon)L(y) \) we obtain \( (1 + \varepsilon)L(y) \preceq_p L(x) \). Also, there is \( z \in \text{PND}(L(Y)) \) such that \( L(z) \preceq_p L(y) \) and therefore \( (1 + \varepsilon)L(z) \preceq_p (1 + \varepsilon)L(y) \). Hence, by transitivity we get \( (1 + \varepsilon)L(z) \preceq_p L(x) \) and therefore \( L(z) \preceq_p L(x) \). 

The general result of Papadimitriou and Yannakakis [19] holds for \( \text{MOMDPs} \), as shown by Chatterjee et al. [4]. For any \( \text{MOMDP} \langle S, A, P, r \rangle \) with discount factor \( \gamma \in (0, 1) \), for all \( \varepsilon > 0 \), there exists an \( \varepsilon \)-covering of Pareto-optimal tradeoffs whose size is polynomial in \( |S|, |\gamma|, |R|, 1/\varepsilon \). Moreover, \( \text{P-optimal} \) vectors can be used to construct an \( \varepsilon \)-covering of Pareto-optimal tradeoffs in time polynomial in \( |S|, |\gamma|, |R|, 1/\varepsilon \).

**Proposition 3** For any fixed number of criteria \( n > 1 \), for any \( \text{MOMDP} \langle S, A, P, r \rangle \) involving \( n \) criteria and a discount factor \( \gamma \in (0, 1) \), for all \( \varepsilon > 0 \), there exists an \( \varepsilon \)-covering of Lorenz-optimal tradeoffs whose size is polynomial in \( |S|, |\gamma|, |R|, 1/\varepsilon \). Moreover, there exists an algorithm to construct an \( \varepsilon \)-covering of Lorenz-optimal tradeoffs in time polynomial in \( |S|, |\gamma|, |R|, 1/\varepsilon \).

**Proof:** For any fixed \( n > 1 \), we know that an \( \varepsilon \)-covering of the Pareto set \( Y \) of size polynomial in \( |S|, |\gamma|, |R|, 1/\varepsilon \) can be computed in time polynomial in \( |S|, |\gamma|, |R|, 1/\varepsilon \). Moreover, we have \( \text{PND}(L(Y)) \subseteq L(Y) \) and \( |L(Y)| \leq |Y| \), therefore \( |\text{PND}(L(Y))| \) is polynomial in \( |S|, |\gamma|, |R|, 1/\varepsilon \). Moreover, \( L(Y) \) can be derived from \( Y \) in polynomial time and then \( \text{PND}(L(Y)) \) is obtained from \( L(Y) \) in polynomial time using pairwise comparisons. Proposition 2 concludes the proof since \( \text{PND}(L(Y)) \) is known to form an \( \varepsilon \)-covering of Lorenz-optimal tradeoffs.

Proposition 2 suggests a two-phase approach: first approximate the Pareto set and then derive an approximation of the Lorenz set. In the next section we investigate more direct methods to construct an approximation of the set of Lorenz-optimal tradeoffs.

**4 DIRECT CONSTRUCTIONS OF \( \varepsilon \)-COVERING OF LORENZ SET**

**4.1 GENERAL PROCEDURE**

We now present a direct procedure for constructing an \( \varepsilon \)-covering of the Lorenz set (of bounded size), without first approximating the Pareto set. This procedure relies on the observation made in the previous section: let \( X \) be the set of feasible tradeoffs and \( L(X) \) its image through the Lorenz transformation. Then \( \text{PND}(L(X)) \), the set of \( \text{P-optimal} \) vectors in \( L(X) \) is an \( \varepsilon \)-covering of the Lorenz set.

Hence to any feasible tradeoff \( x \in X \), we can assign a vector \( \psi(x) \) where \( \psi(x) = \frac{\log L(x)}{\log (1 + \varepsilon)} \). Function \( \psi \) defines a logarithmic hypergrid on \( L(X) \) rather than on \( X \). Any hypercube defined by \( \psi \) in the hypergrid represents a class of value vectors that all have the same image through \( \psi \). Any Lorenz vector \( L(y) \) belonging to a given hypercube covers any other Lorenz vector \( L(y) \) of the same hypergrid in terms of \( \preceq_L \). Hence, the original vectors \( x, y \) are such that \( x \preceq_L y \). Moreover, the following property holds:

**Proposition 4** \( \forall x, y \in X, \psi(x) \preceq_p \psi(y) \Rightarrow x \preceq_L y \).

Thus, we can use \( P \)-optimal \( \psi \) vectors to construct an \( \varepsilon \)-covering of the Lorenz set. Besides, due to the
scaling and rounding operations, the number of different possible values for \( \psi \) is bounded on the \( i^{th} \) axis by \( \lceil \log iK / \log(1 + \varepsilon) \rceil \), where \( K \) is an upper bound such that \( 0 < x_i \leq K \). Hence the cardinality of set \( \psi(X) = \{ \psi(x), x \in X \} \) is upper bounded by \( \Pi_{i=1}^{n} \lfloor \log iK / \log(1 + \varepsilon) \rfloor \). Moreover, since \( L_i(x) \leq L_{i+1}(x) \) we have \( \psi(x)i \leq \psi(x)i+1 \) for all \( i = 1, \ldots, n \). Therefore, when a \( \psi(x) \) does not meet this constraint the corresponding hypercube is necessarily empty and does not need to be inspected. Thus the number of hypercubes that must be inspected is at most \( \Pi_{i=1}^{n} \lfloor \log(iK) / \log(1 + \varepsilon) \rfloor / n! \leq \Pi_{i=1}^{n} \lceil i / \log(1 + \varepsilon) \rceil / n! \leq \Pi_{i=1}^{n} \lfloor \log K / \log(1 + \varepsilon) \rfloor / n! = \lceil \log K / \log(1 + \varepsilon) \rceil n \). Hence, by choosing one representative in each of these hypercubes, we cover the entire set \( L(X) \). The size of the covering is therefore bounded by \( \Pi_{i=1}^{n} \lceil \log(iK) / \log(1 + \varepsilon) \rceil / n! \), which is smaller than \( \lceil \log K / \log(1 + \varepsilon) \rceil n \). Let us consider the following example:

**Example 3** If \( K = 10000 \), \( n = 3 \) and \( \varepsilon = 0.1 \), the grid scanned in the Lorenz space includes \( \Pi_{i=1}^{n} \lceil \log(iK) / \log(1 + \varepsilon) \rceil / n! \leq 186,935 \) hypercubes whereas the grid for the Pareto set includes \( \lceil \log K / \log(1 + \varepsilon) \rceil n = 941,192 \) hypercubes (5 times more).

Thus, this approach is expected to be faster than the two-phase method presented in the previous section. This is confirmed by tests provided in Section 5. Moreover the resulting covering set can be reduced in polynomial time so as to keep only the elements of \( PND(\psi(X)) \). If any hypercube can be inspected in polynomial time, this direct approach based on the grid defined in the Lorenz space provides a fptas for the set of L-optimal value vectors in MOMDPs. Let us show now how hypercubes can be inspected using linear programming.

Let \( z \) be the set of feasible value vectors \( (z_1, \ldots, z_n) \) defined by \( P_0 \) introduced in Section 2. We consider the following optimization problem designed to test whether there exists a feasible \( z \) whose Lorenz vector \( L(z) \) P-dominates a given reference vector \( \eta \in \mathbb{R}^n \) representing the lower corner of an hypercube in the Lorenz space.

\[
\max L_n(z) \\
(\mathcal{P}_0) \\
L_k(z) \geq \eta_k, \quad k = 1, \ldots, n-1, \\
z \in Z.
\]

The objective of this optimization program is linear in variables \( z_i \) since \( L_n(z) = \sum_{i=1}^{n} z_i \). However, none of the constraints is linear since \( L_k(z) \) is the sum of the \( k \) greatest components of \( z \) which requires sorting the components for every \( z \). Fortunately, for any fixed \( z \), the \( k^{th} \) Lorenz component \( L_k(z) \) can be defined as the solution of the following linear program \([17]\):

\[
\min \sum_{i=1}^{n} a_{ik} z_i \\
(\mathcal{P}_k) \\
\begin{align*}
\sum_{i=1}^{n} a_{ik} &= k \\
a_{ik} &\leq 1 \\
a_{ik} &\geq 0 \quad i = 1 \ldots n.
\end{align*}
\]

This does not directly linearize the constraints of \( \mathcal{P}_\eta \) because \( \mathcal{P}_k \) is a minimization problem and consequently \( \sum_{i=1}^{n} a_{ik} z_i \geq \eta_k \) does not imply that \( L_k(z) \geq \eta_k \). Fortunately, by duality theorem, \( L_k(x) \) is also the optimal value of the dual problem of \( \mathcal{P}_k \):

\[
\max \quad k t_k - \sum_{i=1}^{n} b_{ik} \\
(\mathcal{D}_k) \\
\begin{align*}
t_k - b_{ik} &\leq z_i \quad i = 1 \ldots n \\
b_{ik} &\geq 0 \quad i = 1 \ldots n.
\end{align*}
\]

Since \( \mathcal{D}_k \) is a maximization problem, imposing constraint \( k t_k - \sum_{i=1}^{n} b_{ik} \geq \eta_k \) together with the constraints of \( \mathcal{D}_k \) implies that \( L_k(z) \geq \eta_k \). Hence we obtain the following linear reformulation of \( \mathcal{P}_\eta \):

\[
\max \quad \sum_{k=1}^{n} z_k \\
(\mathcal{L}_\eta) \\
\begin{align*}
k t_k - \sum_{i=1}^{n} b_{ik} &\geq \eta_k, \quad k = 1 \ldots n-1 \\
t_k - b_{ik} &\leq z_i, \quad i, k = 1 \ldots n \\
z &\in Z. \\
b_{ik} &\geq 0 \quad i, k = 1 \ldots n.
\end{align*}
\]

Finally, if \( Z \) is the set of feasible value vectors of program \( P_0 \) (see Section 2), then for any \( p = (p_1, \ldots, p_n) \in \mathbb{N}^n \), one can test whether there exists a randomized policy, the Lorenz vector of which P-dominates vector: \( \eta''_p = ((1 + \varepsilon)^{p_1}, \ldots, (1 + \varepsilon)^{p_n}) \) by solving program \( \mathcal{L}_\eta'' \) below with \( \eta = \eta''_p \) and checking that the objective at optimum is greater or equal to \( (1 + \varepsilon)^{p_n} \).

\[
\max \quad \sum_{k=1}^{n} z_k \\
(\mathcal{L}_\eta''') \\
\begin{align*}
z_k &= \sum_{s \in S \subseteq A} r_k(s, a) x_{sa}, \quad k = 1 \ldots n \\
k t_k - \sum_{i=1}^{n} b_{ik} &\geq \eta_k, \quad k = 1 \ldots n-1 \\
t_k - b_{ik} &\leq z_i, \quad i, k = 1 \ldots n \\
b_{ik} &\geq 0 \quad i, k = 1 \ldots n \\
x_{sa} &\geq 0 \quad \forall s \in S, \forall a \in A.
\end{align*}
\]

Hence the whole logarithmic hypergrid in the Lorenz space can be entirely inspected using a polynomial number of calls to \( \mathcal{L}_\eta'' \). One needs at most one call per integer valued vector \( p \in \mathbb{N}^{n-1} \) such that
Figure 4: Grid in the Lorenz space

\[ p_i \leq \lceil i \log K / \log(1 + \varepsilon) \rceil \text{ and } p_1 \leq p_2 \leq \ldots \leq p_{n-1}. \]
These vectors \( p \) are enumerated in lexicographic order.

This systematic inspection can be significantly sped up due to the following observation illustrated in Figure 4: let \( L(z) \) be the optimal Lorenz vector obtained by solving \( LP''_\eta \) (represented by a triangle in Figure 4). Then none of the hypercubes corresponding to an \( \eta \) vector such that \( L(z) \preceq \eta \preceq p'' \eta'' \) (white points in Figure 4) needs to be inspected because vectors falling in this area (colored in grey on Figure 4) are \( \varepsilon \)-dominated by \( L(z) \). Hence calls to \( LP''_\eta \) for such \( \eta \) can be skipped to go directly to the next non-dominated \( \eta \) vectors in the grid (grey points in Figure 4).

This procedure provides an \( \varepsilon \)-covering of \( L \)-optimal randomized pure policies. Whenever we want to restrict the search to deterministic policies, a similar procedure applies, we just need to add constraints given in Equation (2) as explained in Section 2. In this case, program \( LP''_\eta \) becomes a mix-integer linear program.

4.2 MINIMAL \( \varepsilon \)-COVERINGS: THE BIOOBJECTIVE CASE

The grid used to partition the entire space in the above procedure enables to avoid many unnecessary redundancies in the construction of a covering set because we keep at most one feasible policy in each hypercube. However, this procedure does not ensure that a covering of minimal cardinality will be found. In this subsection, we propose a greedy approach to generate an \( \varepsilon \)-approximation of minimal cardinality for the Lorenz set (and the Pareto set). The principle of this approach relies on a general scheme proposed in [6] for finding a minimal covering of the Pareto set in general biobjective optimization problems. Considering two objective functions \( z_1 \) and \( z_2 \), the construction consists in solving a sequence of optimization problems alternating two complementary subproblems:

**Restrict-1(\( \alpha_1 \)).** For any given value \( \alpha_1 \), we want to maximize \( z_2 \) subject to the constraint \( z_1 \geq \alpha_1 \). The procedure returns the optimal value vector or answers no when no such solution exists.

**Restrict-2(\( \alpha_2 \)).** For any given value \( \alpha_2 \), we want to maximize \( z_1 \) subject to the constraint \( z_2 \geq \alpha_2 \). The procedure returns the optimal value vector or answers no when no such solution exists.

Hence, the greedy construction of an \( \varepsilon \)-covering starts with the initial call \( v_0 = \text{Restrict-2}(0) \). Then we compute the following alternated sequences for \( n \geq 1 \):

\[
\begin{align*}
v_n &= \text{Restrict-1}(v_{n-1}/(1 + \varepsilon)) \\
v_{n+1} &= \text{Restrict-2}((1 + \varepsilon)v_n).
\end{align*}
\]

We let \( n \) increase until the feasible domain of Restrict becomes empty. Point \( v_0 \) optimizes objective 1 but does not enter into the covering set. Instead we use \( u_1 \) which is, by construction, more “central” while still covering \( v_0 \). Then, we obtain \( v_1 \) as the rightmost Pareto-optimal point on the \( z_1 \) axis that is not covered by \( u_1 \). Like \( u_0 \), \( v_1 \) does not enter into the covering. Instead we include \( u_2 \) that improves \( z_2 \) while covering \( v_1 \) and so on. The resulting set \( \{u_1, \ldots, u_q\} \) provides an \( \varepsilon \)-covering set of minimal cardinality. This procedure makes only \( 2q \) calls to Restrict. Further details on this greedy approach and its optimality for general biobjective problems are given in [6].

The specification of procedures Restrict-1 and Restrict-2 to construct an \( \varepsilon \)-covering of the Pareto set of minimal cardinality in biobjective MDPs is straightforward from \( P_0 \). For constructing an \( \varepsilon \)-covering of minimal cardinality for the Lorenz set in biobjective MDPs we solve Restrict-\( i \)(\( \alpha_i \)) using program \( LP''_i(\alpha_i) \), for \( i=1,2 \), where \( LP''_i(\alpha_i) \) is a convenient adaptation of \( LP''_\eta \) defined as follows:

\[
\begin{align*}
\max & \quad z_{3-i} \\
\text{s.t.} & \quad z_k = \sum_{s \in S} \sum_{a \in A} r_{s,a}(s, a)x_{sa}, \quad k = 1, 2 \\
& \quad i_k - b_{ik} - b_{ik} \geq \alpha_i, \\
& \quad t_k - b_{jk} \leq z_j, \quad j, k = 1, 2 \\
& \quad b_{ik} \geq 0, \quad i, k = 1, 2 \\
& \quad x_{sa} \geq 0, \quad \forall s \in S, \forall a \in A.
\end{align*}
\]

Hence, Restrict-\( i \)(\( \alpha_i \)) can be solved in polynomial time for randomized policies. Whenever we want to restrict the search to deterministic policies, we just have to add constraints given in Equation (2). In that case program \( LP''_i(\alpha_i) \) is a MIP which cannot be expected to be solved in polynomial time. It is still easily solvable by current solvers, as is shown in the next section.

5 EXPERIMENTAL RESULTS

We tested the different methods presented in this paper on random instances of MOMDPs. The rewards on each objective were randomly drawn from
Figure 5: $\epsilon$ approximation of Pareto and Lorenz sets

\begin{table}[h]
\centering
\begin{tabular}{c c c c c}
\hline
$\epsilon$ & 0.05 & 0.1 & 0.15 & 0.2 \\
\hline
L(PND$_\epsilon$) & 265.7 & 169.4 & 126.7 & 101.7 \\
LND$_\epsilon$ & 5.4 & 4.8 & 4.4 & 4.2 \\
\hline
\end{tabular}
\caption{Computation times of $\epsilon$-covers}
\end{table}

First, we illustrate how the size of $\epsilon$-covers can be reduced using the greedy approach both for Pareto and Lorenz. In this first series of experiments, all the instances are bijective MDPs. We set the number of states to 200 and the number of actions to 5. Parameter $\epsilon$ was set to 0.01. Figure 5 shows the value vectors in the objective space. PND$_\epsilon$ (resp. LND$_\epsilon$) is $\epsilon$-cover of PND (resp. LND), min PND$_\epsilon$ and min PND$_\epsilon$ are the minimal $\epsilon$-cover sets.

In the second series of experiments, we present the computation times (expressed in seconds) for computing the different $\epsilon$-covers. In these experiments, the number of states is set to 50, the number of actions to 5 and the number of objectives to 3, and $\epsilon \in \{0.05, 0.1, 0.15, 0.2\}$. The results are presented in Table 1 and shows that the direct approach is the most efficient. The longer computation time for the indirect method is mainly due to the determination of the approximate Pareto set.

To show the effectiveness of our approach, we computed the $\epsilon$-covers for the graph presented in Example 2 with $N = 30$. The size of the $\epsilon$-covers are given in Table 2.

6 CONCLUSION

We have proposed, compared and tested several efficient procedures for approximating (with performance guarantee) the set of Lorenz-optimal elements in MOMDPs. For randomized policies, the procedures presented are fully polynomial approximation schemes. Moreover for the bi-objective case, we presented a greedy approach which constructs, in polynomial time, for any given $\epsilon > 0$, an $\epsilon$-approximation of minimal cardinality of the set of Lorenz optimal trade-offs. A similar approach works also for the Pareto set. We have shown how to modify this approach to determine covering sets using only deterministic policies. This has a computational cost since we have to solve MIPs instead of LPs. However, the numerical tests performed show that the approach remains efficient for deterministic policies on reasonably large instances. Moreover, the direct approximation of Lorenz-optimal elements enable to address larger problems than those requiring prior approximation of the Pareto set. Note that beside the restrict procedure, the approach is quite generic and could probably easily be adapted to other multiobjective problems.

These tools provide useful information for selecting optimal actions and policies in dynamic systems. By playing with threshold $\epsilon$ we can increase or decrease on demand the size of our sample of solutions and provide more or less contrasted tradeoffs to cover the Pareto set or the Lorenz set. This approach could also be used to approximate $f$-optimal tradeoffs for any scalarizing function $f$ monotonic with respect to Pareto or Lorenz dominance.

Beside the application to aggregation functions, another research direction would be to look for procedures to construct minimal covering sets for MOMDPs involving more than two objectives. To the best of our knowledge this remains an open problem.
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<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PND$_\epsilon$</td>
<td>$2^{30}$</td>
<td>361</td>
<td>194</td>
<td>135</td>
<td>104</td>
</tr>
<tr>
<td>L(PND$_\epsilon$)</td>
<td>$2^{30}$</td>
<td>16</td>
<td>8</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>min PND$_\epsilon$</td>
<td>$2^{30}$</td>
<td>15</td>
<td>8</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>L(min PND$_\epsilon$)</td>
<td>$2^{30}$</td>
<td>9</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>LND$_\epsilon$</td>
<td>$2^{30}$</td>
<td>17</td>
<td>9</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>min LND$_\epsilon$</td>
<td>$2^{30}$</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
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Abstract

We propose solution methods for previously-unsolved constrained MDPs in which actions can continuously modify the transition probabilities within some acceptable sets. While many methods have been proposed to solve regular MDPs with large state sets, there are few practical approaches for solving constrained MDPs with large action sets. In particular, we show that the continuous action sets can be replaced by their extreme points when the rewards are linear in the modulation. We also develop a tractable optimization formulation for concave reward functions and, surprisingly, also extend it to non-concave reward functions by using their concave envelopes. We evaluate the effectiveness of the approach on the problem of managing delinquencies in a portfolio of loans.

1 Introduction

This paper is motivated by the need of a loan services provider to efficiently manage a portfolio of loans in various, finite, levels of delinquency over a finite number of decision periods. In the absence of interventions, a loan is assumed to transition from one delinquency level to another across time periods according to an exogenous base transition probability. This transition probability can, however, be controlled by taking various intervention actions, the cost of which depends on the deviation from the base transition probability. The overall objective in managing such a portfolio of loans is to choose interventions that maximize the expected financial gain of a loan servicing operator (or equivalently to minimize its loan servicing cost), subject to some constraints on the performance of the loan portfolio in expectation. These performance constraints are motivated by both regulatory and business reasons, and are typically in terms of acceptable bounds on the expected percentage of loans that would result in a default (the most delinquent level) at the end of a planning horizon, or at various intermediate time periods. While we focus specifically on loans, our models and results are applicable to other domains, such as maintenance scheduling, debt collection, and marketing [1].

To determine the right sequence of such interventions, one needs to solve a stochastic dynamic decision problem. Note that it suffices to optimize the sequence of interventions independently for each loan, since all important metrics (decision-making objectives and constraints) are expressed in terms of expectations. For each decision period $t$ we assume a finite set of states $S_t$ that represent the various levels of loan delinquency for the period $t$. For any loan state $s_t \in S_t$, let $b(s_t)$ denote the base transition probability distribution over the finite support $S_{t+1}$. The decision-maker can modify $b(s_t)$ into any probability distribution $p(s_t)$ that belongs to a set $P_{s_t}$ of feasible distributions. In other words, $p(s_t)$ is the modulated transition probability to other delinquency states $S_{t+1}$ after an intervention corresponding to $s_t$. The cost of achieving this modulation is assumed to be a function of the difference, $p(s_t) - b(s_t)$.

Given the chosen interventions, let $d(s)$ represent the probability of visiting state $s \in S_T$ in time period $T$ following a sequence of $T-1$ interventions. In vector notation, we have that:

$$d = \alpha^T P_1 \cdot P_2 \cdots \cdot P_{T-1},$$

where $\alpha$ is an initial probability distribution over the finite set $S_1$ and $P_t = [p(s_t)]_{s_t \in S_t}$ is the transition probability matrix induced by the interventions. The portfolio performance constraints require that for some selected states $s$ and values $q(s)$, $d(s) \leq q(s)$. Note that $d$ is a complex polynomial function of the decisions $p$. Consequently, the total expected costs corresponding to a sequence of $T-1$ interventions and transitions, as well as the performance constraints are also non-convex polynomials of degree $|T-1|$. Because non-convex polynomial optimization problems are usually very hard to solve, this direct formulation is unlikely to lead to a tractable solution.

To derive tractable algorithms we instead cast the problem...
as an instance of a constrained Markov decision process (CMDP) [2]. The MDP states in this formulation represent the levels of a loan delinquency and the actions represent the available interventions. The performance constraints can then be conveniently represented in the CMDP framework. While CMDPs with small state and action sets can easily be formulated and solved as linear programs, the loan delinquency management problem has a continuous action set—the available interventions can continuously adjust the transition probabilities between different states. Continuous action MDPs and CMDPs have been studied extensively in terms of existence of the optimal policies, but there have been few practical computational methods proposed [2, 9]. In this paper, we propose and analyze methods for solving some specific classes of CMDPs with continuous action sets.

Continuous action spaces in the form of compact spaces \( \mathcal{P}_S \) have been considered in the context of robust Markov decision problems [4, 5]. Our setting is more complex because of the constraints on state visitation probabilities and non-linear reward functions. Continuous action spaces have also been considered in the context of reinforcement learning [6, 11]. The reinforcement learning approaches, unlike the methods we propose, are only approximate and cannot easily handle state probability constraints. Finally, continuous action spaces have also been considered in recent work on Markov decision process with linear transition structure [8, 7]. However, the required linear structure is not present in the loan servicing problem. CMDPs have recently been used in optimizing the tax collection for NY state [1]. The number of actions available in the tax collection problem, however, is small and the problem can be solved using standard MDP and reinforcement learning techniques.

The remainder of the paper is organized as follows. In Section 2, we define the finite-horizon MDP framework with continuous action spaces and state probability constraints. In Section 3, we show that the continuous-action CMDP can be reformulated as an identical finite action CMDP under some mild assumptions. While this formulation has a finite number of actions, it may still be too large to be solved efficiently in practice. In Section 4, we show a tractable formulation of the CMDPs with concave reward functions as a convex mathematical optimization program. Then, Section 5 extends the convex formulation to non-concave reward functions with tractable concave envelopes. Finally, Section 6 demonstrates the efficiency of the method on a realistic loan servicing problem.

## 2 Framework

In this section, we first describe the basic properties of constrained Markov decision processes with continuous modulation of transition probabilities. Then, we briefly discuss a CMDP formulation of the loan management problem.

We use \( \Delta^n \) to denote the probability simplex in \( \mathbb{R}^n \): \( \Delta^n = \{ p \in \mathbb{R}^n : 1^T p = 1 \} \)—this represents the set of all probability distributions over \( n \) elements. We also use \( 0, 1, I \) to denote a vector of all zeros, all ones, and an identity matrix respectively; their sizes are given by the context.

First, we define an abstract finite-horizon constrained Markov decision process (CMDP) \( \mathcal{M} \) with continuously modulated transition probabilities. The finite time horizon is assumed to be: \( t = 1 \ldots T \).

The finite state set at time \( t \) is denoted as \( S_t \) and the set of all states is \( S = \bigcup_{t=1}^T S_t \). The underlying base transition probability from any state \( s_t \in S_t \) is \( b(s_t) \in \Delta^{\lvert S_{t+1} \rvert} \); that is the vector of transition probabilities from some \( s_t \) to any \( s_{t+1} \in S_{t+1} \), when no action is taken. The infinite continuous actions space for any \( s_t \in S_t \) is denoted as \( \mathcal{A}(s_t) \). The set \( \mathcal{A}(s_t) \) must be compact and satisfies \( \mathcal{A}(s_t) \subseteq \Delta^{\lvert S_{t+1} \rvert} \) and \( b(s_t) \in \mathcal{A}(s_t) \). The compactness assumption ensures that all the optimizers are achieved. An action \( a_t \in \mathcal{A}(s_t) \) for \( s_t \in S_t \) denotes the modulated transition probability distribution over \( s_{t+1} \in S_{t+1} \).

The rewards are denoted as: \( r(s_t, a_t) \) for state \( s_t \) and action \( a_t \). The initial probability distribution is: \( \alpha \in \Delta^{\lvert S_1 \rvert} \). Finally, the solution must satisfy quality constraints such that the visitation probability for states in \( Q_i \subset S \) are bounded by \( q_i \) for some indices \( i \in \mathcal{I} \).

Next, we summarize the known properties of the optimal solutions of CMDPs with continuous actions. Similarly to unconstrained MDPs, there exists an optimal Markov policy \( \pi \) (e.g. Theorem 6.2 in [2]) under some mild assumptions, but this policy may need to be randomized. The set of randomized Markov policies \( \Pi_D = \{ \pi : S \rightarrow \Delta^{\lvert A \rvert} \} \).

Note that the existence of an optimal policy requires that the action space is compact. A Markov policy is deterministic when the action distribution is degenerate; the set of deterministic policies is \( \Pi_D = \{ \pi : S \rightarrow A \} \).

**Definition 2.1.** The objective of the constrained MDP optimization is:

\[
\max_{\pi \in \Pi_D} \mathbb{E} \left[ \sum_{t=1}^{T-1} r(S_t, \pi(S_t)) \right] \quad \text{s.t.} \quad \sum_{t=1}^T \sum_{s \in Q_i} \mathbf{P} [S_t = s] \leq q_i ,
\]

for all \( i \in \mathcal{I} \) where \( S_t \) are state-\( (S_t) \) valued random variables and the constraints ensure the required solution quality.

**Remark 2.2** (Uniformly optimal policies [2]). Unlike in regular MDPs, there may not be any uniformly optimal policies in a CMDP regardless of the initial state. The initial distribution is thus a key part of the CMDP definition.

In the remainder of the paper, we use sums instead of integrals to simplify the notation when using the continuous
action space. Formally, one could replace all the sums by Lebesgue integrals.

For each policy \( \pi \in \Pi_R \), \( u_\pi(s_t, a_t) \in [0, 1] \) denotes joint state action visitation probability, and \( d_\pi(s_t) \in [0, 1] \) denotes the state visitation probability. Using these terms, the return of a policy \( \pi \) can be written as \(2\): 

\[
\rho(\pi) = \sum_{t=1}^{T} \sum_{s_t \in S_t} r(s_t, a_t) \cdot u_\pi(s_t, a_t)
\] (2.1)

where \( u_\pi \) is uniquely determined by the following constraints \(9\):

\[
\sum_{a_t \in A(s_t)} u_\pi(s_t, a_t) = d_\pi(s_t) \tag{2.2}
\]

\[
\sum_{s_{t+1}, a_t} u_\pi(s_t, a_t) \cdot a_{t}(s_{t+1}) = d_\pi(s_{t+1}) \tag{2.3}
\]

\[
d_\pi(s_1) = \alpha(s_1) \tag{2.4}
\]

\[
\frac{u_\pi(s_t, a_t)}{d_\pi(s_t)} = \pi(s_t, a_t), \tag{2.5}
\]

where we implicitly assume that \( s_t \in S_t, a_t \in A(s_t), a_{t+1} \in A(s_{t+1}) \) in (2.3) and the constraint must hold for each \( t \) and \( s_{t+1} \). Note that these constraint imply that \( u \geq 0 \).

The intuitive meaning of the above constraints is as follows. Constraint (2.2) requires that the state visitation probability is simply marginalized state-action visitation probability. Constraint (2.3) can be seen as a flow conservation constraint denoting that the probability of transiting to state \( s_{t+1} \) from any state \( s_t \) is equal to the probability of visiting the state. Note that \( a_t \) in (2.3) is a vector of transition probabilities. Constraint (2.4) ensures that the initial probabilities are correct and finally, Constraint (2.5) ensures that the actions are taken with the probabilities specified by the policy \( \pi \).

The return in (2.1) is maximized over policies that satisfy the quality constraints of the CMDP:

\[
\sum_{s \in S_i} d_\pi(s) \leq q_i
\]

for all \( i \).

In the remainder of the paper, we use \( \pi(s) = a \) to denote a deterministic policy that chooses \( a \) with probability 1 and use \( \pi(s, a) \) to denote a probability of taking an action \( a \). Finally, \( \pi(s) \) for a stochastic policy denotes the vector of action probabilities.

The constraints in the CMDP make it somewhat harder to solve than regular MDPs. In particular, the standard MDP solution methods, such as value iteration and policy iteration cannot be used. The main reason is that, as Remark 2.2 notes, the optimality of a policy depends on the initial distribution. Therefore, the optimal value function cannot be computed without a reference to the initial distribution. Constrained MDPs are instead solved using an extended linear program formulation of the MDP \(2\).

The CMDP with continuous probability modulations is even harder to solve than regular CMDPs because of the continuous action sets. In the remainder of the paper, we show how to solve the continuous-action CMDP when the reward function satisfies certain properties. In particular, if the rewards are affine the continuous-action CMDP can be reduced to one with a finite number of actions. More generally, when the rewards are concave there exists a tractable convex formulation and, surprisingly, there may exist a tractable formulation even when the rewards are non-concave.

The loan management problem can be formulated as a CMDP as follows. As mentioned above, we can formulate the evolution of each individual loan independently from other. Let the possible delinquency states be from a set \( D \). Assume, in addition, that the loan size is one of discrete levels from set \( L \); the value of loan may change as its state evolves and it is important in determining the cost of a default. The CMDP states are then defined as:

\[
S_t = \{(t, s, l) : s \in D, l \in L\} \quad t = 1 \ldots T.
\]

When no intervention is taken, the loan transitions between the states according to a base transition probability \( b(s_t) \) for each \( s_t \in S_t \).

The transitions represent both the change in the delinquency state and the loan value. The interventions modify base transition probabilities to reduce the probability of the delinquency. The feasible actions we consider in our application are \( A(s_t) = \{p \in \Delta S_{t+1} : \|p - b(s_t)\|_\infty \leq \epsilon\} \) — that is the difference from the base transition probability is bounded element-wise. Each intervention has a cost associated with it. The costs are convex in the scope of the transition probability modulation. In particular, we use an appropriately weighted version of \( \|a - b(s_t)\|_1 \) to represent the cost of action \( a \) for each state \( s_t \). The rewards correspond to negative costs and are, therefore, concave.

3 CMDPs with Affine Rewards

In this section, we show that the continuous action sets can be replaced by finite sets when 1) the rewards are affine functions of transition probabilities, and 2) the action sets \( A(s) \) are polytopes for every \( s \in S \). In particular, we show that there exists an optimal (randomized) policy that only takes actions that correspond to the extreme points of the polytope \( A(s) \).

**Assumption 1.** The reward \( r(s, a) \) is an affine function of \( a \in A(s) \) for each \( s \in S \):

\[
r(s, a) = e^T_s a + f_s,
\]
for some \( e_s \) and \( f_s \).

Consider a CMDP \( M_1 \) with continuous action sets as defined in Section 2. We can now construct a CMDP \( M_2 \) with an identical state space to \( M_1 \) and actions defined as:

\[
\mathcal{A}(s) = \text{ext}(\mathcal{A}(s)),
\]

for each \( s \in S \) where \( \text{ext} \) denotes the extreme points of the set. That is, the actions in \( M_2 \) also define the actual transition probabilities as in \( M_1 \); except the actions are restricted to the subset \( \mathcal{A}(s) \). The reward function \( M_2 \) is identical to the reward function in \( M_1 \).

**Theorem 3.1.** Assume that \( \mathcal{A}(s) \) is a convex polytope and that Assumption 1 holds. Then, the optimal returns in \( M_1 \) and \( M_2 \) are identical. In addition, for any optimal policy \( \pi^*_2 \) in \( M_2 \) there exists a deterministic policy \( \pi^*_1 \) in \( M_1 \) with the same return.

To prove Theorem 3.1 we first need to establish the existence of an optimal deterministic policy for \( M_1 \) when the reward function is concave (or affine).

**Lemma 3.2.** Assume that the function \( r(s,a) \) is concave in \( a \) and \( \mathcal{A}(s) \) is convex for each \( s \in S \). Then, there exists an optimal deterministic policy \( \pi^* \) in \( M_1 \).

**Proof.** Assume an optimal randomized policy \( \pi_0 \in \Pi_R \); we show there exists a deterministic policy \( \pi_1 \in \Pi_D \) such that \( \rho(\pi_0) = \rho(\pi_1) \). The deterministic policy \( \pi_1 \) is constructed as:

\[
\pi_1(s) = \sum_{a \in \mathcal{A}(s)} \pi_0(s,a) \cdot a,
\]

for each \( s \in S \). Note that \( a \) is vector in this equation; that is the action \( \pi_1 \) is a convex combination of elements of \( \mathcal{A}(s) \).

The action \( \pi_1(s) \) is in \( \mathcal{A}(s) \) from because this is a convex set and \( \pi_1(s) \) is a convex combination of the elements of the set. Using (2.3) and (2.4) the state visitation probabilities of \( \pi_1 \) and \( \pi_2 \) are the same: \( d_{\pi_0} = d_{\pi_1} \). Using this equality and the concavity of \( r \), we have that:

\[
r_{\pi_1}(s) = r(s,\pi_1(s)) = r(s, \sum_{a \in \mathcal{A}(s)} \pi_0(s,a) \cdot a) \geq \sum_{a \in \mathcal{A}(s)} \pi_0(s,a)r(s,a) = r_{\pi_0}(s).
\]

It readily follows that the transition probabilities under \( \pi_0 \) and \( \pi_1 \) are identical and therefore \( \rho(\pi_1) \geq \rho(\pi_0) \). The lemma then follows from the optimality of \( \pi_0 \) and from the monotonicity of the Bellman operator. The monotonicity of the Bellman operator implies that uniformly increasing the rewards also increases the return. \( \square \)

**Proof of Theorem 3.1.** Let \( \pi^*_1 \) and \( \rho^*_1 \) be the optimal policy and return in \( M_1 \) respectively. We show the equality \( \rho^*_1 = \rho^*_2 \) in two steps; first, we show that \( \rho^*_2 \geq \rho^*_1 \). Assume, from Lemma 3.2, that \( \pi^*_1 \) is deterministic. Then, create a randomized policy \( \pi_2 \) in \( M_2 \) such that for each \( s \in S \) it satisfies:

\[
\sum_{a \in \mathcal{A}(s)} \pi_2(s,a) \cdot \bar{a} = \pi^*_1(s) \tag{3.1}
\]

There always exists a unique \( \pi_2 \) that satisfies the above condition since \( \mathcal{A}(s) = \text{ext}(\mathcal{A}(s)) \) and \( \mathcal{A}(s) \) is convex—each point in a polytope is a unique convex combination of its extreme points (e.g. Krein–Milman Theorem). The condition (3.1) guarantees that the transitions probabilities for \( \pi^*_1 \) and \( \pi_2 \) are the same. It remains to show that the rewards for \( \pi^*_1 \) and \( \pi_2 \) equal:

\[
r_{\pi_2}(s) = \sum_{a \in \mathcal{A}(s)} \pi_2(s,a) \cdot r(s,\bar{a}) \\
= e^T \left( \sum_{a \in \mathcal{A}(s)} \pi_2(s,a) \cdot \bar{a} \right) + f_s = r_{\pi_1}(s) \tag{3.2}
\]

by (3.1) of \( \pi_2 \) and Assumption 1. The monotonicity of the Bellman operator then implies that \( \rho^*_2 \geq \rho_2 \geq \rho^*_1 \).

Next, we show that \( \rho^*_1 \geq \rho^*_2 \). Let \( \pi^*_2 \) be an optimal randomized policy in \( M_2 \). Define a deterministic policy \( \pi_1 \) as follows:

\[
\pi_1(s) = \sum_{a \in \mathcal{A}(s)} \pi^*_2(s,a) \cdot \bar{a}. \tag{3.3}
\]

Note that (3.3) represents a convex combination of individual action vectors. It can be readily shown from (3.3) that the transition probabilities for policies \( \pi^*_2 \) and \( \pi_1 \) are the same. Next, we show that \( r_{\pi_1}(s) \geq r_{\pi_2}(s) \):

\[
r_{\pi_2}(s) = \sum_{a \in \mathcal{A}(s)} \pi^*_2(s,a) \cdot r(s,\bar{a}) \\
\leq r(s, \sum_{a \in \mathcal{A}(s)} \pi^*_2(s,a) \cdot \bar{a}) \\
= r(a, \pi_1(s)) = r_{\pi_1}(s),
\]

using the concavity of the reward function. The monotonicity of the Bellman operator implies that \( \rho^*_1 \geq \rho^*_2 \). This shows the required equality and the necessary policies can be constructed as defined in (3.2) and in (3.3). \( \square \)

There are two main limitations of the reduction in Theorem 3.1. First, the reward function must be linear. This limitation can be easily relaxed by extending the results to rewards that are piece-wise linear and concave by considering the extreme points of the hypograph of this function. Second, even though the number of actions in this formulation is finite, it still may be very large; in the worst case, the number of the finite actions may be exponential in the number of states even when \( A \) are specified by a polynomial number of linear constraints. In the following sections, we resolve this limitation by directly formulating the
4 CMDPs with Concave Rewards

In this section, we describe a direct formulation of the CMDP as a convex optimization problem. This formulation significantly relaxes the necessary assumptions on the MDP structure compared to Theorem 3.1 and also leads to a tractable algorithm.

We start by extending the reward function \( r : S_t \times \Delta^{S_{t+1}} \rightarrow \mathbb{R} \) to \( \bar{r} : S_t \times \mathbb{R}^{[S_t+1]} \rightarrow \mathbb{R} \) which also assigns rewards for actions that are not valid distributions. The extended function \( \bar{r}(s, a) \) is defined as:

\[
\bar{r}(s, a) = 1^T a \cdot r(\frac{s}{1^T a}),
\]

where \( \bar{r}(s, 0) = 0 \). Note that this function is positively homogeneous; that is \( \bar{r}(s, q \cdot a) = q \cdot r(s, a) \) for \( q \geq 0 \). This transformation also preserves the convexity or concavity of the reward function as the following lemma states.

**Lemma 4.1.** For each \( s_t \in S_t \), the function \( \bar{f}(a) = 1^T a \cdot f(a/1^T a) \) is concave (convex) on \( \mathbb{R}^{[S_t+1]} \) if and only if \( f(a) \) is concave (convex) on \( \Delta^{[S_t+1]} \).

**Proof.** This is a standard result which can be readily shown directly from the definition of concavity (convexity) for \( q \cdot f(x/q) \) for \( q \geq 0 \). Assume any non-negative \( \alpha + \beta = 1 \), then:

\[
(\alpha q_1 + \beta q_2) \cdot f(\frac{\alpha x_1 + \beta x_2}{\alpha q_1 + \beta q_2}) =
\]

\[=
(\alpha q_1 + \beta q_2) \cdot f\left(\frac{\alpha x_1 q_1}{\alpha q_1 + \beta q_2} \cdot \frac{x_1}{q_1} + \frac{\beta x_2 q_2}{\alpha q_1 + \beta q_2} \cdot \frac{x_2}{q_2}\right) =
\]

\[=\alpha q_1 \cdot f(\frac{\alpha x_1 q_1}{\alpha q_1 + \beta q_2} \cdot \frac{x_1}{q_1}) + \beta q_2 \cdot f(\frac{\beta x_2 q_2}{\alpha q_1 + \beta q_2} \cdot \frac{x_2}{q_2}).
\]

The lemma then follows from the restriction of \( q = 1^T x \). \( \square \)

Below, we show several examples of the extended function.

**Example 4.2.** Assume that the reward is linear: \( r(s, a) = c^T a + f_s \). Then, the extended reward function is:

\[
\bar{r}(s, a) = c^T a + 1^T a \cdot f_s.
\]

**Example 4.3.** Assume that the reward is defined by a norm: \( r(s, a) = -\|a - \bar{a}_s\| \). Then, the extended reward function is:

\[
\bar{r}(s, a) = -\|a - 1^T a \cdot \bar{a}_s\|.
\]

**Example 4.4.** Assume that the reward is defined by a squared \( L_2 \) norm: \( r(s, a) = -\|a - \bar{a}_s\|^2 \). Then, the extended reward function is:

\[
\bar{r}(s, a) = -\frac{1}{1^T a} \cdot \|a - 1^T a \cdot \bar{a}_s\|^2.
\]

We are now ready to formulate the convex optimization problem. Constrained MDPs are typically solved using a linear program formulation based on the state-action visitation probabilities \( u \) as the optimization variables [2]. Such formulation would clearly lead to a semi-infinite optimization problem because of the continuous action space and the need to have a decision variable for each state and action pair. To get a tractable formulation, we instead use decision variables \( u(s_t, s_{t+1}) \), which represent the joint probability of visiting \( s_t \) and transiting to \( s_{t+1} \). State visitation probabilities \( d(s_t) \) can be derived from these variables by marginalizing over \( s_{t+1} \) similar to (2.2).

The main challenge with the formulation based on the decision variables \( u(s_t, s_{t+1}) \) is to ensure that the corresponding transition probabilities represent feasible actions in \( \mathcal{A}(s) \). We use the notation \( u(s_t, \cdot) \) represents the vector of values indexed by the second argument. Then, the vector of transition probabilities from state \( s_t \) is \( u(s_t, \cdot)/d(s_t) \) which must be feasible in \( \mathcal{A}(s_t) \). The constraints \( u(s_t, \cdot)/d(s_t) \in \mathcal{A}(s_t) \) are non-linear and non-convex in the state visitation probabilities \( d(s_t) \). Therefore, a direct formulation would be non-convex and difficult to solve.

To derive a convex formulation, let \( \mathcal{A}(s_t) \) be a convex set defined by convex constraints for \( s_t \in S_t \):

\[
\mathcal{A}(s_t) = \{ a \in \Delta^{[S_t+1]} : f^j_s(a) \leq 0, j \in J \},
\]

for some \( f^j_s \). The feasibility constraints on the transition probabilities that have to be satisfied by the solution \( u \) then become:

\[
f^j_s \left( \frac{u(s,t)}{d(s)} \right) \leq 0 . \tag{4.1}
\]

This function is non-convex in \( d(s) \) and, therefore, cannot be used to formulate a convex optimization problem. To get an identical but convex constraint, first define an extended constraint function:

\[
\bar{f}^j_s(a) = 1^T a \cdot f^j_s \left( \frac{a}{1^T a} \right),
\]

where by definition \( \bar{f}^j_s(0) = 0 \). Note that \( d(s) = 1^T u(s_t, \cdot) \).

The constraint (4.1) can be multiplied by \( d(s) \) to get the constraint:

\[
d(s) \cdot f^j_s \left( \frac{u(s,t)}{d(s)} \right) = \bar{f}^j_s(u(s,t)) \leq 0 . \tag{4.2}
\]

The function \( \bar{f}^j_s \) is convex from Lemma 4.1 and the constraint (4.2) is equivalent to (4.1) since \( d(s) \geq 0 \) and \( u(s_t, \cdot) = 0 \) whenever \( d(s) = 0 \).

We are now ready to formulate the optimization problem.
that can be used to compute the optimal policy in CMDPs:

$$\max_{u \geq 0, d \geq 0} \sum_{s \in S} \bar{r}(s, u(s, \cdot))$$

s.t. 

$$d(s_1) = \alpha(s_1) \quad \forall s_1 \in S_1$$

$$d(s_t) = \sum_{s_{t+1}} u(s_t, s_{t+1})$$

$$\sum_{s_{t-1}} d(s_t) \leq q_t \quad i \in I$$

$$\sum_{s \in Q_t} f_j^2(u(s, \cdot)) \leq 0 \quad j \in J$$

(4.3)

Each \(s_t\) is implicitly considered to be in \(S_t\) and each \(s\) is implicitly considered to be in \(S\). Note that:

$$\sum_{s \in S} \bar{r}(s, u(s, \cdot)) = \sum_{s \in S} d(s) \cdot r(s, u(s, \cdot)) \cdot \frac{u(s, \cdot)}{d(s)}.$$  

The formulation in (4.3) reduces to a linear program when the sets of feasible actions are polytopes as the following example shows.

The intuitive meaning of the constraints in (4.3) the same as in Eqs. (2.2) to (2.5). The main difference from the standard LP formulation is the objective function, which is expressed in terms of the extended reward function, and the last constraint, which is expressed in terms of the extended action constraint functions. The optimal policy \(\pi^*\) can be extracted from the optimal solution \(u^*, d^*\) as according to Theorem 4.6.

**Example 4.5.** Assume that the set of feasible actions is a polytope for each \(s_t \in S_t\):

$$A(s_t) = \{a \in \Delta(S_{t+1}) : H_a a \leq h_s\}.$$  

Then, the constraints \(f_j^2(a) \leq 0\) for all \(j \in J\) become:

$$1^T a \cdot H_s a = 1 \leq 1^T a \cdot h_s$$

$$H_s a \leq 1^T a \cdot h_s,$$

which is a set of linear constraints.

The following theorem states the correctness of the formulation (4.3).

**Theorem 4.6.** Assume that, for each \(s \in S\), \(r(s, a)\) is concave in \(a\) and the set \(A(s)\) is convex. Let \(u^*, d^*\) be the optimal solution of (4.3) and define a deterministic policy \(\pi^*\):

$$\pi(s) = u^*(s, \cdot) / d^*(s).$$

That is, \(\pi(s)\) maps a state to a vector of state transition probabilities. Then, \(\pi\) is an optimal policy and the objective value of (4.3) equals to \(\rho(\pi)\). In addition, (4.3) is a convex optimization problem.

**Proof.** We first show that the optimal policy \(\pi^*\) is feasible in (4.3) and the corresponding objective value equals the return of the optimal policy \(\pi^*\). Given an optimal deterministic policy \(\pi^*\) (from Lemma 3.2), construct the solution \(u, d\) in (4.3) as \(u(s_t, \cdot) = d(s_t) \cdot \pi^*(s_{t+1}, \cdot)\). It is well known (e.g. [9]) that there is a unique such solution to all constraints without \(f_j^2(u(s, \cdot)) \leq 0\). As described above, this constraint is valid from (4.1) and (4.2) because \(d \geq 0\). Therefore, \(\sum_{s \in S} f_j^2(u(s, \cdot)) \leq \rho(\pi^*)\). The reverse inequality \(\sum_{s \in S} f_j^2(u^*(s, \cdot)) \leq \rho(\pi^*)\) can be shown similarly by constructing a feasible policy from any solution \(u, d\) using the construction from the statement of the theorem. The convexity of the optimization problem follows readily from Lemma 4.1.

The computational complexity of solving (4.3) depends on the form of \(\bar{r}\); the problem is tractable for most common concave functions. In particular, (4.3) is tractable for concave piecewise linear functions and concave quadratic functions. Note that this formulation generalizes the setting in Section 3 and has a smaller computational complexity.

## 5 CMDPs with Non-concave Rewards

In this section, we describe how to tractably solve CMDPs with non-concave reward functions. The approach relies on the fact that the optimal return of any constrained MDP is unaffected if the rewards are replaced by their concave envelope whereby obtaining a concave maximization problem.

The concave envelope \(g(x)\) of a function \(f(x)\) is defined as [3]:

$$g(x) = \sup\{t : (x, t) \in \text{conv hypo } f\},$$

where \(\text{conv}\) is the convex hull and \(\text{hypo}\) is the hypograph of \(f\). A hypograph of \(f\) is defined as: \(\text{hypo } f = \{(x, t) : t \leq f(x)\}\). The supremum above is achieved whenever \(f\) is bounded and \(A(s)\) are compact, which are the assumptions...
that we make. A concave envelope is important because it is the smallest concave function that is greater than \( f \).

**Example 5.1.** Consider a function \( f(x, y) = x^2 + 2 \cdot y^2 - x \cdot y + 2 - x - y \) defined on the interval \([0, 1] \times [0, 1]\). The concave envelope of this convex function is the piecewise linear concave function \( g(x, y) = \min\{y + 2, -x + 3\} \). Fig. 1 shows the convex function \( f \) and its concave envelope \( g \).

Assume a CMDP \( M \) with a reward function \( r \) and construct a CMDP \( M_e \) with a reward \( r^e \) that is the concave envelope of \( r \) for each \( s \in S \):

\[
r^e(s, a) = \sup \{ t : (x, t) \in \text{conv hypo } r(s, x) \},
\]

where hypo is over \( \mathcal{A}(s) \). Let \( \rho(\pi) \) and \( \rho_e(\pi) \) be the returns of \( \pi \) in \( M \) and \( M_e \) respectively.

The motivation for considering the concave envelope of the rewards is that the transition probabilities with this reward can be actually achieved by appropriately randomizing the policy. The following example shows this property.

**Example 5.2.** Consider a state \( s \) with transitions to two other states \( s_1 \) and \( s_2 \) with continuous modulation of probabilities in the set \( \mathcal{A}(s) = \Delta^2 \). For any action \( a \), let \( a_1 \) and \( a_2 \) represent the transition probabilities to states \( s_1 \) and \( s_2 \) respectively. Consider a convex reward function \( r(s, a) = a_2^2 \) and its concave envelope \( r_e(s, a) = a_2 \) depicted in Fig. 2. To show that the optimal policy will be always randomized between the extreme points, assume for example that the optimal policy is to take the transition probability \((0.6, 0.4)\). Directly taking an action \((0.6, 0.4)\) accrues a reward \(0.4^2 = 0.16\). However, taking action \((0, 1)\) with probability \(0.4\) and action \((1, 0)\) with probability \(0.6\) accrues a higher reward of \(0.4\). In general, the maximal reward for each transition probability can be achieved by the maximal convex combination of other feasible actions which exactly yields the concave envelope.

The CMDP \( M \) cannot be solved using (4.3) because of the non-concave rewards. On the other hand, because the rewards in \( M_e \) are concave, it can be easily formulated as (4.3). Note, however, that the optimal solution of \( M_e \) is not necessarily optimal in \( M \). The following theorem states that the optimal solution for \( M \) can be easily constructed from the optimal solution to \( M_e \) by appropriately randomizing between the extreme points of the concave envelope.

**Theorem 5.3.** Let \( \pi^*_e \) be an optimal policy in CMDP \( M_e \). Then, one can construct an optimal policy \( \pi^* \) in \( M \) such that 1) \( \rho_e(\pi^*_e) = \rho(\pi^*) \) and 2) the transition probabilities \( \pi^*_e \) and \( \pi^* \) are identical.

**Proof.** First, we can assume \( \pi^*_e \) to be deterministic without loss of generality from Lemma 3.2. Clearly, we have from the optimality of \( \pi^*_e \) and from \( r_e(s, a) \geq r(s, a) \) that:

\[
\rho_e(\pi^*_e) \geq \rho(\pi^*).
\]

To show the equality, it only remains to show that \( \rho_e(\pi^*_e) \leq \rho(\pi^*) \). For any \( s \in S \), because the value \( r^e(s, \cdot) \) is a maximum in a closed convex hull, it is on its boundary. Therefore, for any \( a \) there exist \( a_i \in \mathcal{A}(s) \) such that \( r^e(s, a_i) = r(s, a_i) \) (i.e., the extreme points of the hypothesis) and \( \lambda_i \in [0, 1] \) such that:

\[
r^e(s, a) = \sum_{i=1}^{m} \lambda_i \cdot r(s, a_i),
\]

such that \( \lambda \geq 0 \), \( \sum_i \lambda_i = 1 \), and \( a = \sum_i \lambda_i \cdot a_i \). Then, construct a policy \( \pi \) as follows:

\[
\pi(s, a_i) = \lambda_i.
\]

It can be shown readily that the transition probabilities of \( \pi \) and \( \pi^*_e \) are the same, since \( a = \sum_i \lambda_i \cdot a_i \) when assuming \( a = \pi^*_e(s) \). Then:

\[
r_e(s) = \sum_i \lambda_i \cdot r(s, a_i) = r^e(s, a) = r_e^*(s).
\]

Therefore, the rewards and transitions of \( \pi \) and \( \pi^* \) are the same, which also implies \( \rho_e(\pi^*_e) \leq \rho(\pi^*) \).

A CMDP with non-concave rewards, therefore, can be solved as follows. First, construct a concave envelope of the rewards. Then, use (4.3) to solve the new CMDP and get a policy \( \pi^*_e \). Finally, construct the optimal \( \pi^* \) according to the construction in the proof of Theorem 5.3. That is, any action \( a \) is replaced by randomizing among actions \( a_i \) by probabilities \( \lambda_i \). The points \( a_i \) depend on the construction of the concave envelope. The values \( \lambda_i \) can be readily computed by linear programming in general settings.

The tractability of the concave envelope approach depends on several factors. First, constructing a concave envelope is difficult in general. Second, the computed concave envelope may not have a formulation that is easily optimized. A
particular case of interest is when the rewards are convex. Then, the concave envelope is piecewise linear and can be expressed in terms of the extreme points of $A(s)$ as a linear program—it is a maximization over the convex combination of the extreme points. When the reward function is submodular on the lattice of extreme points, the envelope can be further simplified [10].

6 Application to Loan Delinquency Management

In this section, we describe the empirical results from an application of the new CMDP solution methods for both a real and a synthetic loan delinquency management problem.

We applied the proposed methods to managing the delinquencies of a loan portfolio of an actual service provider. While we are not authorized to disclose detailed results of this application, we can report the impact of our solution method. There are 8 possible states of loan delinquency; the transition probabilities can be modulated in 4 of them. The probabilities are influenced by investing resources, such as principal reduction, in the appropriate loans. The portfolio performance targets need to be achieved within a horizon of 6 months. The ranges of possible modulations and their costs were derived from corresponding transition probabilities in prior months.

The real-world empirical study was conducted to establish the necessity of a global optimization method for solving this problem. We initially evaluated a simple greedy algorithm which iteratively finds an optimal modulation of probabilities in a month $t$ assuming that the base transitions in future months will not be modified. This greedy method returned solutions characterized by high fluctuations in monthly investments in loan servicing operations. Because the method assumes no modulations after the month $t$, the modulations in month $t$ had to be overly aggressive. In the next month $t+1$, the portfolio would be in a sufficiently good state to merit no further modulations. These month-to-month fluctuation are resource-intensive and undesirable. The optimal method proposed here smoothens out these fluctuations and can result in a significant overall reduction of resources needed to meet portfolio targets over the whole planning horizon. Experiments on six actual loan portfolios for a time horizon of six months have revealed that using the optimal method proposed in this paper has allowed for an average 13.97% reduction in the expected costs of portfolio servicing operations in comparison with the benchmark strategies used by loan managers.

Next, we proceed with an evaluation of the solution quality and scalability of the proposed algorithms on a set of synthetic loan delinquency management problems. We consider a variable number of loan delinquency states and a fixed horizon of 6 periods. The states are ordered; the increasing order represents the increasing delinquency state of a loan, such as the number of weeks behind payments. The first state represents the loan to be current and the last state represents the default. The probability of increasing delinquency in the given period increases logarithmically with the current state of delinquency. In other words, accounts that are delinquent now are more likely to become even more delinquent in the future. The probability of the delinquency decreasing to any less delinquent state is uniform. The feasible actions are allowed to modulate any single transition probability by at most $\epsilon = 0.4$. The rewards are linear in the deviation from the base probability in each element: $-\|a - b\|_1$. The quality constraints on the probability of the default (last state) is $q = 0.04$.

Fig. 3 compares the time to solve the CMDP using the extreme points formulation described in Section 3 versus the tractable concave method described in Section 4. The timings were obtained using CPLEX 12.5 running on an Intel Core i5 1.5 GHz processor. As expected, the tractable method scales much better with the number of states. While the concave method can easily solve problems with 100s of states, the extreme-point method becomes intractable with more than 30 states. In our benchmark problem, the number of extreme points grows exponentially with the number of states. The solution quality with the two methods is identical since they are both optimal. Fig. 4 shows the sensitivity of the return to the quality constraint—the limit on the probability of a loan to end in default.

Because the rewards may often be non-concave, we also evaluate the approach assuming convex quadratic rewards $\|a - b\|^2_2$; this is relevant in particular when the economies of scale become important. We compare the algorithm from Section 5 with a simple naive approach which uses
a linear approximation of the reward function. For the quadratic function and 30 delinquency states, the optimal method based on the concave envelope achieves a return of 0.14, while the approximation achieves return of 0. The difference in the return between these two methods can be arbitrarily large depending on the problem formulation.

7 Conclusion

We proposed three solution methods for solving constrained MDPs with continuous modulation of the probabilities. The MDP formulation was motivated by a practical need to optimally manage the delinquencies of a loan portfolio. We are not aware of any previous methods in the literature that can be used to solve this class of problems. The first method reduces the continuous action sets to finite when the rewards are affine and feasible sets polyhedral. The second formulation is a tractable optimization problem which applies to arbitrary concave reward functions. Finally, the third formulation extends the second one to non-concave rewards.

Our experimental results show that the method based on the convex optimization problem scales well and can solve problems with a large number of states in a few seconds. The method based on extreme point enumeration does not scale well, but performs better for very small problems and can be used in theoretical analysis of the result. Finally, when using the concave envelope of the rewards can significantly improve the solution quality when compared to naive approaches. While this method has not been deployed yet, the initial test results indicate that it can lead to significant improvements compared with the current greedy approach.

There are several important ways in which our results can be extended. First, we considered a risk-neutral loan service provider whose utility can be expressed in terms of expectations. However, it may be desirable to extend the approach to risk-averse setting in which the service provider would be willing to trade off a higher servicing cost for a lower probability of violating the quality constraints. Other extensions involve improving the scalability of the concave envelopes for various classes of convex functions and extensions to problems with many states.
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Abstract

We propose a probabilistic model to infer supervised latent variables in the Hamming space from observed data. Our model allows simultaneous inference of the number of binary latent variables, and their values. The latent variables preserve neighbourhood structure of the data in a sense that objects in the same semantic concept have similar latent values, and objects in different concepts have dissimilar latent values. We formulate the supervised infinite latent variable problem based on an intuitive principle of pulling objects together if they are of the same type, and pushing them apart if they are not. We then combine this principle with a flexible Indian Buffet Process prior on the latent variables. We show that the inferred supervised latent variables can be directly used to perform a nearest neighbour search for the purpose of retrieval. We introduce a new application of dynamically extending hash codes, and show how to effectively couple the structure of the hash codes with continuously growing structure of the neighbourhood preserving infinite latent feature space.

1 Introduction

In statistical data analysis, latent variable models are used to represent components or properties of data that have not been directly observed, or to represent hidden causes that explain the observed data. In many cases, a natural representation of an object would allow each object to admit multiple latent features. Classical statistical techniques require the number of latent features to be fixed a priori. Recently, nonparametric Bayesian models have emerged as an elegant approach to deal with this issue by allowing the number of features to be inferred from data. One class of these models utilise the Indian Buffet Process (IBP) prior (Griffiths & Ghahramani, 2005) to allow an unbounded number of features. Almost all IBP-based statistical models are geared towards unsupervised latent feature learning. While unsupervised latent feature models are promising, for example, as an exploratory tool for discovering compact hidden structures in observed data, in many practical settings we seek supervised latent variables, that are semantically meaningful and encode supervised side information. Such supervised side information can be expressed as neighbours (similar) and non-neighbours (dissimilar) data pairs, as in (Schultz & Joachims, 2003) for example, and can be used for retrieval of semantically similar neighbours (Weiss et al., 2009).

This paper presents a method to simultaneously infer the dimension of the binary latent representations, and their values so as to encode supervised side information. Binary representations are very attractive for reducing storage requirements and accelerating search and retrieval in large collections of high dimensional data. In recent years, there has been a lot of interest in designing compact binary hash codes such that vectors that are similar in the original data space are mapped to similar binary strings as measured by Hamming distance (Salakhutdinov & Hinton, 2007). However, existing hashing work is typically performed in a
static way, that is, a fixed number of bits has to be dis-
covered to model data. We aim to have an approach
that is flexible to add bits automatically in order to
model new unseen data. This is useful for adaption of
hash code to the dynamic and streaming nature of the
Internet data, for example.

We present an application of our method to dynamic
hash code extension in image retrieval. This appli-
cation combines the merits of non-Bayesian methods
that can handle large data (such as Weiss et al. (2009))
and non-parametric Bayes that allows extension of
codes as required. Our goal is to utilise existing bi-
ary hash codes, and learn how to extend the codes
pro re nata in a supervised way when more data be-
come available. For a model that attempts to identify
hash codes of dynamically changing data, we argue
that the assumption on the number of extended bits
to be fixed beforehand is unrealistic.

Our supervised latent variable model enforces latent
variables associated with objects of the same semantic
concept to have similar values, and latent variables as-
associated with objects of different concepts to have dis-
similar values. To achieve this, we define a likelihood
function in Section 2 that views this criterion as pref-
ERENCE relation. When coupled with a flexible prior on
infinite sparse binary matrices and a data likelihood,
we are able to characterise a probabilistic model for
supervised infinite latent variables problems. For the
data likelihood, we explore two directions: a standard
linear Gaussian model, and our proposed linear probit
dependent model, detailed in Section 3. We discuss in-
fERENCE in Section 4 and predictive distribution of our
model in Section 5. We present experimental results,
including an application in extending hash codes, in
Section 6, and draw conclusions in Section 7. First,
however, we give a short overview of related work to
provide some context for our contributions.

1.1 Nearest Neighbour Retrieval

The majority of retrieval techniques today rely on
some form of nearest neighbour search. Supervision
is an integral component to improve the quality of re-
trieved results. This is achieved, for instance, in a
query-dependent manner by analysing pairs of docu-
ments that are returned in response to the text query
(Schultz & Joachims, 2003). The supervised informa-
tion is used to perform metric learning, which maps the
original representation of the data samples to a new,
preferably low-dimensional, representation where sim-
ilar samples have small Euclidean distance, and dis-
similar samples are separated by a large distance.

For datasets with millions or even billions of en-
tries, even approximate nearest neighbours search
techniques such as randomised neighbourhood graphs
(Arya et al., 1998) and cover trees (Beygelzimer et al.,
2006) are typically infeasible, and one has to resort
to hashing approaches. Hash code is a short binary
string that can act as an index to directly access ele-
ments in a database. Indyk & Motwani (1998) intro-
duce locality sensitive hashing, which purely relies on
randomisation techniques yet provides guarantees of
preserving metric similarity for sufficiently long codes.
Next, several machine learning methods have been de-
developed to learn a compact hash code Salakhutdinov
& Hinton (2007); Torralba et al. (2008); Weiss et al.
(2009); Norouzi et al. (2012) among others, and to
learn hash codes with better discrimination power, Mu
et al. (2010); Wang et al. (2012) for example.

1.2 Distance Metric Learning

Approximate nearest neighbour search in general, and
hashing-based approaches in particular, provide a
powerful and well developed tool for efficient nearest
neighbour retrieval from large databases. However,
they typically rely on the availability of a meaningful
Euclidean metric between the data samples. If such
a metric is not readily available, metric learning can
be applied to construct one. Basic unsupervised tech-
niques in this area are PCA for dimensionality redu-
tion and the suppression of noise, or its non-linear gen-
eralisation, kernel-PCA. Supervised techniques typi-
cally work by learning linear projections that place
related samples closer together, and unrelated sam-
ples farther apart. Often they are based on optimising
parametric distance functions such as the Mahalanobis
distance with a maximum margin criteria (Schultz &
Joachims, 2003; Weinberger & Saul, 2009; Quadrianto
& Lampert, 2011), or approximately minimising the
leave-one-out classification error as in neighbourhood
component analysis of Goldberger et al. (2004).

1.3 Infinite Latent Feature Models

Another popular approach for discovering low dimen-
sonal structure from high dimensional data is based on
latent feature models. We are interested in Indian Buf-
fet Process (IBP) based models that allow number of
the latent features to be learnt from data. By defining
appropriate data generating likelihood functions, the
IBP can be used in, among others, binary factor anal-
ysis (Griffiths & Ghahramani, 2005), choice behaviour
modelling (Göür et al., 2006), sparse factor and inde-
pendent component analysis (Knowles & Ghahramani,
2007), link prediction (Miller et al., 2009), and invari-
ant features (Austerweil & Griffiths, 2010; Zhai et al.,
2012). For a recent comprehensive review of the IBP
models, please refer to Griffiths & Ghahramani (2011).
Lately, there is also surging interest in making the
latent representations dependent on some known degree of relatedness among observed data (Williamson et al., 2010), in learning correlated non-parametric feature models (Doshi-Velez & Ghahramani, 2009; Miller et al., 2008), or in the direction of supervised modelling, as for dimensionality reduction (Rai & Daume III, 2009). In a recent technical report, Gershman et al. (2012) express a goal closely related to ours, that nearby data is more likely to share latent features than distant data (as induced by distances between data in time or space, for example). However, encouraging sharing features between nearby data does not provide sufficient margin of separation between features of distant data. Our goal is to discover a binary latent space where meaningful notions of similarity and difference are preserved in term of metric distances.

2 The Neighbourhood Model

We are given a set of $N$ observed data samples $\{x_1, \ldots, x_N\} \subset \mathcal{X}$, and we have used $\mathcal{X}$ to denote the input space. For example, for image objects, $\mathcal{X}$ can be features extracted based on the content of the image itself. We further assume that supervised side information is available in the form of triplet set $T = \{(i, j, l) : i \sim j, i \not\sim l\}$, such that sample $i$ has similar semantic concept to sample $j$ and has no similar concept to sample $l$. Metaphorically, samples $i$ and $j$ are considered neighbours whereas samples $i$ and $l$ are non-neighbours. Usually this type of supervised similarity triplets do not require explicit class labels and thus are easier to obtain. For instance, in a content based image retrieval, to collect feedback, users may be required to report whether an image $x_i$ looks more similar to $x_j$ than it is to a third image $x_l$. This task is typically much easier in comparison to labelling each individual image.

For each data point $x_i$, we introduce a $K$ dimensional vector $z_i$ from a binary latent space, where $z_{ik} = 1$ denotes that object $i$ possesses feature $k$, and $z_{ik} = 0$ otherwise, and $K$ is inferred from data. Targeting directly our goal of learning neighbourhood preserving latent space that is suitable for nearest neighbour search, we require that $z_i$ is similar to $z_j$ to model $i \sim j$, and $z_i$ is dissimilar to $z_l$ to model $i \not\sim l$. The underlying idea of learning the supervised representations is based on a folk-wisdom principle (Goldberger et al., 2004; Weinberger & Saul, 2009; Quadrianto & Lampert, 2011) of pulling objects together if they are similar, and pushing them apart if they are not. Further, this principle is formalised as a preference relation.

When we observe that objects $i$ and $j$ are neighbours while objects $i$ and $l$ are non-neighbours, we say that object $i$ prefers object $j$ to object $l$, and use a notation $j \succ l$. Let $T$ be an $N \times N \times N$ preference tensor with entries $t_{ijl}$ where $t_{ijl} = 1$ whenever $j \succ l$ is observed. Let $w$ be a $K \times 1$ non-negative weight vector that affects the probability of preference relations among object $i$, $j$, and $l$. We assume that preference relations are independent conditioned on $Z$ and $w$, and furthermore only the latent features of objects $i$, $j$, and $l$ influence the tendency of $i$ preferring $j$ to $l$. With the above assumptions, the label preference likelihood function is given by

$$
\text{Pr}(T|Z, w) = \prod_{(i,j,l) \in T} \text{Pr}(t_{ijl} = 1|z_i, z_j, z_l, w). \quad (1)
$$
We will subsequently use \( p^i_{jl} \) to denote \( \Pr(t^i_{jl} = 1|z_i, z_j, z_l, w) \). We define the individual preference probability as follows:

\[
p^i_{jl} = \frac{1}{C} \sum_k w_k I[z^k_i = z^k_j](1 - I[z^k_i = z^k_l]), \tag{2}
\]

where \( C = \sum_k w_k I[z^k_i = z^k_j](1 - I[z^k_i = z^k_l]) + \sum_k w_k (1 - I[z^k_i = z^k_j])I[z^k_i = z^k_l] \) is the normalising constant. In the above, we make use of Iverson’s bracket notation: \( I[P] = 1 \) for the condition \( P \) is true and it is 0 otherwise. The term \( \sum_k w_k I[z^k_i = z^k_j](1 - I[z^k_i = z^k_l]) \) collects the weights for all features that object \( i \) and \( j \) have but object \( l \) does not have, and the weights for all features that object \( i \) and \( j \) do not have, but \( l \) has. Thus, the choice between two alternatives \( j \) and \( l \) from point-of-view \( i \) depends on latent features that are shared between \( i \) and \( j \) but not \( l \). This type of preference model (2) is inspired by the choice model of Görür et al. (2006) and is based on a standard Restle’s choice model in psychology (Restle, 1961).

We take a fully Bayesian approach by treating latent variables \( Z \) and \( w \), as random variables, and computing the posterior distribution over them by invoking Bayes’ theorem. We discuss the selection of prior probabilities on \( Z \) and \( w \) in detail in the next section.

\[ \text{3 The Generative Process} \]

We want to define a flexible prior on \( Z \) that allows simultaneous inference of the number of features and all the entries in \( Z \) at the same time. We will thus put the Indian Buffet Process (IBP) prior (Griffiths & Ghahramani, 2005) on \( Z \). The IBP is a prior on infinite binary matrices such that with probability one, a feature matrix drawn from it will only have a finite number of non-zero features for a finite number of samples (entries). More importantly, the IBP prior has a full support for any feature matrix regardless of the number of non-zero features it has. We choose to put a Gamma distribution as a prior for the elements of \( w \). This is a natural prior for a non-negative weight vector. Section 2 describes a likelihood function for modelling the supervised side information, the next required modelling is to define the data likelihood. We explore two directions: one is to use a standard linear Gaussian model which assumes data are generated via a linear superposition of latent features. The second one is to make the latent features be dependent on observed data via a novel and simple linear probit model. We discuss both models in the next sections (refer to Figure 1 for graphical model representations).

\[ \text{3.1 } Z \rightarrow X \text{ Linear Gaussian Feature Model} \]

This data generating model was initially explored for the IBP in the unsupervised context by Griffiths & Ghahramani (2005). In this model, for an \( M \)-dimensional input space \( X = \mathbb{R}^M \), the data point \( x_n \in \mathbb{R}^M \) is generated as follows:

\[
x_n = Vz_n + \sigma_x \epsilon \text{ where } \epsilon \sim \mathcal{N}(\epsilon|0, I). \tag{3}
\]

In the above, \( V \) is a real-valued \( M \times K \) matrix of weights. We use a spherical Gaussian conjugate prior with a covariance matrix \( \sigma^2_x I \) for this feature weight matrix, \( V \). The generative process for our preference model with a linear Gaussian likelihood is then:

\[
Z \sim \text{IBP}(\alpha); \ V \sim \mathcal{N}(0, \sigma^2_x I); \ x_n|z_n, V \sim \mathcal{N}(Vz_n, \sigma^2_x I);
\]

\[
 w_k \overset{i.i.d.}{\sim} \mathcal{G}(\gamma_w, \theta_w); \ j \sim I|Z, w \sim \text{Bernoulli}(p^i_{jl}),
\]

where \( p^i_{jl} \) is defined in Equation (2). We can subsequently compute the posterior distribution of the latent feature matrix \( Z \) and the weights \( w \) using the conditional independence assumptions depicted in Figure 1(a). This is given as, \( \Pr(Z, w|X, T) \propto \int \Pr(T|Z, w)\Pr(X|Z, V, \sigma_x)\Pr(Z|\alpha)\Pr(V|\sigma_x)\Pr(w|\gamma_w, \theta_w)dw. \) 

\[ \text{3.2 } X \rightarrow Z \text{ Linear Probit Dependent Model} \]

The neighbourhood model with linear Gaussian data likelihood requires the inferred latent features to explain supervised similarity in given triplets and to generate observed data. Modelling observed data is a hard task by itself. Instead, we can devote the latent features to model supervised similarity triplets and to have an IBP model where the probability of a feature \( k \) being on is dependent on some object covariate information \( x_n \in \mathbb{R}^M \). To achieve a dependent IBP model, we start with the stick breaking construction of the IBP (Teh et al., 2007):

\[
z^k_n|b_k \sim \text{Bernoulli}(b_k); \ \ b_k := v_k b_{k-1} = \prod_{j=1}^{k} v_j \tag{5}
\]

\[
v_j \sim \text{Beta}(\alpha, 1) \text{ and } b_0 = 1. \tag{6}
\]

Williamson et al. (2010) observe that a Bernoulli(\( \beta \)) random variable \( z \) can be represented as

\[
z = I[u < \Phi^{-1}(\beta|\mu, \sigma^2)] \tag{7}
\]

\[
u \sim \mathcal{N}(\mu, \sigma^2), \tag{8}
\]

where \( \Phi(\cdot|\mu, \sigma^2) \) is a Gaussian cumulative distribution function (CDF), and for simplicity we focus on the standard Gaussian CDF, that is \( \Phi_{0,1}(\cdot) := \Phi(\cdot|0, 1) \).
Therefore, we propose a simple alternative to dependent model of Williamson et al. (2010) by linearly parameterising the cut off variable \( u_k^* \), as follows:

\[
\begin{align*}
\mathbb{I}[u_k^* < \Phi_0^{-1}(b_k)] & \quad (9) \\
u_k^* &= -x_n^\top g_k + \epsilon, & \quad (10)
\end{align*}
\]

where \( g_k \in \mathbb{R}^M \) is a vector of regression coefficients for each feature \( k \), and \( \epsilon \sim \mathcal{N}(0, 1) \). Equivalently we can integrate out \( \epsilon \), and write

\[
\begin{align*}
\text{Pr}(z_n^k = 1 | x_n, g_k, b_k) &= \int \mathbb{I}[\epsilon < x_n^\top g_k + \Phi_0^{-1}(b_k)] \mathcal{N}(\epsilon) d\epsilon \\
&= \Phi_{0,1}(x_n^\top g_k + \Phi_0^{-1}(b_k)). & \quad (12)
\end{align*}
\]

The interpretation of the dependent model above is, that whether a feature \( k \) is on is given by a probit regression model, with decreasing biases \( \Phi_0^{-1}(b_k) \), which will ensure that only finitely many features are used. Note that this scenario of dependence on per object covariates \( x_n \) is not covered by the dependent IBP of Williamson et al. (2010). Their model defines a prior over multiple IBP matrices which (for certain settings of the model) are marginally IBP: a similar statement for our construction is meaningless since we only have one IBP matrix. However, our model does have the property that \( Z \) is IBP distributed conditional on \( g_k = 0 \) for all \( k \). We use a spherical Gaussian conjugate prior with a covariance matrix \( \sigma_g^2 I \) for the regression coefficient matrix \( [g_1, g_2, \ldots, g_K] := G \). With the above construction, the generative process for our preference model with linear probit likelihood is then:

\[
\begin{align*}
v_j &\sim \text{Beta}(\alpha, 1); \quad b_k = \prod_{j=1}^K v_j; \quad G \sim \mathcal{N}(0, \sigma_g^2 I); \\
z_n^k|x, g, b &\sim \text{Bernoulli}(\Phi_{0,1}(x_n^\top g_k + \Phi_0^{-1}(b_k))); \\
w_k &\sim \mathcal{G}(\gamma_w, \theta_w); \quad j \not\in I(Z); \quad w \sim \text{Bernoulli}(\rho_{j,l}),
\end{align*}
\]

The posterior distribution of the latent feature matrix \( Z \), the feature presence probability \( b \), the weights \( w \), and the regression coefficient matrix \( G \) using the conditional independence assumptions depicted in Figure 1(b) is then

\[
\begin{align*}
\text{Pr}(Z, b, w, G | x, T) &\propto \\
\text{Pr}(T | Z, w) \text{Pr}(Z | x, G, b) \text{Pr}(w | \gamma_w, \theta_w) \text{Pr}(G | \sigma_g) \text{Pr}(b | \alpha). & \quad (13)
\end{align*}
\]

### 4 Inference

In the inference phase, the goal is to compute the joint posterior over the latent binary feature matrix \( Z \), the non-negative weights \( w \) and the regression coefficient matrix \( G \) (for the linear probit dependent model) as expressed in (4) and (13). For our proposed model, exact inference is computationally intractable. Thus, we employ a Markov Chain Monte Carlo (MCMC) method to explore the posterior distributions.

#### 4.1 Sampling for Linear Gaussian Model

**M-H sampling of \( Z \):** The sampler for the binary feature matrix \( Z \) consists of sampling existing features, proposing new features with corresponding weights, and accepting or rejecting them based on the Metropolis-Hasting (M-H) criterion. We sample each row \( z_n \) one after another. For sampling existing features, we have:

\[
\text{Pr}(z_n^k = 1 | x_n, T, w) \propto \\
f \int m_{n-k} \text{Pr}(T | w, Z_{n-k}, z_n^k = 1) \text{Pr}(X | Z_{n-k}, z_n^k = 1, V) \text{Pr}(V) dV,
\]

where \( m_{n-k} \) denote the number of non-zero entries in column \( k \) excluding row \( n \). For sampling new features, we simultaneously propose \( (K_{\text{new}}, Z_{\text{new}}, w_{\text{new}}) \) where a number \( K_{\text{new}} \) for new features are sampled from the prior Poisson(\( \alpha/N \)). We propose \( w_{\text{new}} \) from its Gamma prior. We consider this proposal with a M-H acceptance ratio which reduces to the ratio of the likelihoods (Mceld, 2007).

**Slice sampling of \( w \):** We sample each of the non-negative weights that correspond to the non-zero features and drop the weights that correspond to zero features. We use a slice sampling procedure of Neal (2003). Due to our Gaussian assumptions, the real-valued weight matrix \( V \) in (14) can be marginalised analytically (Griffiths & Ghahramani, 2005).

#### 4.2 Sampling for Linear Probit Model

We adapt a slice sampling procedure with stick breaking representation of Teh et al. (2007).

**Adaptive rejection sampling of \( b \):** The form of the conditional distribution of \( b \) can be found in Teh et al. (2007), and due to log-concavity of this distribution, Teh et al. (2007) suggest to use adaptive rejection sampling (ARS) (Gilks & Wild, 1992) to draw samples.

**Sampling of \( Z \):** As in Teh et al. (2007), given the auxiliary slice variable, we will only update the latent feature for each observation and each dimension where its feature presence probability is below the slice. The required conditional distributions for our case are:

\[
\begin{align*}
\text{Pr}(z_n^k = 1 | x_n, T, w, g_k, b_k) &\propto \\
\Phi_{0,1}(x_n^\top g_k + \Phi_0^{-1}(b_k)) \text{Pr}(T | \mathbb{I}(Z, w, Z_{n-k}, z_n^k = 1)). & \quad (15)
\end{align*}
\]

**Slice sampling of \( w \):** Similar to the linear Gaussian case, we update the non-negative weights using a slice sampling procedure.

**Elliptical slice sampling of \( G \):** We propose to sample each component \( g_k \) of the regression coefficient matrix \( [g_1, g_2, \ldots, g_K] \) using elliptical slice sampling (ESS) (Murray et al., 2010), an efficient MCMC procedure for training of tightly coupled latent variables with a Gaussian prior.
5 Prediction on Test Data

5.1 Linear Gaussian Model

For a previously unseen test point \( x_* \in \mathbb{R}^M \), the joint predictive distribution for the latent variable \( z_* \) and the preference relation variable \( t_* \) is:

\[
\Pr(z_*, t_* | X, T, x_*) = \int \sum_z \Pr(z_* | z_*, w, X, x_*) \Pr(Z | w, X, T) dw,
\]

where \( \Pr(z_* | Z, w, X, x_*) = \Pr(t_* | z_*, w) \Pr(z_* | X, x_*) \).

This involves averaging over the predictions made by each of the posterior samples of \( Z \) and \( w \). The preference relation variable \( t_* \) is a binary variable representing whether object \( x_* \) is preferred or not in some triplet. Since we have trained the binary latent space in a supervised manner, we could predict the neighbours and non-neighbours of the new test point by performing a nearest neighbour classification of the inferred test latent variable \( z_* \) with respect to the training latent variables \( Z \). Therefore, we are interested only in the predictive distribution over the latent variable \( z_* \), and it is in the form of:

\[
\Pr(z_* | X, x_*) = \sum_z \Pr(z_* | Z, X, x_*) \Pr(Z | X),
\]

\[
\Pr(z_* | Z, X, x_*) \propto \Pr(x_* | z_*, Z, X) \Pr(z_* | Z). \quad (16)
\]

We notice that the explicit form of \( \Pr(x_* | z_*, Z, X) \) is

\[
\begin{bmatrix}
X \\
1
\end{bmatrix} \sim N\left(0, \begin{bmatrix}
ZZ^\top + \frac{\sigma^2_2}{\sigma^2_1}I & ZZ^\top \\
ZZ^\top & z_*z_*^\top + \frac{\sigma^2_2}{\sigma^2_1}I
\end{bmatrix}\right),
\]

thus \( \Pr(x_* | z_*, Z, X) \sim N(\mu_*, \Sigma_*) \) where

\[
\mu_* = z_* (Z^\top Z + \sigma^2_2/\sigma^2_1)^{-1}Z^\top X \quad (17a)
\]

\[
\Sigma_* = z_*z_*^\top - z_* (Z^\top Z + \sigma^2_2/\sigma^2_1)^{-1}Z^\top Z z_*^\top. \quad (17b)
\]

The above predictive distribution \( \Pr(x_* | z_*, Z, X) \) defines a distribution of the mapping from a latent space to the observed data space.

Fast approximation In cases where we are only interested in a maximum a posteriori (MAP) estimate of the latent variables, it is desirable to avoid sampling from the predictive distribution, and directly find an approximate MAP estimate in a computationally efficient way. In our case, we use the predictive mean of \( \Pr(x_* | z_*, Z, X) \) in (17a) to approximate \( z_* \) by solving a linear system of equations, resulting in a continuous estimate \( \tilde{z}_* \) of the binary vector \( z_* \).
5.2 Linear Probit Dependent Model

Similar to the linear Gaussian model but with explicit representation of the regression coefficient matrix, the joint predictive distribution of the latent variable \( z \) and the preference variable \( t \) for a new test point \( x_\ast \in \mathbb{R}^d \) is:

\[
\Pr(z_\ast, t_\ast | T, x_\ast) = \iint \Pr(z_\ast, t_\ast | G, w, b, x_\ast) \Pr(G, w, T | X) db dw dG
\]

with test likelihood given as follows:

\[
\Pr(z_\ast, t_\ast | G, w, b, x_\ast) = \Pr(t_\ast | z_\ast, w) \Pr(z_\ast | G, b, x_\ast).
\]

As earlier, we are only concerned with the predictive distribution over the latent variable \( z \), for the new input \( x_\ast \), that is \( \Pr(z_\ast | G, b, x_\ast) \). Based on our linear probit model, this will simply be:

\[
\Pr(z_\ast = 1 | G, b_\ast, x_\ast) = \Phi_0,1(x_\ast^\top g_\ast + \Phi_0,1^{-1}(b_\ast)).
\]

6 Experiments

To assess the efficacy of our models, we perform two sets of experiments. We start with a synthetic data experiment to explore the structure of the latent space \( Z \) produced by the proposed models (Section 6.1-6.2). Our second experiment is extending hash codes in image data (Section 6.3).

6.1 Visualisation of the Binary Latent Spaces

Data We generate 150 synthetic data points with 10 categories from a mixture of 2-D multivariate Gaussians with uniformly drawn standard deviations in the range [0, 1]. The means are uniformly drawn in the range [−1, 1] per category. The visualisation of the generated data is provided in Figure 2(a).

Algorithms We compare the generated latent space of our supervised linear Gaussian (Super Gaussian IBP) and supervised linear probit (Super Probit IBP) models with the Indian buffet process (IBP), and the distance dependent Indian buffet process with distance defined on \( X \) (Input dd-IBP), and on the labels (Output dd-IBP)\(^1\). The supervised side information is given by a set of triplets generated the same way as in Weinberger & Saul (2009). Specifically, for each training data point, we are given its \( L \) neighbours from the same category, and \( L \) non-neighbours from different category encoded in the form of triplets (in this experiment we use \( L = 15 \)). As a practical note, triplets as supervised side information correspond only to a small number of observed entries in \( T \). This translates to a small computational overhead compared to the standard IBP inference. For all methods, we place conjugate priors on the hyperparameters, and subsequently perform posterior inference over them. Our Super Gaussian IBP and Super Probit IBP methods discover binary representations which preserve neighbourhood structure. The results are shown in Figure 2. In comparison to the IBP 2(d), dd-IBP input 2(e), and dd-IBP output 2(f) models, the inferred feature matrix \( Z \) of the proposed models 2(b) and 2(c) appears to have a notable supervised structure for all categories by assigning distinct features for different categories.

6.2 Model with Observed Binary Variables

We are interested to explore how our model can be used to extend an existing binary hash of the data. To do so, we assume that we are already given 5 binary variables that partially separates the objects according to their categories. In this case, categories 1 and 2 have binary representations ‘01101’, categories 3 and 4 have ‘10101’ representations, categories 5 and 6 have ‘11000’, and categories 7, 8, 9 and 10 have 10010. Refer to the first 5 dimensions of Figure 3(a) for illustration. The task is to extend the binary vector to model the supervised neighbourhood information, thereby disambiguating classes with the same observed

\(^1\)We use the implementation provided by Gershman et al. (2012) at http://www.princeton.edu/~sjgershm/ddIBP_release.zip
Table 1: Extending hash codes results for image data. k-NN accuracy mean ± std over 5 random repeats. IBP: standard IBP algorithm (Griffiths & Ghahramani, 2005); dd-IBP: distance dependent IBP (Gershman et al., 2012) where Input: distance on \( X \), and Output: distance on the labels; Super Gaussian IBP: Our proposed supervised IBP with linear Gaussian feature model; Super Probit IBP: Our proposed supervised IBP with linear probit dependent model; Reference: original 128 real-valued feature representations. The best result and those not significantly worse than it, are in boldface. We use a one-sided paired t-test with 95% confidence.

<table>
<thead>
<tr>
<th></th>
<th>Hash</th>
<th>IBP</th>
<th>Input dd-IBP</th>
<th>Output dd-IBP</th>
<th>Super Gaussian IBP</th>
<th>Super Probit IBP</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>5 animal categories</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 NN</td>
<td>26.3±2.2</td>
<td>30.3±2.0</td>
<td>27.9±6.3</td>
<td>29.7±3.5</td>
<td>33.8±1.6</td>
<td>42.8±2.4</td>
<td>40.9±4.7</td>
</tr>
<tr>
<td>3 NN</td>
<td>29.5±2.9</td>
<td>29.6±3.6</td>
<td>31.0±1.4</td>
<td>34.6±2.3</td>
<td>41.9±3.4</td>
<td>40.2±3.4</td>
<td></td>
</tr>
<tr>
<td>15 NN</td>
<td>31.5±2.6</td>
<td>27.8±2.8</td>
<td>28.1±3.2</td>
<td>35.5±1.0</td>
<td>44.5±2.1</td>
<td>39.3±3.7</td>
<td></td>
</tr>
<tr>
<td>30 NN</td>
<td>29.5±3.2</td>
<td>24.3±3.0</td>
<td>23.6±3.4</td>
<td>33.8±0.7</td>
<td>45.9±4.1</td>
<td>36.1±2.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>10 animal categories</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 NN</td>
<td>12.7±2.5</td>
<td>17.1±3.1</td>
<td>12.9±2.6</td>
<td>15.9±2.3</td>
<td>17.3±1.2</td>
<td>25.0±2.9</td>
<td>25.0±2.2</td>
</tr>
<tr>
<td>3 NN</td>
<td>17.9±2.8</td>
<td>13.1±2.4</td>
<td>15.3±2.3</td>
<td>18.2±1.2</td>
<td>21.5±3.0</td>
<td>26.0±1.7</td>
<td></td>
</tr>
<tr>
<td>15 NN</td>
<td>16.4±2.5</td>
<td>14.7±2.3</td>
<td>15.1±1.8</td>
<td>18.0±1.5</td>
<td>26.6±2.7</td>
<td>27.8±2.8</td>
<td></td>
</tr>
<tr>
<td>30 NN</td>
<td>17.7±3.4</td>
<td>14.5±1.9</td>
<td>14.0±1.9</td>
<td>18.3±1.4</td>
<td>27.5±2.4</td>
<td>25.8±1.4</td>
<td></td>
</tr>
</tbody>
</table>

binary hash. In this setting, we want to extend the observed binary representations \( \mathbf{h}_n \in \mathcal{H} \) (for each example \( \mathbf{x}_n \)) where \( \mathcal{H} \in \{0, 1\}^D \) with a latent binary feature \( \mathbf{z}_n \), forming an extended representation \( [\mathbf{h}_n \mathbf{z}_n^\top]^\top \). Let \( \mathcal{H} \) be the observed \( N \times D \) binary representation matrix (\( D = 5 \) in our experiment) and \( \mathbf{w}_D \) be a \( D \times 1 \) non-negative weight vector. The full preference probability is now, \( p_{ij}^D = \frac{1}{Z} \sum_k w_k \| z_i^k = z_j^k \| (1 - \mathbb{1}[z_i^k = z_j^k]) + \sum_d w_d^D \| h_i^d = h_j^d \| (1 - \mathbb{1}[h_i^d = h_j^d]) \), where the normalising constant \( C \) ensures \( p_{ij}^D + p_{ji}^D = 1 \). The latent features are inferred to enforce separation among categories and amend shortcomings that the observed binary variables might have in respecting the neighbourhood structure.

**Results** The supervised models are trained to utilise the given binary features, and to add additional binary latent representations only when it is needed to support the discrimination between categories (see Figure 3). As an example, in case of categories 1 and 2 that are indistinguishable under the given 5 binary vectors, 3(a)-3(b) learn at least unit distance in the extended representation for these categories, and increase the separation of the codes for the rest of categories. For this example, **Super Gaussian IBP** (Figure 3(a)) discovers additional 3 binary latent variables where category 1 has ‘0∗∗’ and category 2 has ‘1∗∗’. While **Super Probit IBP** (Figure 3(b)) discovers 5 more binary latent variables with ‘∗∗∗0∗∗’ and ‘∗∗∗1∗∗’ assigned to category 1 and 2, respectively.

6.3 Extending Hash Codes Application

In this experiment, we assume that we are given binary hash codes, for example, via a spectral hashing method (Weiss et al., 2009) or via binary attribute predictors (Lampert et al., 2009) explained in the subsequent section, and our goal is to extend these observed codes with latent binary features. We expect the extended codes to have a better nearest neighbour search performance, especially in the case where the hash codes do not respect the neighbourhood structure of data.

**Data** We use the Animals with Attributes dataset. The dataset consists of 30,475 images. Each of the images has a category label which corresponds to the animal class. There are 50 animal classes in this dataset. The dataset also contains semantic information in the form of an 85-dimensional Osherson’s (Osherson et al., 1991; Kemp et al., 2006) attribute vector for each animal class describing colour, texture, shape, among others. Images are represented by colour histograms of quantised RGB pixels with a codebook of size 128.

**Hash Codes** The hash codes at training phase are given by the Osherson’s attribute vector. In the testing phase, we build hash codes using attribute predictors trained offline (Lampert et al., 2009). We generate the hash codes as follows: each class is assigned an attribute binary string of length \( D \) (in our case, the Osherson’s vector), subsequently we learn \( D \) logistic regression functions, one for each bit position in these binary strings. When a new data point arrives, we evaluate each of the \( D \) test logistic regressors to generate a \( D \)-bit hash code.

**Results** We use 27,032 images from 45 classes to be our initial image corpus for learning the attribute hash codes. We use the colour histograms to represent images, and we focus on colour attributes hash codes, which corresponds to the first 5-bits in the Osherson’s attribute vector. This simulates the case where a large pool of data is available for building the hash codes. From the remaining five classes, we randomly sample

http://attributes.kyb.tuebingen.mpg.de/
Table 2: Accuracy comparison between SVM with a linear kernel and Super Probit IBP. The best result and those not significantly worse than it, are in **boldface** (one-sided paired t-test with 95% confidence).

<table>
<thead>
<tr>
<th></th>
<th>5 categories</th>
<th>10 categories</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linear SVM</strong></td>
<td>43.3±4.0</td>
<td>29.0±3.3</td>
</tr>
<tr>
<td><strong>Super Probit IBP</strong></td>
<td>45.9±4.1 (30 NN)</td>
<td>27.5±2.4 (30 NN)</td>
</tr>
</tbody>
</table>

300 images with uniform class proportions to form a refinement set for training our models, and the test set using 50/50 split. Our refinement set simulates the case where training samples are from different categories than in initial corpus, and therefore have different unseen properties. We repeat the above procedure for a refinement set with 10 new categories. That is, we use 23,266 images from 40 classes to learn the hash codes, and randomly sample 600 images from the remaining 10 classes for training and test with 50/50 split. The supervised similarity triplets are formed in the same way as in synthetic experiments \((L = 30)\). We note that the costly MCMC procedure is performed offline at the training phase. At test time, we simply perform a fast approximation via matrix vector multiplication in linear Gaussian (Section 5.1) or compute probit regression in linear probit (Section 5.2).

The full results with a comparison to the predicted hash codes using logistic regressors and the standard IBP and dd-IBP are summarised in Table 1\(^3\). We observe that our proposed models, **Super Gaussian IBP** and **Super Probit IBP**, exceed the performance of IBP and dd-IBP in all cases. We further notice that Super Probit IBP is far superior to Super Gaussian IBP. We credit this to the fact that linear Gaussian models are less suitable for modelling real-valued images \((\text{Austerweil} \& \text{Griffiths, 2010}; \text{Zhai et al., 2012})\). One of the solutions would be to define a more sophisticated likelihood function \((\text{Austerweil} \& \text{Griffiths, 2010}; \text{Zhai et al., 2012})\). Instead in this work we focus on generating binary features that depend on the observed images via probit regression. As a reference, we also provide \(k\)-NN performance in the original 128 real-valued features. Original features will require storage of \(8,192 (128 \times 64)\) bits per image, while our Super Probit IBP code with 80 inferred binary latent dimensions will only consume approximately 80 bits per image and gives better results. Further, to put our results in a wider perspective, we also provide results of running SVM\(^4\) on the original real-valued features with a linear kernel in Table 2.

\(3\)The \(k\)-NN performance of the hash method does not depend on \(k\), because for training we use the given Osherson’s colour hash codes defined per class.

\(4\)We use the LIBSVM library available at [http://www.csie.ntu.edu.tw/~cjlin/libsvm/](http://www.csie.ntu.edu.tw/~cjlin/libsvm/).

Table 3: Effect of Bayesian Averaging on Super Probit IBP. Accuracy mean±std. last: using a sample from the last iteration; average: using samples from the last 50 iterations. **boldface** is significant using a one-sided paired t-test with 95% confidence.

<table>
<thead>
<tr>
<th></th>
<th>5 animal categories</th>
<th>10 animal categories</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>last</td>
<td>average</td>
</tr>
<tr>
<td>1 NN</td>
<td>42.8±2.4</td>
<td>42.7±3.2</td>
</tr>
<tr>
<td>3 NN</td>
<td>41.9±3.4</td>
<td>44.0±2.7</td>
</tr>
<tr>
<td>15 NN</td>
<td>44.5±2.1</td>
<td>46.5±2.3</td>
</tr>
<tr>
<td>30 NN</td>
<td>45.9±4.1</td>
<td>46.5±2.3</td>
</tr>
</tbody>
</table>

Bayesian approach allows us to learn a distribution over hash codes. In our experiments, we run MCMC until a fixed number of iterations, and subsequently consider the hash codes given by the last iteration. We can instead exploit the full distribution by averaging the nearest neighbour retrieval performances after burn-in period. The results of Bayesian averaging on Super Probit IBP are summarised in Table 3. Clearly, averaging has a **positive effect** in the performance, however, with a price in storage requirement where now several databases have to be maintained.

7 Discussion and Conclusion

We have presented probabilistic models to simultaneously infer the number of binary latent variables, and their values so as to preserve a given neighbourhood structure. The models map objects in the same semantic concept to similar latent values, and objects in different concepts to dissimilar latent values. We substantiate our claim that the proposed supervised models encourage coupling among latent features by showing that when given binary representations, the models utilise the given representation, and add dimensions in a latent space when it is needed to preserve the neighbourhood structure.

Our experiments in a nearest neighbour search show that our methods are able to find semantically similar neighbours due to the supervised nature of the latent space, and far exceed the performance of other state-of-the-art infinite latent variable models, such as the standard Indian buffet process (IBP) and its recent extension, the distance dependent IBP (dd-IBP).
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Abstract

We introduce online learning algorithms which are independent of feature scales, proving regret bounds dependent on the ratio of scales existent in the data rather than the absolute scale. This has several useful effects: there is no need to pre-normalize data, the test-time and test-space complexity are reduced, and the algorithms are more robust.

1 Introduction

Any learning algorithm can be made invariant by initially transforming all data to a preferred coordinate system. In practice many algorithms begin by applying an affine transform to features so they are zero mean with standard deviation 1 [Li and Zhang, 1998]. For large data sets in the batch setting this preprocessing can be expensive, and in the online setting the analogous operation is unclear. Furthermore preprocessing is not applicable if the inputs to the algorithm are generated dynamically during learning, e.g., from an on-demand primal representation of a kernel [Sonnenburg and Franc, 2010], virtual example generated to enforce an invariant [Loosli et al., 2007], or machine learning reduction [Allwein et al., 2001].

When normalization techniques are too expensive or impossible we can either accept a loss of performance due to the use of misnormalized data or design learning algorithms which are inherently capable of dealing with unnormalized data. In the field of optimization, it is a settled matter that algorithms should operate independent of an individual dimensions scaling [Oren, 1974].

The same structure defines natural gradients [Wagenaar, 1998] where in the stochastic setting, results indicate that for the parametric case the Fisher metric is the unique invariant metric satisfying a certain regular and monotone property [Corcuera and Giummole, 1998]. Our interest here is in the online learning setting, where this structure is rare: typically regret bounds depend on the norm of features.

1.1 Adversarial Scaling

Adversarial analysis is fairly standard in online learning. However, an adversary capable of rescaling features can induce unbounded regret in common gradient descent methods. As an example consider the standard regret bound for projected online convex subgradient descent after T rounds

\[ R \leq \sqrt{T} ||w^*||_2 \max_{t \in [1:T]} ||g_t||_2. \]

Here \( w^* \) is the best predictor in hindsight and \( \{g_t\} \) is the sequence of instantaneous gradients encountered by the algorithm. Suppose \( w^* = (1, 1) \in \mathbb{R}^2 \) and imagine scaling the first coordinate by a factor of \( s \). As \( s \to \infty \), \( ||w^*||_2 \) ap-
proaches 1, but unfortunately for a linear predictor the gradient is proportional to the input, so \( \max_{i \in 1:T} ||g_i||_2 \) can be made arbitrarily large. Conversely as \( s \to 0 \), the gradient sequence remains bounded but \( ||w^*||_2 \) becomes arbitrarily large. In both cases the regret bound can be made arbitrarily poor. This is a real effect rather than a mere artifact of analysis, as indicated by experiments with a synthetic two dimensional dataset in figure 1.1.

Adaptive first-order online methods [McMahan and Streeter, 2010, Duchi et al., 2011] also have this vulnerability, despite adapting the geometry to the input sequence. Consider a variant of the adaptive gradient update (without projection)

\[
w_{t+1} = w_t - \eta \text{diag}(\sum_{s=1}^{t} g_s g_s^T)^{-1/2} g_t,
\]

which has associated regret bound of order

\[
||w^*||_2 d^{1/2} \sqrt{\inf_S \left\{ \sum_{t=1}^{T} (g_t, S^{-1} g_t) : S \succeq 0, \text{tr}(S) \leq d \right\}}.
\]

Again by manipulating the scaling of a single axis this can be made arbitrarily poor.

The online Newton step [Hazan, 2006] algorithm has a regret bound independent of units as we address here. Unfortunately ONS space and time complexity grows quadratically with the length of the input sequence, but the existence of ONS motivates the search for computationally viable scale invariant online learning rules.

Similarly, the second order perceptron [Cesa-Bianchi et al., 2005] and AROW [Crammer et al., 2009] partially address this problem for hinge loss. These algorithms are not unit-free because they have hyperparameters whose optimal value varies with the scaling of features and again have running times that are superlinear in the dimensionality. More recently, diagonalized second order perceptron and AROW have been proposed [Orabona et al., 2012]. These algorithms are linear time, but their analysis is generally not unit free since it explicitly depends on the norm of the weight vector. Corollary 3 is unit invariant. A comparative analysis of empirical performance would be interesting to observe.

The use of unit invariant updates have been implicitly studied with asymptotic analysis and empirics. For example [Schaul et al., 2012] uses a per-parameter learning rate proportional to an estimate of gradient squared divided by variance and second derivative. Relative to this work, we prove finite regret bound guarantees for our algorithm.

1.2 Contributions

We define normalized online learning algorithms which are invariant to feature scaling, then show that these are interesting algorithms theoretically and experimentally.

We define a scaling adversary for online learning analysis. The critical additional property of this adversary is that algorithms with bounded regret must have updates which are invariant to feature scale. We prove that our algorithm has a small regret against this more stringent adversary.

We then experiment with this learning algorithm on a number of datasets. For pre-normalized datasets, we find that it makes little difference as expected, while for unnormalized or improperly normalized datasets this update rule offers large advantages over standard online update rules. All of our code is a part of the open source Vowpal Wabbit project [Ross et al., 2012].

2 Notation

Throughout this draft, the indices \( i,j \) indicate elements of a vector, while the index \( t,T \) or a particular number indicates time. A label \( y \) is associated with some features \( x \), and we are concerned with linear prediction \( \sum_i w_i x_i \) resulting in some loss for which a gradient \( g \) can be computed with respect to the weights. Other notation is introduced as it is defined.

3 The algorithm

We start with the simplest version of a scale invariant online learning algorithm. NG (Normalized Gradient Descent) is presented in algorithm 1. NG adds scale invariance to online gradient descent, making it work for any scaling of features within the dataset.

Without \( s, N \), this algorithm simplifies to standard stochas-
Algorithm 1 NG(learning rate $\eta_t$)

1. Initially $w_i = 0$, $s_i = 0$, $N = 0$

2. For each timestep $t$ observe example $(x, y)$
   
   (a) For each $i$, if $|x_i| > s_i$
      
      i. $w_i \leftarrow \frac{w_is_i^2}{|x_i|^2}$
      
      ii. $s_i \leftarrow |x_i|$
   
   (b) $\hat{y} = \sum_i w_ix_i$

   (c) $N \leftarrow N + \sum_i \frac{x_i^2}{s_i}$

   (d) For each $i$,
      
      i. $w_i \leftarrow w_i - \eta \frac{1}{N} \sum_i \frac{\partial L(\hat{y}, y)}{\partial w_i}$

Algorithm 2 sNAG(learning rate $\eta$)

1. Initially $w_i = 0$, $s_i = 0$, $G_i = 0$, $N = 0$

2. For each timestep $t$ observe example $(x, y)$
   
   (a) For each $i$, if $|x_i| > s_i$
      
      i. $w_i \leftarrow \frac{w_is_i^2}{|x_i|^2}$
      
      ii. $s_i \leftarrow |x_i|$
   
   (b) $\hat{y} = \sum_i w_ix_i$

   (c) $N \leftarrow N + \sum_i \frac{x_i^2}{s_i}$

   (d) For each $i$,
      
      i. $G_i \leftarrow G_i + \left(\frac{\partial L(\hat{y}, y)}{\partial w_i}\right)^2$
      
      ii. $w_i \leftarrow w_i - \eta \frac{1}{N} \sum_i \frac{\partial L(\hat{y}, y)}{\partial w_i}$

The vector element $s_i$ stores the magnitude of feature $i$ according to $s_{ti} = \max_{x_i \in \{1, \ldots, t\}} |x_i|$. These are updated and maintained online in steps 2.(a)i,ii, and used to rescale the update on a per-feature basis in step 2.(d)i.

Using $N$ makes the learning rate (rather than feature scale) control the average change in prediction from an update. Here $N/t$ is the average change in the prediction excluding $\eta$, so multiplying by $1/(N/t) = t/N$ causes the average change in the prediction to be entirely controlled by $\eta$.

Step 2.(a)i squashes a weight $i$ when a new scale is encountered. Neglecting the impact of $N$, the new value is precisely equal to what the weight’s value would have been if all previous updates used the new scale.

Many other online learning algorithms can be made scale invariant using variants of this approach. One attractive choice is adaptive gradient descent [McMahan and Streeter, 2010, Duchi et al., 2011] since this also has per-feature learning rates. The normalized version of adaptive gradient descent is given in algorithm 2.

In order to use this, the algorithm must maintain the sum of gradients squared $G_i = \sum_{(x, y)} \left(\frac{\partial L(\hat{y}, y)}{\partial w_i}\right)^2$ for feature $i$ in step 2.d.i. The interaction between $N$ and $G$ is somewhat tricky, because a large average update (i.e. most features have a magnitude near their scale) increases the value of $G_i$ as well as $N$ implying the power on $N$ must be decreased to compensate. Similarly, we reduce the power on $s_i$ and $|x_i|$ to 1 throughout. The more complex update rule is scale invariant and the dependence on $N$ introduces an automatic global rescaling of the update rule.

In the next sections we analyze and justify this algorithm. We demonstrate that NAG competes well against a set of predictors $w$ with predictions $(w^T x)$ bounded by some constant over all the inputs $x_t$ seen during training. In practice, as this is potentially sensitive to outliers, we also consider a squared norm version of NAG, which we refer to as sNAG that is a straightforward modification—we simply keep the accumulator $s_i = \sum_i x_i^2$ and use $\sqrt{s_i/t}$ in the update rule. That is, normalization is carried using the standard deviation (more precisely, the square root of the second moment) of each feature, rather than the max norm. With respect to our analysis below, this simple modification can be interpreted as changing slightly the set of predictors we compete against, i.e. predictors with predictions bounded by a constant only over the inputs within 1 standard deviation. Intuitively, this is more robust and appropriate in the presence of outliers. While our analysis focuses on NAG, in practice, sNAG sometimes yield improved performance.

4 The Scaling Adversary Setting

In common machine learning practice, the choice of units for any particular feature is arbitrary. For example, when estimating the value of a house, the land associated with a house may be encoded either in acres or square feet. To model this effect, we propose a scaling adversary, which is more powerful than the standard adversary in adversarial online learning settings.

The setting for analysis is similar to adversarial online linear learning, with the primary difference in the goal. The setting proceeds in the following round-by-round fashion where

1. Prior to all rounds, the adversary commits to a fixed positive-definite matrix $S$. This is not revealed to the learner.

2. On each round $t$,

   (a) The adversary chooses a vector $x_t$ such that $||S^{1/2}x_t||_\infty \leq 1$, where $S^{1/2}$ is the principal
square root.
(b) The learner makes a prediction \( \hat{y}_t = w^\top_t x_t \).
(c) The correct label \( y_t \) is revealed and a loss \( \ell(\hat{y}_t, y_t) \) is incurred.
(d) The learner updates the predictor to \( w_{t+1} \).

For example, in a regression setting, \( \ell \) could be the squared loss \( \ell(\hat{y}, y) = (\hat{y} - y)^2 \), or in a binary classification setting, \( \ell \) could be the hinge loss \( \ell(\hat{y}, y) = \max(0, 1 - y\hat{y}) \). We consider general cases where the loss is only a function of \( \hat{y} \) (i.e., no direct penalty on \( w \)) and convex in \( \hat{y} \) (therefore convex in \( w \)).

Although step 1 above is phrased in terms of an adversary, in practice what is being modeled is “the data set was prepared using arbitrary units for each feature.”

Step 2 (a) above is phrased in terms of \( \infty \)-norm for ease of exposition, but more generally can be considered any \( p \)-norm. Additionally, this step can be generalized to impose a different constraint on the inputs. For instance, instead requiring all points lie inside some \( p \)-norm ball, we could require that the second moment of the inputs, under some scaling matrix \( S \) is 1. This is the model of the adversary for sNAG.

4.1 Competing against a Bounded Output Predictor

Our goal is to compete against the set of weight vectors whose output is bounded by some constant \( C \) over the set of inputs the adversary can choose. Given step 2 (a) above, this is equivalent to \( W_X^C = \{ w \mid ||S^{-1/2}w||_1 \leq C \} \), i.e., the set of \( w \) with dual norm less than \( C \). In other words, the regret \( R_T \) at timestep \( T \) is given by:

\[
R_T = \sum_{t=1}^{T} \ell(\hat{y}_t, y_t) - \min_{w \in W_X} \sum_{t=1}^{T} \ell(w^\top_t x_t, y_t)
\]

Here we use the fact that \( \{ w^\top_t x_t \leq C \} = \{ w \mid ||S^{-1/2}w||_1 \leq C \} \). In the more general case of a \( p \)-norm for step 2 (a), we would choose \( W_X^C = \{ w \mid ||S^{-1/2}w||_q \leq C \} \) for \( q \) such that \( 1/p + 1/q = 1 \). Note that the “true” \( S \) of the adversary is an abstraction. It is unknown and only partially revealed through the data. In our analysis, we will instead be interested to bound regret against bounded output predictors for an empirical estimate of \( S \), defined by the minimum volume \( L_p \) ball containing all observed inputs. For \( p = \infty \), \( W_X^C \) for the “true” \( S \) is always a subset of the predictors allowed under this empirical \( S \) (assuming both are diagonal matrices). In general, this does not necessarily hold for all \( p \) norms, but the empirical \( S \) always allows a larger volume of predictors than the “true” \( S \).

5 Analysis

In this section, we analyze scale invariant update rules in several ways. The analysis is structurally similar to that used for adaptive gradient descent [McMahan and Streeter, 2010, Duchi et al., 2011] with necessary differences to achieve scale invariance. We analyze the best solution in hindsight, the best solution in a transductive setting, and the best solution in an online setting. These settings are each a bit more difficult than the previous, and in each we prove regret bounds which are invariant to feature scales.

We consider algorithms updating according to \( w_{t+1} = w_t - A_t^{-1}g_t \), where \( g_t \) is the gradient of the loss at time \( t \) w.r.t. \( \ell \) at \( w_t \), and \( A_t \) is a sequence of \( d \times d \) symmetric positive (semi-)definite matrices that our algorithm can choose. Both algorithms 1 and 2 fit this general framework. Combining the convexity of the loss function and the definition of the update rule yields the following result.

Lemma 1.

\[
2R_T \leq (w_1 - w^*)^\top A_1 (w_1 - w^*) + \sum_{t=1}^{T} (w_t - w^*)^\top (A_{t+1} - A_t)(w_t - w^*) + \sum_{t=1}^{T} g_t^\top A_t^{-1}g_t.
\]

We defer all proofs to the appendix.

5.1 Best Choice of Conditioner in Hindsight

Suppose we start from \( w_1 = 0 \) and before the start of the algorithm, we would try to guess what is the best fixed matrix \( A \), so that \( A_t = A \) for all \( t \). In order to minimize regret, what would the best guess be? This was initially analyzed for adaptive gradient descent [McMahan and Streeter, 2010, Duchi et al., 2011]. Consider the case where \( A \) is a diagonal matrix.

Using lemma 1, for a fixed diagonal matrix \( A \) and with \( w_1 = 0 \), the regret bound is:

\[
R_T \leq \frac{1}{2} \sum_{i=1}^{d} \left( A_{ii}(w^*_i)^2 + \sum_{t=1}^{T} g_{ti}^2/A_{ii} \right).
\]

Taking the derivative w.r.t. \( A_{ii} \), we obtain:

\[
\frac{\partial}{\partial A_{ii}} \frac{1}{2} \sum_{i=1}^{d} \left( A_{ii}(w^*_i)^2 + \sum_{t=1}^{T} g_{ti}^2/A_{ii} \right) = \frac{1}{2} \left( (w^*_i)^2 - \sum_{t=1}^{T} g_{ti}^2/A_{ii}^2 \right).
\]

Solving for when this is 0, we obtain

\[
A_{ii}^* = \sqrt{\frac{\sum_{t=1}^{T} g_{ti}^2}{|w^*_i|}}.
\]
For this particular choice of $A$, then the regret is bounded by

$$R_T \leq \sum_{i=1}^{d} \left(|w_i^*| \sqrt{T \sum_{t=1}^{T} g_{ti}^2}\right).$$

We can observe that this regret is the same no matter the scaling of the inputs. For instance if any axis $i$ is scaled by a factor $s_i$, then $w_i^*$ would be a factor $1/s_i$ smaller, and the gradient $g_{ti}$ a factor $s_i$ larger, which would cancel out. Hence this regret can be thought as the regret the algorithm would obtain when all features have the same unit scale.

However, because of the dependency of $A$ on $w^*$, this does not give us a good way to approximate this with data we have observed so far. To remove this dependency, we can analyze for the best $A$ when assuming a worst case for $w^*$. This is the point at which the analysis here differs from the gradient descent where the dependence on $w^*$ when assuming a worst case for $w^*$ could potentially approximate this ideal choice using the information observed so far, e.g.,

$$A_{t,ii}^* = \frac{1}{C} \sqrt{\frac{\sum_{t=1}^{T} g_{ti}^2}{S_{ii}}}.$$

and the regret bound for this particular choice of $A$ is given by

$$R_T \leq C \sum_{i=1}^{d} \sqrt{\frac{S_{ii} \sum_{t=1}^{T} g_{ti}^2}{S_{ii}}},$$

Again the value of the regret bound does not change if the features are rescaled. This is most easily appreciated by considering a specific norm. The simplest case is for $p = \infty$ where the coefficients $S_{ii}$ can be defined directly in terms of the range of each feature, i.e., $S_{ii} = \max_{x_i} |x_i|^p$. Thus for $p = \infty$, we can choose

$$A_{ii}^* = \frac{1}{C} \sqrt{\sum_{t=1}^{T} g_{ti}^2 \max_{x_i \leq 1:T} |x_i|},$$

leading to a regret of

$$R_T \leq C \sum_{i=1}^{d} \sqrt{\frac{\sum_{t=1}^{T} g_{ti}^2}{\max_{x_i \leq 1:T} |x_i|}}.$$

The scale invariance of the regret bound is now readily apparent. This regret can potentially be order $O(d\sqrt{T})$.

### 5.2 $p = 2$ case

For $p = 2$, computing the coefficients $S_{ii}$ is more complicated, but if you have access to the actual coefficients $S_{ii}$, the regret is order $O(\sqrt{dT})$. This can be seen as follows. Let $g_t' = \frac{\partial}{\partial y} |y_t|_{S_{ii}}$ the derivative of the loss at time $t$ evaluated at the predicted $y_t$. Then $g_{ti} = g_t' x_{ti}$ and we can see that:

$$\sum_{i=1}^{d} \sqrt{S_{ii} \sum_{t=1}^{T} g_{ti}^2} = d \sum_{i=1}^{d} \frac{1}{\sqrt{d}} \sqrt{S_{ii} \sum_{t=1}^{T} g_{ti}^2} \leq d \sum_{i=1}^{d} \frac{1}{\sqrt{d}} S_{ii} \sum_{t=1}^{T} g_{ti}^2 = \sqrt{d} \sum_{i=1}^{d} S_{ii} \sum_{t=1}^{T} g_{ti}^2 = \sqrt{d} \sum_{t=1}^{T} g_{t}^2 \sum_{i=1}^{d} S_{ii} x_{ti}^2 \leq \sqrt{d} \sum_{t=1}^{T} g_{t}^2,$$

where the last inequality holds by assumption. For $p = 2$, we have $R_T \leq C\sqrt{d} \sum_{t=1}^{T} g_{t}^2$.

### 5.3 Adaptive Conditioner

Lemma 2 does not lead to a practical algorithm, since at time $t$, we only observed $g_{1:t}$ and $x_{1:t}$, when performing the update for $w_{t+1}$. Hence we would not be able to compute this optimal conditioner $A^*$. However it suggests that we could potentially approximate this ideal choice using the information observed so far, e.g.,

$$A_{t,ii} = \frac{1}{C} \sqrt{\frac{\sum_{s=1}^{t} g_{si}^2}{S_{ii}(t)}},$$

where $S^{(t)}$ is the diagonal matrix with minimum determinant s.t. $||S^{1/2} x_i||_p \leq 1$ for all $i \in 1:T$. There are two potential sources of additional regret in the above choice, one from truncating the sum of gradients, and the other from estimating the enclosing volume online.

#### 5.3.1 Transductive Case

To demonstrate that truncating the sum of gradients has only a modest impact on regret we first consider the transductive case, i.e., we assume we have access to all inputs $x_{1:T}$ that are coming in advance. However at time $t$, we do not know the future gradients $g_{t+1:T}$. Hence for this setting we could consider a 2-pass algorithm. On the first pass, compute the diagonal matrix $S$, and then on the second pass, perform adaptive gradient descent with the following conditioner at time $t$:

$$A_{t,ii} = \frac{1}{C} \sqrt{\frac{\sum_{j=1}^{t} g_{ji}^2}{S_{ii}}}.$$

We would like to be able to show that if we adapt the conditioner in this way, than our regret is not much worse than...
with the best conditioner in hindsight. To do so, we must introduce a projection step into the algorithm. The projection step enables us to bound the terms in lemma 1 corresponding to the use of a non-constant conditioner, which are related to the maximum distance between an intermediate weight vector and the optimal weight vector.

Define the projection $\Pi_{S,C,q}^\delta$ as

$$\Pi_{S,C,q}^\delta(w') = \arg\min_{w \in \mathbb{R}^d | ||w||_2 \leq C} (w - w')^\top A(w - w').$$

Utilizing this projection step in the update we can show the following.

**Theorem 1.** Let $S$ be the diagonal matrix with minimum determinant s.t. $||S^{1/2}x_i||_p \leq 1$ for all $i \in 1 : T$, and let $1/q = 1 - 1/p$. If we choose $A_i$ as in Equation 2 with $\eta = \sqrt{2}$ and use projection $w_{t+1} = \Pi_{S,C,q}^\delta(w_t - A_t^{-1}g_t)$ at each step, the regret is bounded by

$$R_T \leq 2C\sqrt{2} \sum_{i=1}^d \left[ S_{ij} \sum_{j=1}^T g_{ji}^2 \right].$$

We note that this is only a factor $2\sqrt{2}$ worse than when using the best fixed $A$ in hindsight, knowing all gradients in advance.

### 5.3.2 Streaming Case

In this section we focus on the case $p = \infty$.

The transductive analysis indicates that using a partial sum of gradients does not meaningfully degrade the regret bound. We now investigate the impact of estimating the enclosing ellipsoid with a diagonal matrix online using only observed inputs,

$$A_{t,ii} = \frac{1}{C\eta} \sqrt{\sum_{j=1}^t g_{ji}^2 \mathbf{1}_{j \in 1:t} |x_{ji}|}. \quad (3)$$

The diagonal approximation is necessary for computational efficiency in NAG.

Intuitively the worst case is when the conditioner in equation 3 differs substantially from the transductive conditioner of equation 2 over most of the sequence. This is reflected in the regret bound below which is driven by the ratio between the first non-zero value of an input $x_{ji}$ encountered in the sequence and the maximum value it obtains over the sequence.

**Theorem 2.** Let $p = \infty$, $q = 1$, and let $S^{(i)}$ be the diagonal matrix with minimum determinant s.t. $||S^{1/2}x_i||_p \leq 1$ for all $i \in 1 : t$. Let $\Delta_i = \frac{\max_{j \in 1:T} |x_{ji}|}{\mathbf{1}_{j \in t_0} |x_{ji}|}$, for $t_0$ the first timestep the $i^{th}$ feature is non-zero. If we choose $A_t$ as in Equation 3, $\eta = \sqrt{2}$ and use projection $w_{t+1} = \Pi_{S^{(i)},C,q}^\delta(w_t - A_t^{-1}g_t)$ at each step, the regret is bounded by

$$R_T \leq C \sum_{i=1}^d \left[ \frac{\sqrt{\sum_{j=1}^T g_{ji}^2}}{\max_{j \in 1:T} |x_{ji}|} \left( \frac{1 + 6\Delta_i + \Delta_i^2}{2\sqrt{2}} \right) \right].$$

Comparing theorem 2 with theorem 1 reveals the degradation in regret due to online estimation of the enclosing ellipsoid. Although an adversary can in general manipulate this to cause large regret, there are nontrivial cases for which theorem 2 provides interesting protection. For example, if the non-zero feature values for dimension $i$ range over $[s_i, 2s_i]$ for some unknown $s_i$, then $1 \leq \Delta_i \leq 2$ and the regret bound is only a constant factor worse than the best choice of conditioner in hindsight.

Because the worst case streaming scenario is when the initial sequence has much lower scale than the entire sequence, we can improve the bound if we weaken the ability of the adversary to choose the sequence order. In particular, we allow the adversary to choose the sequence $\{x_t, y_t\}_{t=1}^T$ but then we subject the sequence to a random permutation before processing it. We can show that with high probability we must observe a high percentile value of each feature after only a few datapoints, which leads to the following corollary to theorem 2.

**Corollary 1.** Let $\{x_t, y_t\}_{t=1}^T$ be an exchangeable sequence with $x_t \in \mathbb{R}^d$. Let $p = \infty$, $q = 1$, and let $S^{(i)}$ be the diagonal matrix with minimum determinant s.t. $||S^{1/2}x_i||_p \leq 1$ for all $i \in 1 : t$. Choose $\delta > 0$ and $\nu \in (0, 1)$. Let $\Delta_i = \frac{\max_{j \in 1:t} |x_{ji}|}{\mathbf{1}_{j \in t_0} |x_{ji}|}$, where

$$\tau = \left[ \frac{\log(d/\delta)}{\nu} \right].$$

If $R_{\text{max}}$ is the maximum regret that can be incurred on a single example, then choosing $\eta = \sqrt{2}$, and using projection $w_{t+1} = \Pi_{S^{(i)},C,q}^\delta(w_t - A_t^{-1}g_t)$ at each step, the regret is bounded by

$$R_T \leq \left[ \frac{\log(d/\delta)}{\nu} \right] R_{\text{max}} + C \sum_{i=1}^d \left[ \frac{\sqrt{\sum_{j=1}^T g_{ji}^2}}{\max_{j \in 1:T} |x_{ji}|} \left( \frac{1 + 6\Delta_i + \Delta_i^2}{2\sqrt{2}} \right) \right],$$

and with probability at least $(1 - \delta)$ over sequence realizations, for all $i \in 1 : d$,

$$\Delta_i \leq \frac{\max_{j \in 1:T} |x_{ji}|}{\text{Quantile}(\{ |x_{ji}| \}_{i=1}^{1, 1-\nu})},$$

where $\text{Quantile}(\cdot, 1 - \nu)$ is the $(1 - \nu)$-th quantile of a given sequence.

The quantity $R_{\text{max}}$ can be related to $C$, if when making predictions, we always truncate $w_t^\top x_i$ in the interval $[-C, C]$. For instance, for the hinge loss and logistic loss,
Table 1: Datasets used for experiments. CT Slice and MSD are regression tasks, all others are classification. The scale of a feature is defined as the maximum empirical absolute value, and the scale range of a dataset defined as the minimum and maximum feature scales.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>Features</th>
<th>Scale Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank</td>
<td>45,212</td>
<td>7</td>
<td>[31, 102127]</td>
</tr>
<tr>
<td>Census</td>
<td>199,523</td>
<td>13</td>
<td>[2, 99999]</td>
</tr>
<tr>
<td>Covertype</td>
<td>581,012</td>
<td>54</td>
<td>[1, 17173]</td>
</tr>
<tr>
<td>CT Slice</td>
<td>53,500</td>
<td>360</td>
<td>[0.158, 1]</td>
</tr>
<tr>
<td>MSD</td>
<td>463,715</td>
<td>90</td>
<td>[60, 65735]</td>
</tr>
<tr>
<td>Shuttle</td>
<td>43,500</td>
<td>9</td>
<td>[105, 13839]</td>
</tr>
</tbody>
</table>

\[ R_{\text{max}} \leq C+1 \] if we truncate our predictions this way. Similarly for the squared loss, \( R_{\text{max}} \leq 4C \max(C, \max_x |y_i|) \). Although in theory an adversary can manipulate the ratio between the maximum and an extreme quantile to induce arbitrarily bad regret (i.e. make \( \max_{x_i \in X} \frac{\text{Quantile}(\{|x_i|\}_{i=1}^N, 1-\delta)}{\text{Quantile}(\{|x_i|\}_{i=1}^N, 1-\nu)} \)) arbitrarily large even for small \( \nu \), in practice we can often expect this quantity to be close to 1\(^1\), and thus corollary 1 suggests that we may perform not much worse than when the scale of the features are known in advance. Our experiments demonstrate that this is the common behavior of the algorithm in practice.

6 Experiments

Table 2 compares a variant of the normalized learning rate rule to the adaptive gradient method [McMahan and Streeter, 2010, Duchi et al., 2011] with \( p = 2 \) and without projection step for both algorithms. For each data set we exhaustively searched the space of learning rates to optimize average progressive validation loss. Besides the learning rate, the learning rule was the only parameter adjusted between the two conditions. The loss function used depended upon the task associated with the dataset, which was either 0-1 loss for classification tasks or squared loss for regression tasks. For regression tasks, the loss is divided by the worst possible squared loss, i.e., \((\text{max} - \text{min})^2\).

The datasets utilized are: Bank, the UCI [Frank and Asuncion, 2010] Bank Marketing Data Set [Moro et al., 2011]; Census, the UCI Census-Income KDD Data Set; Covertype, the UCI Covertype Data Set; CT Slice, the UCI Relative Location of CT Slices on Axial Axis Data Set; MSD, the Million Song Database [Bertin-Mahieux et al., 2011]; and Shuttle, the UCI Statlog Shuttle Data Set. These were selected as

\[ \text{for instance, if } |x_{ij}| \text{ are exponentially distributed, } \Delta_i \text{ is roughly less than } \log(T/\delta)/\log(1/\nu) \text{ with probability at least } 1 - \delta, \text{ thus choosing } \nu = T^{-\alpha}, \text{ for } \alpha \in (0, 0.5] \text{ makes this a small constant of order } \alpha^{-1} \log(1/\delta), \text{ while keeping the first term involving } R_{\text{max}} \text{ order of } T^\alpha \leq \sqrt{T}. \]

\[ \text{Table 2: Comparison of NAG with Adaptive Gradient (AG) across several data sets. For each data set, the first line in the table contains the results using the original data, and the second line contains the results using a max-norm pre-normalized version of the original data. For both algorithms, } \eta^* \text{ is the optimal in-hindsight learning rate for minimizing progressive validation loss (empirically determined). Significance (bolding) was determined using a relative entropy Chernoff bound with a 0.1 probability of bound failure.} \]

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \eta^* )</th>
<th>Loss</th>
<th>( \eta^* )</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank</td>
<td>0.55</td>
<td>0.098</td>
<td>5.5 \times 10^{-3}</td>
<td>0.109</td>
</tr>
<tr>
<td>(Maxnorm)</td>
<td>0.55</td>
<td>0.099</td>
<td>0.061</td>
<td>0.099</td>
</tr>
<tr>
<td>Census</td>
<td>0.2</td>
<td>0.050</td>
<td>1.2 \times 10^{-6}</td>
<td>0.054</td>
</tr>
<tr>
<td>(Maxnorm)</td>
<td>0.25</td>
<td>0.050</td>
<td>8.3 \times 10^{-3}</td>
<td>0.051</td>
</tr>
<tr>
<td>Covertype</td>
<td>1.5</td>
<td>0.27</td>
<td>5.6 \times 10^{-7}</td>
<td>0.32</td>
</tr>
<tr>
<td>(Maxnorm)</td>
<td>1.5</td>
<td>0.27</td>
<td>0.2</td>
<td>0.27</td>
</tr>
<tr>
<td>CT Slice</td>
<td>2.7</td>
<td>0.0023</td>
<td>0.022</td>
<td>0.0023</td>
</tr>
<tr>
<td>(Maxnorm)</td>
<td>2.7</td>
<td>0.0023</td>
<td>0.022</td>
<td>0.0023</td>
</tr>
<tr>
<td>MSD</td>
<td>9.0</td>
<td>0.0110</td>
<td>5.5 \times 10^{-7}</td>
<td>0.0130</td>
</tr>
<tr>
<td>(Maxnorm)</td>
<td>9.0</td>
<td>0.0110</td>
<td>6.0</td>
<td>0.0108</td>
</tr>
<tr>
<td>Shuttle</td>
<td>7.4</td>
<td>0.036</td>
<td>7.5 \times 10^{-4}</td>
<td>0.040</td>
</tr>
<tr>
<td>(Maxnorm)</td>
<td>7.4</td>
<td>0.036</td>
<td>16.4</td>
<td>0.035</td>
</tr>
</tbody>
</table>

\[ \text{Table 3: (Online Mean Square Normalized) Comparison of NAG with Adaptive Gradient (AG) across several data sets. For each data set, the first line in the table contains the results using the original data, and the second line contains the results using a max-norm pre-normalized version of the original data. For both algorithms, } \eta^* \text{ is the optimal in-hindsight learning rate for minimizing progressive validation loss (empirically determined). Significance (bolding) was determined using a relative entropy Chernoff bound with a 0.1 probability of bound failure.} \]

<table>
<thead>
<tr>
<th>Dataset</th>
<th>sNAG ( \eta^* )</th>
<th>Loss</th>
<th>( \eta^* )</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank</td>
<td>0.3</td>
<td>0.098</td>
<td>5.5 \times 10^{-3}</td>
<td>0.109</td>
</tr>
<tr>
<td>(Sq norm)</td>
<td>0.3</td>
<td>0.098</td>
<td>0.033</td>
<td>0.097</td>
</tr>
<tr>
<td>Census</td>
<td>0.11</td>
<td>0.050</td>
<td>1.2 \times 10^{-6}</td>
<td>0.054</td>
</tr>
<tr>
<td>(Sq norm)</td>
<td>0.11</td>
<td>0.050</td>
<td>1.6 \times 10^{-3}</td>
<td>0.048</td>
</tr>
<tr>
<td>Covertype</td>
<td>2.2</td>
<td>0.28</td>
<td>5.6 \times 10^{-7}</td>
<td>0.32</td>
</tr>
<tr>
<td>(Sq norm)</td>
<td>2.7</td>
<td>0.28</td>
<td>0.04</td>
<td>0.28</td>
</tr>
<tr>
<td>CT Slice</td>
<td>2.7</td>
<td>0.0019</td>
<td>0.022</td>
<td>0.0023</td>
</tr>
<tr>
<td>(Sq norm)</td>
<td>2.7</td>
<td>0.0019</td>
<td>0.0067</td>
<td>0.0019</td>
</tr>
<tr>
<td>MSD</td>
<td>7.4</td>
<td>0.0119</td>
<td>5.5 \times 10^{-7}</td>
<td>0.0130</td>
</tr>
<tr>
<td>(Sq norm)</td>
<td>7.4</td>
<td>0.0118</td>
<td>0.05</td>
<td>0.0120</td>
</tr>
<tr>
<td>Shuttle</td>
<td>11</td>
<td>0.026</td>
<td>7.5 \times 10^{-4}</td>
<td>0.040</td>
</tr>
<tr>
<td>(Sq norm)</td>
<td>9</td>
<td>0.026</td>
<td>0.818</td>
<td>0.026</td>
</tr>
</tbody>
</table>
Figure 2: A comparison of performance of NAG and pre-normed AG. The results are identical, indicating that NAG effectively obsoletes pre-normalization.

Public datasets plausibly exhibiting varying scales or lack of normalization. On other pre-normalized datasets which are publicly available, we observed relatively little difference between these update rules. To demonstrate the effect of pre-normalization on these data sets, we constructed a pre-normalized version of each one by dividing every feature by its maximum empirical absolute value.

Some trends are evident from table 2. First, the normalized learning rule (as expected) has highest impact when the individual feature scales are highly disparate, such as data assembled from heterogeneous sensors or measurements. For instance, the CT slice data set exhibits essentially no difference; although CT slice contains physical measurements, they are histograms of raw readings from a single device, so the differences between feature ranges is modest (see table 1). Conversely the Covertype dataset shows a 5% decrease in multiclass 0-1 loss over the course of training. Covertype contains some measurements in units of meters and others in degrees, several “hillshade index” values that range from 0 to 255, and categorical variables.

The second trend evident from table 2 and reproduced in figure 3 is that the optimal learning rate is both closer to 1 in absolute terms, and varies less in relative terms, between data sets. This substantially eases the burden of tuning the learning rate for high performance. For example, a randomized search [Bergstra and Bengio, 2012] is much easier to conduct given that the optimal value is extremely likely to be within [0.01, 10] independent of the data set.

The last trend evident from table 2 is the typical indifference of the normalized learning rate to pre-normalization, specifically the optimal learning rate and resulting progressive validation loss. In addition pre-normalization effectively eliminates the difference between the normalized and Adagrad updates, indicating that the online algorithm achieves results similar to the transductive algorithm for max norm.

For comprehensiveness, we also compared sNAG with a squared norm pre-normalizer, and found the story much the same in table 3. In particular sNAG dominated AG on most of the datasets and performed similarly to AG when the data was pre-normalized with a squared norm (standard deviation). It is also interesting to observe that sNAG performs slightly better than NAG on a few datasets, agreeing with our intuition that it should be more robust to outliers. Empirically, sNAG appears somewhat more robust than NAG at the cost of somewhat more computation.

7 Summary

We evaluated performance of Normalized Adaptive Gradient (NAG) on the most difficult unnormalized public datasets available and found that it provided performance similar to Adaptive Gradient (AG) applied to pre-normalized datasets while simultaneously collapsing the range hyperparameter search required to achieve good performance. Empirically, this makes NAG a capable and reliable learning algorithm.

We also defined a scaling adversary and proved that our algorithm is robust and efficient against this scaling adversary unlike other online learning algorithms.
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**Abstract**

A recent result has demonstrated that the Bethe partition function always lower bounds the true partition function of binary, log-supermodular graphical models. We demonstrate that these results can be extended to other interesting classes of graphical models that are not necessarily binary or log-supermodular: the ferromagnetic Potts model with a uniform external field and its generalizations and special classes of weighted graph homomorphism problems.

**1 Introduction**

A standard inference problem is to compute the partition function, or normalizing constant, of a given graphical model. As computing the partition function of an arbitrary graphical model is NP-hard, the partition function is often replaced by a more tractable approximation. A popular approximation to the partition function, due to its relationship to the belief propagation algorithm and its practical performance, is given by the Bethe partition function from statistical physics. However, the relationship between the Bethe partition function and the true partition function is difficult to characterize for an arbitrary graphical model.

Using a combinatorial characterization of the Bethe partition function from (Vontobel, 2013), we recently demonstrated that there exist nice families of graphical models for which the Bethe partition function provably lower bounds the true partition function (Ruozzi, 2012). Specifically, for binary graphical models, whenever the potential functions of the graphical model are all log-supermodular, the Bethe partition function always lower bounds the true partition function. As an example, the partition function of the ferromagnetic Ising model with an arbitrary external field can be expressed as the partition function of a log-supermodular function. In a very technical sense, these results can be extended beyond binary graphical models to other models over finite distributive lattices (e.g., any finite totally ordered set) as every finite distributive lattice is isomorphic to a sublattice of the Boolean lattice over \(\{0, 1\}^n\) for some \(n\) (Alon and Spencer, 2000). However, natural candidates for non-binary graphical models, such as the ferromagnetic Potts model, for which one might suspect that the Bethe partition function again provides a lower bound are not log-supermodular in this sense.

In this work, we show that the results of Ruozzi (2012) can be extended to provide bounds on the Bethe partition function of other, not necessarily binary or log-supermodular, graphical models. Specifically, we show that the partition functions of certain graphical models can be equivalently expressed as the partition functions of log-supermodular graphical models over possibly different factor graphs and state spaces. Under certain conditions, this log-supermodular transformation can then be exploited to prove that, again, the Bethe partition function always provides a lower bound on the true partition function.

The models considered in this work include the ferromagnetic Potts model (with some restrictions on the choice of external field), generalizations of the ferromagnetic Potts model to matroids, certain weight enumerators of linear codes, and a subset of graphical models for the weighted graph homomorphism problem. For these models, we demonstrate that the Bethe partition function always provides a lower bound on the true partition function that is provably tighter than the lower bound corresponding to the naïve mean-field partition function.

This paper is organized as follows. In Section 2, we review the relevant background material: graphical models, graph covers, and approximate partition functions. In Section 4, we motivate the results in this work.
by looking at the simple case of pairwise binary graphical models. In Section 5, we show that the Bethe free energy provides a lower bound on the partition function of the ferromagnetic Potts model with a uniform external field, demonstrating by counter example that the results do not hold for arbitrary external fields. In addition, we show that similar results are true for several common generalizations of the ferromagnetic Potts model that include certain weight enumerators of linear codes. In Section 6, we consider the problem of counting weighted graph homomorphisms and demonstrate that the Bethe partition function provides a lower bound under certain restrictions on the target graph. Finally, we conclude with a short discussion in Section 7.

2 Graphical Models

Let \( f : \mathcal{X}^n \to \mathbb{R}_{\geq 0} \) be a non-negative function where \( \mathcal{X} \) is a finite set. A function \( f \) factors with respect to a hypergraph \( G = (V, \mathcal{A}) \), if there exist potential functions \( \phi_i : \mathcal{X} \to \mathbb{R}_{\geq 0} \) for each \( i \in V \) and \( \psi_{\alpha} : \mathcal{X}^{[\alpha]} \to \mathbb{R}_{\geq 0} \) for each \( \alpha \in \mathcal{A} \) such that

\[
 f(x_1, \ldots, x_n) = \prod_{i \in V} \phi_i(x_i) \prod_{\alpha \in \mathcal{A}} \psi_{\alpha}(x_\alpha).
\]

The graph \( G \) together with the collection of potential functions \( \phi \) and \( \psi \) define a graphical model that we will denote as \( (G; \phi, \psi) \). For a given graphical model \( (G; \phi, \psi) \), we are interested in computing the partition function

\[
 Z(G; \phi, \psi) = \sum_{x \in \mathcal{X}^{|V|}} \left[ \prod_{i \in V} \phi_i(x_i) \prod_{\alpha \in \mathcal{A}} \psi_{\alpha}(x_\alpha) \right].
\]

In general, computing the partition function is an NP-hard problem, but in practice, local message-passing algorithms based on approximations from statistical physics, such as loopy belief propagation, produce reasonable estimates in many settings.

2.1 Graph Covers

Graph covers have played an important role in our understanding of inference in graphical models (Vontobel, 2013; Vontobel and Koetter, 2005), and in particular, they are intimately related to the approximations of the partition function that we will consider in this work. Roughly speaking, if a graph \( H \) covers a graph \( G \), then \( H \) looks locally the same as \( G \).

**Definition 2.1.** A graph \( H \) covers a graph \( G = (V, E) \) if there exists a graph homomorphism \( h : H \to G \) such that for all vertices \( i \in G \) and all \( j \in h^{-1}(i) \), \( h \) maps the neighborhood \( \partial i \) of \( j \) in \( H \) bijectively to the neighborhood \( \partial i \) of \( i \) in \( G \).

![Figure 1: An example of a graph cover. The nodes in the cover are labeled for the node that they copy in the base graph.](image)

If \( h(j) = i \), then we say that \( j \in H \) is a copy of \( i \in G \). Further, \( H \) is said to be an \( M \)-cover of \( G \) if every vertex of \( G \) has exactly \( M \) copies in \( H \). For an example of a graph cover, see Figure 1.

We will typically represent the hypergraph \( G = (V, \mathcal{A}) \) as a factor graph: a graph with a variable node for each vertex \( i \in V \), a factor node for each \( \alpha \in \mathcal{A} \), and an edge from \( i \in V \) to \( \alpha \in \mathcal{A} \) if and only if \( i \in \alpha \). In this way, the above definition of graph covers can easily be extended to hypergraphs.

For a connected hypergraph \( G = (V, \mathcal{A}) \), each \( M \)-cover consists of a variable node for each of the \( M|V| \) variables, a factor node for each of the \( M|A| \) factors, and an edge joining each distinct copy of \( i \in V \) to a distinct copy of \( \alpha \in A \) whenever \( i \in \alpha \).

To any \( M \)-cover \( H = (V^H, \mathcal{A}^H) \) of \( G \) given by the homomorphism \( h \), we can associate a collection of potentials: the potential at node \( i \in V^H \) is equal to \( \phi_h(i) \), the potential at node \( h(i) \in G \), and for each \( \alpha \in \mathcal{A}^H \), we associate the potential \( \psi_h(\alpha) \). In this way, we can construct a function \( f^H : \mathcal{X}^{|V|} \to \mathbb{R}_{\geq 0} \) such that \( f^H \) factorizes over \( H \). We will say that the graphical model \( (H; \phi^H, \psi^H) \) is an \( M \)-cover of the graphical model \( (G; \phi, \psi) \) whenever \( H \) is an \( M \)-cover of \( G \) and \( \phi^H \) and \( \psi^H \) are derived from \( \phi \) and \( \psi \) as above.

Finally, it will be convenient to express \( f^H \) as a function over \( M \) vectors in the set \( \mathcal{X}^{|V|} \). We can partition the vertex set \( V^H \) into \( M \) disjoint sets \( V_1, \ldots, V_M \) such that each set contains exactly one copy of each vertex in the graph \( G \). Then, without loss of generality, any \( x \in \mathcal{X}^{|V|} \) can be expressed as \( x^1, \ldots, x^M \in \mathcal{X}^{|V|} \) where \( x^m \) is an assignment to the variables in \( V_m \) for all \( m \in \{1, \ldots, M\} \). In this case, we will write \( f^H(x) = f^H(x^1, \ldots, x^M) \).

2.2 The Bethe Approximation

The Bethe free energy is a standard approximation to the so-called Gibbs free energy that is motivated by ideas from statistical physics. At temperature \( T = 1 \),
the Bethe approximation, is defined as follows.

\[
\log Z_B(G, \tau; \phi, \psi) = \sum_{i \in V} \tau_i(x_i) \log \phi_i(x_i) \\
+ \sum_{a \in A} \sum_{x_a} \tau_a(x_a) \log \psi_a(x_a) \\
- \sum_{i \in V} \sum_{x_i} \tau_i(x_i) \log \tau_i(x_i) \\
- \sum_{a \in A} \sum_{x_a} \tau_a(x_a) \log \prod_{i \in a} \tau_i(x_i)
\]

for \( \tau \) in the local marginal polytope,

\[
\mathcal{T} \triangleq \{ \tau \geq 0 \mid \forall \alpha \in A, i \in \alpha, \sum_{x_{\alpha \setminus i}} \tau_a(x_a) = \tau_i(x_i) \}
\]

and \( \forall i \in V, \sum_{x_i} \tau_i(x_i) = 1 \} \).

The Bethe partition function is defined to be the maximum value achieved by this approximation over \( \mathcal{T} \).

\[
Z_B(G; \phi, \psi) = \max_{\tau \in \mathcal{T}} Z_B(G, \tau; \phi, \psi)
\]

The primary reason for the popularity of this approximation is that fixed points of the belief propagation algorithm correspond to stationary points of \( \log Z_B(G, \tau; \phi, \psi) \) over \( \mathcal{T} \) (Yedidia et al., 2005). As such, all fixed points of the belief propagation algorithm provide a lower bound on the Bethe partition function. Our goal is to better understand the relationship between the Bethe partition function and the true partition function for different graphical models.

A recent theorem of Vontobel (2013) provides a combinatorial characterization of the Bethe partition function in terms of graph covers.

**Theorem 2.2.**

\[
Z_B(G; \phi, \psi) = \limsup_{M \to \infty} \sqrt{M} \sum_{H \in C^M(G)} \frac{Z(H; \phi^H, \psi^H)}{|C^M(G)|}
\]

where \( C^M(G) \) is the set of all \( M \)-covers of \( G \).

**Proof.** See Theorem 33 of (Vontobel, 2013). \( \square \)

This characterization suggests that bounds on the partition functions of individual graph covers can be used to bound the Bethe partition function. This was the approach taken in (Ruozzi, 2012) and the approach that we will take in this work.

### 2.3 The Naive Mean-Field Approximation

Another typical approximation, sometimes referred to as the naive mean-field approximation, is to further restrict the local marginal polytope, the set \( \mathcal{T} \) in the definition of the Bethe approximation, so that \( \tau_a(x_a) = \prod_{i \in a} \tau_i(x_i) \) for all \( a \in A \).

As it is simply a specialization of \( Z_B \), we must have that \( Z_{MF}(G; \phi, \psi) \leq Z_B(G; \phi, \psi) \). However, this does not mean that the mean-field partition function is necessarily a worse approximation to the true partition function \( Z(G; \phi, \psi) \), and unlike the Bethe partition function, the mean-field partition function always provides a lower bound on the true partition function (Jordan et al., 1999). More details about the mean-field approximation, its relationship to the Bethe approximation, and some experimental comparisons can be found in (Weiss, 2001).

### 3 Log-supermodularity and Lower Bounds

For a given graphical model \( (G; \phi, \psi) \), we are interested in the relationship between the true partition function, \( Z(G; \phi, \psi) \), and the Bethe approximation \( Z_B(G; \phi, \psi) \). In general, \( Z_B(G; \phi, \psi) \) can be either an upper or a lower bound on the true partition function, but for special families of graphical models, \( Z_B(G; \phi, \psi) \) is always a lower bound on \( Z(G; \phi, \psi) \). In particular, this is true whenever the graphical model consists of only log-supermodular potentials.

**Definition 3.1.** A function \( f : \{0,1\}^n \to \mathbb{R}_{\geq 0} \) is called supermodular if for all \( x, y \in \{0,1\}^n \)

\[
f(x) + f(y) \leq f(x \land y) + f(x \lor y)
\]

where \( (x \land y)_i = \min\{x_i, y_i\} \) and \( (x \lor y)_i = \max\{x_i, y_i\} \).

**Definition 3.2.** A function \( f : \{0,1\}^n \to \mathbb{R}_{\geq 0} \) is called log-supermodular if for all \( x, y \in \{0,1\}^n \)

\[
f(x)f(y) \leq f(x \land y)f(x \lor y).
\]

**Definition 3.3.** A graphical model \((G; \phi, \psi)\) is log-supermodular if for all \( \alpha \in A \), \( \psi_\alpha(x_\alpha) \) is log-supermodular.

The definition of submodular and log-submodular functions are obtained by reversing the inequality in (1) and (2) respectively. Log-supermodular functions have a number of special properties: the family is closed under multiplication and marginalization. In addition, they can be maximized in polynomial time. However, in general, computing (or even approximating) the partition function of a log-supermodular graphical model is computationally intractable (Goldberg and Jerrum, 2010).
For any collection of vectors \( x^1, \ldots, x^M \in \{0, 1\}^n \) let \( x^{[1]}, \ldots, x^{[M]} \) denote the collection of vectors such that for all \( i \in \{1, \ldots, n\} \) and all \( m \in \{1, \ldots, M\} \), \( x^{[m]}_i \) is the \( m \)th largest element among \( x^1_i, \ldots, x^n_i \). Equivalently, if \( x^1, \ldots, x^M \) are the columns of some matrix \( B \), then \( x^{[1]}, \ldots, x^{[M]} \) are the columns of the matrix obtained from \( B \) by sorting the elements in each row from greatest to least.

In Ruozzi (2012), the following correlation inequality was proven for log-supermodular functions.

**Theorem 3.4.** Let \( f_1, \ldots, f_M : \{0, 1\}^n \to \mathbb{R}_{\geq 0} \) and \( g : \{0, 1\}^M \to \mathbb{R}_{\geq 0} \) be nonnegative real-valued functions such that \( g \) is log-supermodular. If for all \( x^1, \ldots, x^M \in \{0, 1\}^n \),

\[
g(x^1, \ldots, x^M) \leq \prod_{m=1}^M f_m(x^{[m]}),
\]

then

\[
\sum_{x^1, \ldots, x^M \in \{0, 1\}^n} g(x^1, \ldots, x^M) \leq \prod_{m=1}^M \left[ \sum_{x \in \{0, 1\}^n} f_m(x) \right].
\]

Applying this theorem to log-supermodular factorizations, with a bit of rewriting, yields the following theorem.

**Theorem 3.5.** If \((G; \phi, \psi)\) is a log-supermodular graphical model, then for any \( M \)-cover, \((H; \phi^H, \psi^H)\), of \((G; \phi, \psi)\), \(Z(H; \phi^H, \psi^H) \leq Z(G; \phi, \psi)^M\).

**Corollary 3.6.** If \((G; \phi, \psi)\) is a log-supermodular graphical model, then

\[
Z_{\text{MF}}(G; \phi, \psi) \leq Z_B(G; \phi, \psi) \leq Z(G; \phi, \psi).
\]

As the value of the Bethe approximation at any of the fixed points of BP is always a lower bound on \(Z_B(G; \phi, \psi)\), \(Z_B(G, \tau; \phi, \psi) \leq Z(G; \phi, \psi)\) for any fixed point of the BP algorithm, with corresponding beliefs \(\tau\), as well. Note however, that the inequality between \(Z_B(G, \tau; \phi, \psi)\) and the mean-field approximation is only guaranteed to hold for the optimal choice of \(\tau\) in the local marginal polytope.

### 4 Pairwise Binary Models

In practice, many graphical models are not naturally formulated as log-supermodular models, but Theorem 3.5 is a statement only about log-supermodular functions. We want to understand when we can use Theorem 3.5 to obtain bounds on \(Z_B\), even when the graphical model is not log-supermodular. In this section, we motivate the results in this work by first examining this question for the special case of pairwise binary graphical models (i.e., \(X = \{0, 1\}\) and \(|\alpha| = 2\) for all \(\alpha \in A\)). As each factor of a pairwise model depends exactly two variables, the hypergraph \(G = (V, A)\) can be represented as a standard graph, and we will abuse notation and write \(G = (V, E)\) in this case.

We can sometimes convert a graphical model that is not log-supermodular into a log-supermodular one by a change of variables (e.g., for a fixed \(I \subseteq V\), a change of variables that sends \(x_i \mapsto 1 - x_i\) for each \(i \in I\) and \(x_i \mapsto x_i\) for each \(i \in V \setminus I\)). These functions are the log-supermodular analog of the “switching supermodular” and “permuted submodular” functions considered in Crama and Hammer (2011) and Schlesinger (2007) respectively.

To illustrate this idea, consider the special case of log-submodular, bipartite graphical models. A graph \(G = (V, E)\) is bipartite if the vertex set can be partitioned into two sets \(A \subseteq V\) and \(B = V \setminus A\) such that \(A\) and \(B\) are independent sets (i.e., there are no edges between any two vertices \(v_1, v_2 \in A\) and similarly for \(B\)). We will denote bipartite graphs as \(G = (A, B, E)\).

Let \(G = (A, B, E)\) be a bipartite graph\(^1\) and suppose that \((G; \phi, \psi)\) is a pairwise binary, log-submodular graphical model. For each edge \((a, b) \in E\) with \(a \in A\) and \(b \in B\) and all \(x_a, x_b\), define \(\psi'_{ab}(x_a, x_b) \triangleq \psi_{ab}(x_a, 1 - x_b)\). Similarly, for each \(b \in B\) and all \(x_a\), define \(\phi'(x_b) \triangleq \phi(1 - x_b)\). Finally, for each \(a \in A\) and all \(x_a\), define \(\phi'(x_a) \triangleq \phi(x_a)\). Observe that \(\psi'_{ab}\) is a log-supermodular function whenever \(\psi_{ab}\) is a log-submodular function.

The new graphical model, \((G; \phi', \psi')\) is a pairwise binary, log-supermodular graphical model that is obtained from the original model via a change of variables. Consequently, both graphical models have the same partition functions and the same Bethe partition functions, and we can apply Theorem 3.5 to conclude that

\[
Z(G; \phi, \psi) = Z(G; \phi', \psi') \geq Z_B(G; \phi', \psi') = Z_B(G; \phi, \psi).
\]

### 5 The Potts and Random Cluster Models

As a first example of a family of graphical models with non-binary state spaces for which the Bethe partition function provides a lower bound on the true partition function, we consider the Potts model (with no external field) from statistical physics. For a fixed graph \(G = (V, E)\), a positive integer \(q\), and a vector of spins

\(^1\)Factor graphs are always bipartite, but here we are requiring that the graph \(G\) is bipartite when represented as a standard graph.
$\sigma \in \{1, \ldots, q\}^{|V|}$, 
\[
f_{\text{Potts}}^G(\sigma; q, J) = \prod_{(i,j) \in E} e^{J_{ij} \delta(\sigma_i, \sigma_j)}
\]
where each edge $(i,j) \in E$ is weighted by $J_{ij} \in \mathbb{R}$ and the notation emphasizes the dependence on the model parameters $J$ and $q$. When $J_{ij} > 0$ for all $(i,j) \in E$, the model is said to be ferromagnetic (i.e., neighboring spins prefer to align), and the model is said to be antiferromagnetic if $J_{ij} < 0$ for all $(i,j) \in E$.

The case $q = 2$ corresponds to the Ising model. Each pairwise potential in the ferromagnetic Ising model is log-supermodular, so we can immediately apply Theorem 3.5 in order to show that $Z_B$ gives a lower bound on the partition function. However, when $q > 2$ the pairwise potential functions need not be log-supermodular, even in the ferromagnetic case.

Our goal in this section is to show that, like switching log-supermodular functions, the ferromagnetic Potts model is also a log-supermodular function in disguise. Unlike the pairwise binary case, we will need more than variable switching in order to produce a log-supermodular function. First, we observe that the partition function of the ferromagnetic Potts model can be equivalently formulated as the partition function of a closely related model in statistical physics, the random cluster model.

The random cluster model is a measure over subsets of edges of the graph $G = (V,E)$ and is related to measures that arise in the study of percolation problems. For any subset $A \subseteq E$ and nonnegative weights $p_{ij}$, 
\[
f_{\text{rc}}^G(A; q, p) = q^{k_G(A)} \prod_{(i,j) \in A} p_{ij}
\]
where $q$ is as above and $k_G(A)$ is the number of connected components of the graph $G = (V,A)$. If $q$ is a positive integer, $J_{ij} \geq 0$ for all $(i,j) \in E$, and $p_{ij} = e^{J_{ij}} - 1$ for all $(i,j) \in E$, then $Z_{\text{rc}}(G; q, p) = Z_{\text{Potts}}(G; q, J)$. A short proof of this standard result from statistical physics can be found in Appendix A, and more details about the Potts model and its relationship to the random cluster model can be found in (Sokal, 2005) and (Grimmert, 2006).

### 5.1 Lower Bounds

As $k_G(A)$ is a supermodular function (here, think of $A$ as being represented by its 0-1 indicator vector), $q^{k_G(A)}$ is a log-supermodular function. From this, we can conclude that $f_{\text{rc}}^G$ is a log-supermodular function whenever $e^{J_{ij}} - 1 > 0$ for all $(i,j) \in E$.

Notice that $f_{\text{rc}}^G$ does not factor over $G$ as $q^{k_G(A)}$ depends on the entire set $A$. In fact, the factor graph corresponding to $f_{\text{rc}}^G$ is a tree: it has one factor node that is adjacent to all of the variable nodes. Although the Bethe free energy is exact for this model, computing the partition function remains computationally intractable. Instead, we will exploit the theoretical equivalence of the two partition functions to show that for any cover $(H; q, J^H)$ of the ferromagnetic Potts model $(G; q, J)$, $Z_{\text{Potts}}(H; q, J^H) \leq Z_{\text{Potts}}(G; q, J)^M$.

Specifically, we will show how to apply Theorem 3.4 directly to the random cluster partition function corresponding to each cover of $(G; q, J)$ in order to show the desired inequality for the Potts model. See the end of Section 2.1 for a reminder of the notation related to graph covers.

**Lemma 5.1.** Let $(H; q, J^H)$ be an $M$-cover of the Potts model $(G; q, J)$. For any $A = (A^1, \ldots, A^M) \subseteq E^H$, 
\[
f_{\text{rc}}^H(A^1, \ldots, A^M; q, p^H) \leq \prod_{m=1}^M f_{\text{rc}}^G(A^m; q, p)
\]
whenever $q \geq 1$ and $p_{ij} = e^{J_{ij}} - 1 \geq 0$ for all $(i,j) \in E^G$.

**Proof.** We will show that for any $M$-cover, $H$, of $G$, 
\[
k_H(A^1, \ldots, A^M) \leq \sum_{m=1}^M k_G(A^m).
\]
The result will then follow from the definition of $f_{\text{rc}}$ and the definition of $H$.

We prove this by induction on $|A|$, the number of edges in the set $A$. For the base case, $|A| = 0$, $k_H(\emptyset) = \sum_{m=1}^M k_G(\emptyset)$. Now, suppose $|A| > 0$. Fix one edge in $A = (A^1, \ldots, A^M)$ and let $B = (B^1, \ldots, B^M)$ be the edges of its corresponding connected component. There are two possibilities. First, if $B = A$, then the result follows from the observation that $\sum_{m=1}^M k_G(A^m) \geq \eta - 1 + k_H(A^1, \ldots, A^M)$ where $\eta$ is the maximum element of the vector given by $\sum_{m=1}^M A^m$. Otherwise, if $B \neq A$, let $C = A \setminus B$. With the notation that $C = (C^1, \ldots, C^M)$, 
\[
k_H(A) = k_H(B) + k_H(C) - |V^H|
\]
\[
\leq \sum_{m=1}^M k_G(B^m) + \sum_{m=1}^M k_G(C^m) - |V^H|
\]
\[
\leq \sum_{m=1}^M k_G(A^m) + \sum_{m=1}^M k_G(\emptyset) - |V^H|
\]
\[
= \sum_{m=1}^M k_G(A^m)
\]
where (a) follows from the induction hypothesis and (b) follows from the supermodularity of $k_G$. \( \square \)
Theorem 5.2. For the ferromagnetic Potts model with \( q \geq 1 \),

\[
Z_{\text{MF}}(G; J, q) \leq Z_B(G; J, q) \leq Z_{\text{Potts}}(G; J, q).
\]

Proof. By Lemma 5.1 and Theorem 3.4,

\[
Z_{\text{rec}}(H; q, p^H) \leq Z_{\text{rec}}(G; q, p)^M
\]

for any \( M \)-cover \((H; q, J^H)\) of \((G; q, J)\) with \( p_{ij} = e^{J_{ij}} - 1 \) for all \((i, j) \in E^G\) and \( p^H_{ij} = e^{J^H_{ij}} - 1 \) for all \((i, j) \in E^H\).

The proof then follows from the equivalence between \( Z_{\text{Potts}} \) and \( Z_{\text{rec}} \) and the characterization of \( Z_B \) in Theorem 2.2.

5.2 Potts Models with External Fields

Unlike the results of Ruozzi (2012) for the ferromagnetic Ising model, the results of Section 5.1 do not hold in the case that there is an arbitrary external field (i.e., arbitrary self-potentials). As an example, consider an instance of the ferromagnetic Potts model with an external field that factors over the graph in Figure 2.

\[
f(x) = \prod_{k=1}^{3} e^{h_k x_k} \prod_{i \neq j} e^{2d(x_i, x_j)}
\]

where the vectors \( h^1, h^2, \) and \( h^3 \) are defined as follows.

\[
h^1 = \begin{bmatrix} e^2 \\ e^{-1} \\ e^{-1} \end{bmatrix} \quad h^2 = \begin{bmatrix} e^{-1} \\ e^2 \\ e^{-1} \end{bmatrix} \quad h^3 = \begin{bmatrix} e^{-1} \\ e^{-1} \\ e^2 \end{bmatrix}
\]

For this simple model, we can compute \( Z_B \) and \( Z \) exactly: \( Z_B - Z \approx 973.046 \).

In general, the Potts model becomes much more difficult to analyze when there is an external field. However, for uniform external fields, we can extend the results of Section 5.1. Consider the following generalization of the Potts model for a given \( h \in \mathbb{R}^d \).

\[
f_{\text{Potts} +}^G(\sigma; J, q, h) = \prod_{k \in V} e^{h_k} \prod_{(i, j) \in E} e^{J_{ij} \delta(\sigma_i, \sigma_j)}
\]

The corresponding random cluster representation is given by

\[
f_{\text{rc} +}^G(A; q, p, h) = \prod_{C \in \text{comp}(A)} \left[ \sum_{w=1}^{q} e^{h_w |V(C)|} \right] \prod_{(i, j) \in A} p_{ij}
\]

where \( \text{comp}(A) \) is the set of connected components of the graph \((V, A)\) and \( V(C) \) is the set of vertices contained in the connected component \( C \).

The equivalence between \( Z_{\text{Potts} +} \) and \( Z_{\text{rc} +} \) for appropriate choices of the parameters can be verified by the same techniques used in Appendix A. As before, \( f_{\text{rc} +}^G \) is a log-supermodular function of \( A \), though the proof of this statement is non-trivial (see Theorem III.1 of (Biskup et al., 2000)). The analogs of Lemma 5.1 and Theorem 5.2 for this more general model can be proven by using the same arguments as before with minimal modification; we omit the proofs due to space constraints.

Lemma 5.3. Let \((H; q, J^H, h^H)\) be an \( M \)-cover of the extended Potts model \((G; q, J, h)\). For any \( A = (A^1, \ldots, A^M) \subseteq E^H \),

\[
f_{\text{rc} +}^H(A^1, \ldots, A^M; q, p^H, h^H) \leq \prod_{m=1}^{M} f_{\text{rc} +}^G(A^{|m|}; q, p, h)
\]

whenever \( q \geq 1 \) and \( p_{ij} = e^{J_{ij}} - 1 \geq 0 \) for all \((i, j) \in E^G\).

Theorem 5.4. For the extended ferromagnetic Potts model with \( q \geq 1 \),

\[
Z_{\text{MF}}(G; J, q, h) \leq Z_B(G; J, q, h) \leq Z_{\text{Potts} +}(G; J, q, h)
\]

5.3 Generalizations to Matroids

Theorem 5.2 and Lemma 5.1 can be extended, with arguments analogous to those in Appendix A, to Potts models defined on hypergraphs as considered in Goldberg and Jerrum (2010). The Potts and random cluster models (like the closely related Tutte polynomial) can also be generalized to matroids Sokal (2005). In this section, we describe the generalization to linear matroids and demonstrate the analog of Lemma 5.1 in this case.

Let \( S \) be a matrix over \( GF(q) \) for some prime power \( q \) whose rows are indexed by the set \( V^S \) and whose columns are indexed by the set \( \mathcal{A}^S \). The columns of \( S \) define a matroid with corresponding rank function \( r_S(A) \) which is defined to be the rank, over \( GF(q) \), of the submatrix formed by the columns indexed in \( A \subseteq \mathcal{A}^S \). For \( \sigma \in \{1, \ldots, q\}^{\text{V}^S} \), the normalized Potts model corresponding to this matroid is

\[
f_{\text{Potts} +}^S(\sigma; q, J) = \frac{1}{q^{|V^S|}} \prod_{\alpha \in \mathcal{A}^S} \exp \left[ J_{\alpha} \delta \left( \sum_{i \in V^S} S_{\alpha i} \sigma_i, 0 \right) \right]
\]
where $\delta(\sum_i S_{i,\alpha} \sigma_i, 0) = 1$ if $\sum_i S_{i,\alpha} \sigma_i \equiv 0$ over $GF(q)$. Notice that the elements of $S$ form the vertex-edge incidence matrix of a hypergraph $G^S = (V^S, A^S)$. As a result, we will denote the graphical model for this generalization as $(S; q, J)$.

The partition function of the Potts model for the matroid over $S$ can also be expressed as the partition function of an appropriate generalization of the random cluster model. For each $A \subseteq A^S$, the normalized random cluster model over $S$ is given by

$$ f^{SC}_{rc}(A; q, p) = q^{rs(A)} \prod_{\alpha \in A} p_{\alpha}. $$

The partition functions of these two models agree whenever $p_{\alpha} = \exp(J_{\alpha}) - 1$ for all $\alpha \in A^S$. When $p_{\alpha} \geq 0$ for all $\alpha \in A^S$, $f^{SC}_{rc}$ is a log-supermodular function. For a proof of the equivalence of $Z_{rc}(S; q, J)$ and $Z_{Potts}(S; q, J)$, see Theorem 3.1 of Sokal (2005).

**Lemma 5.5.** For a prime power $q$ and a matrix $S$ over $GF(q)$, let $(S^H; q, J^H)$ be an $M$-cover of the normalized Potts model $(S; q, J)$.

For any $A = (A^1, \ldots, A^M) \subseteq A^H$,

$$ r_{Sh}(A^1, \ldots, A^M) \geq \sum_{m=1}^M r_S(A[m]). $$

**Proof.** As in the case of Lemma 5.1, the proof follows by induction on $|A| = |A^1| + \cdots + |A^M|$. For $|A| = 0$ or 1, the result follows trivially. Suppose $|A| > 1$. We separate the proof into two cases. In the first case, $r_{Sh}(A) = |A|$. Fix any $a \in A$ and let $B = A \setminus \{a\}$ and $C = \{a\}$. We have

$$ r_{Sh}(A^1, \ldots, A^M) = r_{Sh}(B) + r_{Sh}(C) $$

where (a) follows from the induction hypothesis and (b) follows from the submodularity of $r_S$. For the second case, $r_{Sh}(A) < |A|$. Choose $B^1 \supseteq \cdots \supseteq B^M$ such that for all $m \in \{1, \ldots, M\}$, $B^m \subseteq A^m$ and $|B^m| = r_S(A[m])$. This can be accomplished by constructing a basis for the columns of $S$ spanned by $A^M$ and then extending it to a basis of $A^{M-1}$ and so on. Similarly, construct an “unsorted” version of $B^1, \ldots, B^M$ by choosing $C^1, \ldots, C^M$ such that for all $m \in \{1, \ldots, M\}$, $C^m \subseteq A^m$ and $C^m = B^m$. With these definitions, we have

$$ \sum_{m=1}^M r_S(A^m) = \sum_{m=1}^M r_S(B^m) $$

where (a) follows from the submodularity of $r_S$, (b) follows from the induction hypothesis, and (c) follows from the monotonicity of $r_{Sh}$. 

With this lemma, we can again use the observation that $Z_{Potts}$ and $Z_{rc}$ are equivalent and apply Theorem 3.4 to conclude the following.

**Theorem 5.6.** For any linear matroid $S$ over $GF(q)$ for some prime power $q$,

$$ Z_{Potts}(S; J, q) \geq Z_B(S; J, q) \geq Z_{MF}(S; J, q) $$

where $Z_B$ is the partition function of a generalized Potts model.

### 5.4 Weight Enumerators of Linear Codes

As an application of the results of Section 5.3, we demonstrate that the Bethe partition function can be used to compute lower bounds on the weight enumerator of linear codes over $GF(q)$ for some prime power $q$. Similar results have been demonstrated for the problem of counting the number of codewords of a binary cycle code (Vontobel, 2013). Let $S \in GF(q)^{k \times n}$ be the generator matrix of a linear code. A codeword corresponds to any vector in $GF(q)^n$ that is contained in the span of the rows of $S$. Denote the set of valid codewords as $C$. The weight enumerator of a linear code is defined to be

$$ \sum_{c \in C} \lambda^{w(c)} $$

where $\lambda$ is a positive real and $w(c)$ is the number of nonzero entries in the codeword $c$.

Equivalently, we can formulate this weight enumerator as the partition function of a generalized Potts model.

$$ \sum_{c \in C} \lambda^{w(c)} = \sum_{\sigma \in \{1, \ldots, q\}^k} \lambda^{w(\sum_{i=1}^k \sigma_i S_{i, \ast})} $$

where $S_{i, \ast}$ is the $i$th row of $S$. 

$$ = \sum_{\sigma \in \{1, \ldots, q\}^k} \prod_{a \in A^S} \lambda^{\delta(\sum_{i=1}^k \sigma_i S_{i, a}, 0)} $$

$$ = \lambda^{|A^S|} \sum_{\sigma \in \{1, \ldots, q\}^{\vert V^S \vert}} \prod_{a \in A^S} \lambda^{\delta(\sum_{i=1}^k \sigma_i S_{i, a}, 0)} $$

$$ = q^k \lambda^n Z_{Potts}(S; q, \log \frac{1}{\lambda}) $$

where $Z_{Potts}(S; q, \log \frac{1}{\lambda})$ is the partition function of a generalized Potts model. 
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Using the previous results for the generalized ferromagnetic Potts model, we have that, for $\lambda \in (0,1]$, 
\[
\sum_{c \in C} \lambda^{w(c)} \geq q^k \lambda^n Z_B(S; q, \log \frac{1}{\lambda}) \\
\geq q^k \lambda^n Z_{MF}(S; q, \log \frac{1}{\lambda}).
\]

As a consequence, belief propagation can be used to compute lower bounds on the weight enumerator in this regime.

6 Weighted Graph Homomorphisms

In this section, we consider the problem of counting weighted graph homomorphisms. For a fixed graph $G = (V, E)$, a nonnegative matrix $\Gamma \in \mathbb{R}^{n \times n}$, and a vector of nonnegative weights $w \in \mathbb{R}^n$, consider the following function for each $\sigma \in \{1, \ldots, n\}^{|V|}$.

\[
f_h^G(\sigma; w, \Gamma) = \prod_{i \in V} w_{\sigma_i} \prod_{(i,j) \in E} \Gamma_{\sigma_i, \sigma_j}.
\]

If $\Gamma$ is the adjacency matrix of a graph $G$ and $w$ is the all ones vector, then $Z_{hom}(G; w, \Gamma)$ is equal to the number of graph homomorphisms from $G$ to $G$.

We will show that the Bethe partition function provides a lower bound on the true partition function, $Z_{hom}(G; w, \Gamma)$, whenever

\[
\Gamma = aa' + bb',
\]

where $a$ and $b$ are two non-negative column vectors in $\mathbb{R}^n$ and $a'$ denotes the transpose of the vector $v \in \mathbb{R}^n$.

For $\Gamma$ as in (4), $Z_{hom}(G; w, \Gamma)$ can be reformulated as the partition function of an edge coloring model. For each $A \subseteq E$, define

\[
f_e^G(A; w, a, b) = \prod_{i \in V} \left[ \sum_{\sigma = 1}^n w_{\sigma_i} a_{\sigma_i}^{s_i(A)} b_{\sigma_i}^{\partial i - s_i(A)} \right]
\]

where $s_i(A) = |\{ j \in \partial i : (i, j) \in A\}|$. By convention, we take $0^0 = 1$.

The proof of equivalence between $Z_{hom}(G; w, aa' + bb')$ and $Z_{edge}(G; w, a, b)$ can be found in Appendix B. This proof is a special case of a more general relationship between the partition function of specific vertex coloring functions (our weighted homomorphism function) and the partition function of a more general class of edge coloring functions (Szegedy, 2007).

The edge coloring function $f_e^G$ is a log-supermodular function. However, unlike the ferromagnetic Potts model and its generalizations, the proof of this observation for the edge coloring model requires some work.

Lemma 6.1. If $a, b$, and $w$ are nonnegative vectors in $\mathbb{R}^n$, then $f_e^G(A; w, a, b)$ is a log-supermodular function of $A \subseteq E$.

Proof. As a product of log-supermodular functions is log-supermodular, it suffices to show that

\[
\sum_{\sigma = 1}^n w_{\sigma} c_{\sigma}(A) \leq q^k \lambda^n Z_{MF}(S; q, \log \frac{1}{\lambda}).
\]

is log-supermodular for each choice of $i \in V$ or equivalently that

\[
\sum_{\sigma = 1}^n x_{\sigma} c_{\sigma}(A)
\]

is a log-supermodular function of $A$ for any nonnegative vectors $x$ and $c$.

Now, observe that, for all $A^1, A^2 \subseteq E$,

\[
\left[ \sum_{\sigma = 1}^n x_{\sigma} c_{\sigma}(A^1) \right] \left[ \sum_{\sigma = 1}^n x_{\sigma} c_{\sigma}(A^2) \right] = \sum_{\sigma, \gamma} x_{\sigma} x_{\gamma} c_{\sigma}(A^1) c_{\gamma}(A^2).
\]

The desired inequality will follow from the observation that

\[
c_{\sigma}(A^1) c_{\sigma}(A^2) + c_{\sigma}(A^1) c_{\gamma}(A^1) \leq c_{\sigma}(A^1 \lor A^2) c_{\gamma}(A^1) + c_{\sigma}(A^1 \land A^2) c_{\gamma}(A^1 \lor A^2)
\]

for all $\sigma, \gamma \in \{1, \ldots, n\}$.

When $\sigma = \gamma$ in (5), the inequality is tight as $s_i(A^1 \land A^2) + s_i(A^1 \lor A^2) = s_i(A^1) + s_i(A^2)$. To show the inequality (5) when $\sigma \neq \gamma$, let $s = s_i(A^1 \land A^2) + s_i(A^1 \lor A^2)$, and observe that, as a function of $t \in \mathbb{R}$,

\[
c_{\sigma}(A^1) c_{\sigma}(A^2) \leq c_{\sigma}^{s - t} + c_{\sigma}^{-t} c_{\gamma}^t
\]

is symmetric about its minimum at $t = s/2$ and monotonic increasing for $t \geq s/2$. The inequality (5) follows from choosing $t = s_i(A^1 \lor A^2) \geq \max\{s_i(A^1), s_i(A^2)\} \geq s/2$.

Theorem 6.2. For any graph $G = (V, E)$, any nonnegative $w \in \mathbb{R}^n_{\geq 0}$, and any matrix $\Gamma = aa' + bb'$ for some nonnegative vectors $a, b \in \mathbb{R}^n_{\geq 0}$, 

\[
Z_{MF}(G; w, \Gamma) \leq Z_B(G; w, \Gamma) \leq Z_{hom}(G; w, \Gamma).
\]

Proof. The factor graphs corresponding to the weighted homomorphism model and the edge coloring model are isomorphic (they simply exchange the role of the factor nodes and the variable nodes). As a result, every factor graph corresponding to an $M$-cover of a weighted homomorphism model is isomorphic to a factor graph of some $M$-cover of
the edge coloring model. Because, \( f_{edge} \) is log-supermodular, an application of Theorem 3.5 gives that 
\[ Z_{edge}(G; w, a, b) = Z_{edge}(H; w^H, a^H, b^H) \]  
for any \( M \)-cover \( (H; w^H, a^H, b^H) \) of \( (G; w, a, b) \). The equivalence of the partition functions of the two models combined with the combinatorial characterization of the Bethe partition function in Theorem 2.2 then yields the desired result. \( \square \)

7 Discussion

In a survey of submodular functions, Lovász (1983) noted that “submodularity is not a deep property, but it is often difficult to recognize the circumstances under which it occurs.” The above examples serve to illustrate that the same is true of log-supermodularity.

For each model considered in this work, we transformed the problem of computing the partition function of a graphical model \((G; \phi, \psi)\) that is not log-supermodular into the computation of the partition function of a log-supermodular graphical model. This transformation was then applied to graph covers of \((G; \phi, \psi)\) in order to demonstrate that (3) holds for the transformed version of each cover. By the equality of the partition functions, this holds for the partition function of each graph cover of \((G; \phi, \psi)\) as well. Finally, we applied Theorem 3.4 to demonstrate that 
\[ Z_B(G; \phi, \psi) \leq Z(G; \phi, \psi). \]  
This implies that any fixed point of the belief propagation algorithm over the model \((G; \phi, \psi)\) must yield a lower bound on the true partition function.
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A The Potts and Random Cluster Models

In this appendix, we present a short algebraic proof of the equivalence between the partition function of the Potts model and the random cluster model under an appropriate choice of parameters. For any graph \( G = (V, E) \) and any positive integer \( q \), this equivalence follows primarily from the observation that \( q^{k_G(A)} \) counts the number of colorings of the vertices of the graph \( G \) with \( q \) different colors such that any two vertices in the same connected component of the subgraph \((V, A)\) are assigned the same color. This results in the following expression.

\[
q^{k_G(A)} = \sum_{\sigma \in \{1, \ldots, q\}^V} \prod_{(i,j) \in A} \delta(\sigma_i, \sigma_j) \tag{6}
\]

for all \( A \subseteq E \).

Given (6), the proof of equivalence follows from simple algebraic manipulations.

\[
\sum_{A \subseteq E} f_{rc}^G(A; q, p) = \sum_{A \subseteq E} \left[ \prod_{(i,j) \in A} p_{ij} \right]
= \sum_{\sigma \in \{1, \ldots, q\}^V} \prod_{(i,j) \in A} p_{ij} \delta(\sigma_i, \sigma_j)
= \sum_{\sigma \in \{1, \ldots, q\}^V} \prod_{(i,j) \in A} \left(1 + p_{ij} \delta(\sigma_i, \sigma_j)\right)
\]

Substituting \( p_{ij} = e^{J_{ij}} - 1 \) for all \((i, j) \in E\) yields

\[
\sum_{A \subseteq E} f_{rc}^G(A; q, p) = \sum_{\sigma \in \{1, \ldots, q\}^V} \prod_{(i,j) \in E} e^{J_{ij}} \delta(\sigma_i, \sigma_j)
= \sum_{\sigma \in \{1, \ldots, q\}^V} f_{potts}^G(\sigma; q, J).
\]

B The Weighted Homomorphism and Edge Coloring Models

In this appendix, we present a short algebraic proof of the equivalence between the partition function of the weighted homomorphism graphical model and the partition function of the edge coloring model whenever \( \Gamma \) is a rank two matrix of the form \( aa^T + bb^T \) for two vectors \( a \) and \( b \).

\[
f_{edge}^G(A; a, b, w) = \prod_{i \in V} \left[ \sum_{\sigma_i = 1} a_{\sigma_i} A_{\sigma_i}^A s_{\sigma_i}^{s_i(A)} b_{\sigma_i}^{s_i(A)} \right]
= \sum_{\sigma \in \{1, \ldots, n\}^V} \prod_{i \in V} w_{\sigma_i} a_{\sigma_i} A_{\sigma_i}^A s_{\sigma_i}^{s_i(A)} b_{\sigma_i}^{s_i(A)}
= \sum_{\sigma \in \{1, \ldots, n\}^V} \prod_{i \in V} c_{ij}(A)
\]

where

\[
c_{ij}(A) = a_{\sigma_i} A_{\sigma_i}^A a_{\sigma_j} A_{\sigma_j} b_{\sigma_i}^{1-A_{\sigma_i}} b_{\sigma_j}^{1-A_{\sigma_j}}
\]

and \( A_{\sigma_i} = 1 \) if \((i, j) \in A\) and zero otherwise. Notice that \( \sum_{A \subseteq E} \prod_{(i,j) \in E} c_{ij}(A) = \prod_{(i,j) \in E} \Gamma_{\sigma_i, \sigma_j} \) and that \( c_{ij}(A) \) only depends on whether or not the edge \((i, j) \in A\). Consequently,

\[
Z_{edge}(G; a, b, w) = \sum_{A \subseteq E} f_{edge}^G(A; a, b, w)
= \sum_{\sigma \in \{1, \ldots, n\}^V} \prod_{i \in V} \sum_{(i,j) \in E} \Gamma_{\sigma_i, \sigma_j}
= Z_{hom}(G; w, \Gamma).
\]
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Abstract

We propose a kernel method to identify finite mixtures of nonparametric product distributions. It is based on a Hilbert space embedding of the joint distribution. The rank of the constructed tensor is equal to the number of mixture components. We present an algorithm to recover the components by partitioning the data points into clusters such that the variables are jointly conditionally independent given the cluster. This method can be used to identify finite confounders.

1 Introduction

Latent variable models are widely used to model heterogeneity in populations. In the following (Sections 2-4), we assume that the observed variables are jointly conditionally independent given the latent class. For example, given a medical syndrome, different symptoms might be conditionally independent. We consider $d \geq 2$ continuous observed random variables $X_1, X_2, \ldots, X_d$ with domains $\{X_j\}_{1 \leq j \leq d}$ and assume that their joint probability distribution $P(X_1, \ldots, X_d)$ has a density with respect to the Lebesgue measure. We introduce a finite (i.e., that takes on values from a finite set) random variable $Z$ that represents the latent class with values in $\{z^{(1)}, \ldots, z^{(m)}\}$. Assuming $X_1, \ldots, X_d$ to be jointly conditionally independent given $Z$ (denoted by $X_1 \perp X_2 \perp \ldots \perp X_d \mid Z$) implies the following decomposition into a finite mixture of product distributions:

$$P(X_1, \ldots, X_d) = \sum_{i=1}^{m} P(z^{(i)}) \prod_{j=1}^{d} P(X_j \mid z^{(i)}) \quad (1)$$

where $P(z^{(i)}) = P(Z = z^{(i)}) \neq 0$.

By parameter identifiability of model (1), we refer to the question of when $P(X_1, \ldots, X_d)$ uniquely determines the following parameters: (a) the number of mixture components $m$, and (b) the distribution of each component $P(X_1, \ldots, X_d \mid z^{(i)})$ and the mixing weights $P(z^{(i)})$ up to permutations of $z$-values. In this paper, we focus on determining (a) and (b), when model (1) is identifiable. This can be further used to infer the existence of a hidden common cause (confounder) of a set of observed variables and reconstruct this confounder. The remainder of the paper is organized as follows: in Section 2, a method is proposed to determine (a), i.e., the number of mixture components $m$, Section 3 discusses established results on the identifiability of the parameters in (b). Section 4 presents an algorithm for determining these parameters and Section 5 uses the findings of the previous sections for confounder identification. Finally, the experiments are provided in Section 6.

2 Identifying the Number of Mixture Components

Various methods have been proposed in the literature to select the number of mixture components in a mixture model (e.g., Feng & McCulloch (1996); Böning & Seidel (2003); Rasmussen (2000); Iwata et al. (2013)). However, they impose different kind of assumptions than the conditional independence assumption of model (1) (e.g., that the distributions of the components belong to a certain parametric family). Assuming model (1), Kasahara & Shimotsu (2010) proposed a nonparametric method that requires discretization of the observed variables and provides only a lower bound on $m$. In the following, we present a method to determine $m$ in (1) without making parametric assumptions on the component distributions.

2.1 Hilbert Space Embedding of Distributions

Our method relies on representing $P(X_1, \ldots, X_d)$ as a vector in a reproducing kernel Hilbert space (RKHS).
We briefly introduce this framework. For a random variable $X$ with domain $\mathcal{X}$, an RKHS $H$ on $\mathcal{X}$ with kernel $k$ is a space of functions $f : \mathcal{X} \rightarrow \mathbb{R}$ with dot product $(\cdot, \cdot)$, satisfying the reproducing property (Schölkopf & Smola, 2002): $\langle f(\cdot), k(x, \cdot) \rangle = f(x)$, and consequently, $\langle k(x, \cdot), k(x', \cdot) \rangle = k(x, x')$. The kernel thus defines a map $x \mapsto \phi(x) := (k(x, j) \in H$ satisfying $k(x, x') = \langle \phi(x), \phi(x') \rangle$, i.e., it corresponds to a dot product in $H$.

Let $\mathcal{P}$ denote the set of probability distributions on $\mathcal{X}$, then we use the following mean map (Smola et al., 2007) to define a Hilbert space embedding of $\mathcal{P}$:

$$\mu : \mathcal{P} \rightarrow H; \quad P(X) \mapsto E_X[\phi(X)] \quad (2)$$

We will henceforth assume this mapping to be injective, which is the case if $k$ is characteristic (Fukumizu et al., 2008), as the widely used Gaussian RBF kernel $k(x, x') = \exp(-||x - x'||^2 / (2\sigma^2))$.

We use the above framework to define Hilbert space embeddings of distributions of every single $X_j$. To this end, we define kernels $k_j$ for each $X_j$, with feature maps $x_j \mapsto \phi_j(x_j) = k(x_j, \cdot) \in H_j$. We thus obtain an embedding $\mu_j$ of the set $\mathcal{P}_j$ into $H_j$ as in (2).

We can apply the same framework to embed the set of joint distributions $\mathcal{P}_{1,\ldots,d}$ on $X_1 \times \cdots \times X_d$. We simply define a joint kernel $k_{1,\ldots,d}$ by $k_{1,\ldots,d}(x_1,\ldots,x_d) = \prod_{j=1}^d k_j(x_j, x_j')$, leading to a feature map into $H_{1,\ldots,d} := \bigotimes_{j=1}^d H_j$ with $\phi_{1,\ldots,d}(x_1, \ldots, x_d) = \bigotimes_{j=1}^d \phi_j(x_j)$ (where $\otimes$ stands for the tensor product). We use the following mapping of the joint distribution:

$$\mu_{1,\ldots,d} : \mathcal{P}_{1,\ldots,d} \rightarrow \bigotimes_{j=1}^d H_j \quad (3)$$

$$P(X_1, \ldots, X_d) \mapsto E_{X_1,\ldots,X_d}[\bigotimes_{j=1}^d \phi_j(X_j)]$$

2.2 Identifying the Number of Components from the Rank of the Joint Embedding

By linearity of the maps $\mu_{1,\ldots,d}$ and $\mu_j$, the embedding of the joint distribution decomposes into

$$U_{X_1,\ldots,X_d} := \mu_{1,\ldots,d}(P(X_1, \ldots, X_d)) = \sum_{i=1}^m P(z^{(i)}) \bigotimes_{j=1}^d E_{X_i}[\phi_j(X_j)|z^{(i)}]. \quad (4)$$

Definition 1 (full rank conditional) Let $A, B$ two random variables with domains $\mathcal{A}, \mathcal{B}$, respectively. The conditional probability distribution $P(A|B)$ is called a full rank conditional if $\{P(A|b)\}_b$ with $b \in B$ is a linearly independent set of distributions.

Recalling that the rank of a tensor is the minimum number of rank 1 tensors needed to express it as a linear combination of them, we obtain:

Theorem 1 (number of mixture components) If $P(X_1, \ldots, X_d)$ is decomposable as in (1) and $P(X_j|Z)$ is a full rank conditional for all $1 \leq j \leq d$, then the tensor rank of $U_{X_1,\ldots,X_d}$ is $m$.

Proof. From (4), the tensor rank of $U_{X_1,\ldots,X_d}$ is at most $m$. If the rank is $m' < m$, there exists another decomposition of $U_{X_1,\ldots,X_d}$ (apart from (4)) as $\sum_{i=1}^{m'} \otimes_{j=1}^d v_{i,j} \in H_j$. Then, there exists a vector $w \in H_1$, s.t. $w \perp \text{span}\{v_{1,1}, \ldots, v_{m',1}\}$ and $w \not\perp \text{span}\{E_{X_1}[\phi_j(X_1)|z^{(i)}]|_{1 \leq i \leq m'}\}$. The dual vector $\langle w \rangle$ defines a linear form $H_1 \rightarrow \mathbb{R}$. By overloading notation, we consider it at the same time as a linear map $H_1 \otimes \cdots \otimes H_d \rightarrow H_2 \otimes \cdots \otimes H_d$, by extending it with the identity map on $H_2 \otimes \cdots \otimes H_d$. Then, $\langle \sum_{i=1}^{m'} \otimes_{j=1}^d v_{i,j}, w \rangle = \sum_{i=1}^{m'} \langle v_{i,1}, w \rangle \otimes_{j=2}^d v_{i,j} = 0$ but $\langle U_{X_1,\ldots,X_d}, w \rangle \neq 0$. So, $m = m'$.

The assumption that $P(X_j|Z)$ is a full rank conditional, i.e., that $\{P(X_j|z^{(i)})\}_{i \leq m}$ is a linearly independent set, is also used by Allman et al. (2009) (see Sec. 3). It does not prevent $P(X_j|z^{(q)})$ from being itself a mixture distribution, however, it implies that, for all $j, q$, $P(X_j|z^{(q)})$ is not a linear combination of $\{P(X_j|z^{(r)})\}_{r \neq q}$. Theorem 1 states that, under this assumption, the number of mixture components $m$ of (1) (or equivalently the number of values of $Z$) is identifiable and equal to the rank of $U_{X_1,\ldots,X_d}$. A straightforward extension of Theorem 1 reads:

Lemma 1 (infinite $Z$) If $Z$ takes values from an infinite set, then the tensor rank of $U_{X_1,\ldots,X_d}$ is infinite.

2.3 Empirical Estimation of the Tensor Rank from Finite Data

Given empirical data for every $X_j$, $\{x_j^{(1)}, x_j^{(2)}, \ldots, x_j^{(n)}\}$, to estimate the rank of (4), we replace it with the empirical average

$$\hat{U}_{X_1,\ldots,X_d} := \frac{1}{n} \sum_{i=1}^n \bigotimes_{j=1}^d \hat{\phi}_j(x_j^{(i)}), \quad (5)$$

which is known to converge to the expectation in Hilbert space norm (Smola et al., 2007).

The vector (5) still lives in the infinite dimensional feature space $H_{1,\ldots,d}$, which is a space of functions.
\(X_1 \times \cdots \times X_d \to \mathbb{R}\). To obtain a vector in a finite dimensional space, we evaluate this function at the \(n^d\) data points \((x_1^{(q_1)}, \ldots, x_d^{(q_d)})\) with \(q_j \in \{1, \ldots, n\}\) (the \(d\)-tuple of superscripts \((q_1, \ldots, q_d)\) runs over all elements of \(\{1, \ldots, n\}^d\)). Due to the reproducing kernel property, this is equivalent to computing the inner product with the images of these points under \(\phi_{1, \ldots, d}\):

\[
V_{q_1, \ldots, q_d} := \left( \hat{u}_{X_1, \ldots, X_d} \left( \bigotimes_{j=1}^{d} \phi_j(x_j^{(q_j)}) \right) \right) = \frac{1}{n} \sum_{i=1}^{n} \prod_{j=1}^{d} k_j(x_j^{(i)}, x_j^{(q_j)}) \tag{6}
\]

For \(d = 2\), \(V\) is a matrix, so one can easily find low rank approximations via truncated Singular Value Decomposition (SVD) by dropping low SVs. For \(d > 2\), finding a low-rank approximation of a tensor is an ill-posed problem (De Silva & Lim, 2008). By grouping the variables into two sets, say \(X_1, \ldots, X_s\) and \(X_{s+1}, \ldots, X_d\) without loss of generality, we can formally obtain the \(d = 2\) case with two vector-valued variables. This amounts to reducing \(V\) in (6) to an \(n \times n\) matrix by setting \(q_1 = \cdots = q_s\) and \(q_{s+1} = \cdots = q_d\). In theory, we expect the rank to be the same for all possible groupings. In practice, we report the rank estimation of the majority of all groupings. The computational complexity of this step is \(O(2^d - 1 N^3)\).

3 Identifiability of Component Distributions and Mixing Weights

Once we have determined the number of mixture components \(m\), we proceed to step (b) of recovering the distribution of each component \(P(X_1, \ldots, X_d | z^{(i)})\) and the mixing weights \(P(z^{(i)})\). In the following, we describe results from the literature on when these parameters are identifiable, for known \(m\). Hall & Zhou (2003) proved that when \(m = 2\), identifiability of parameters always holds in \(d \geq 3\) dimensions. For \(d = 2\) and \(m = 2\) the parameters are generally not identifiable (there is a two-parameter continuum of solutions). In this case, one can obtain identifiability if, for all \(j\), \(P(X_j | Z)\) is pure (a conditional \(P(X_j | Y)\) is called pure if for any two values \(y, y'\) of \(Y\), the sum \(P(X | y)\lambda + P(X | y')(1 - \lambda)\) is a probability distribution only for \(\lambda \in [0, 1]\) (Janzing et al., 2011)). Allman et al. (2009) established identifiability of the parameters whenever \(d \geq 3\) and for all \(m\) under weak conditions \(^1\), using a theorem of Kruskal (1977). Finally, Kasahara & Shimotsu (2010) provided complementary identifiability results for \(d \geq 3\) under different conditions with a constructive proof.

4 Identifying Component Distributions and Mixing Weights

We are given \(n\) data points from an identifiable distribution \(P(X_1, \ldots, X_d)\). Our goal is to cluster the data points (using \(m\) labels) in such a way that the distribution of points with label \(i\) is close to the (unobserved) empirical distribution of every mixture component, \(P_n(X_1, \ldots, X_d | z^{(i)})\).

4.1 Existing Methods

Probabilistic mixture models or other clustering methods can be used to identify the mixture components (clusters) (e.g., Von Luxburg (2007); Böhning & Seidel (2003); Rasmussen (2000); Iwata et al. (2013)). However, they impose different kind of assumptions than the conditional independence assumption of model (1) (e.g., Gaussian mixture model). Assuming model (1), Levine et al. (2011) proposed an Expectation-Maximization (EM) algorithm for nonparametric estimation of the parameters in (1), given that \(m\) is known. Their algorithm uses a kernel as smoothing operator. They choose a common kernel bandwidth for all the components because otherwise their iterative algorithm is not guaranteed to increase from one iteration to another. As stated also by Chauveau et al. (2010), the fact that they do not use an adaptive bandwidth (Benaglia et al., 2011) can be problematic especially when the distributions of the components differ significantly.

4.2 Proposed Method: Clustering with Independence Criterion (CLIC)

The proposed method, CLIC, assigns each of the \(n\) observations to one of the \(m\) (as estimated in Section 2) mixture components (clusters). We do not claim that each single data point is assigned correctly (especially when the clusters are overlapping). Instead, we aim to yield the variables jointly conditionally independent given the cluster in order to recover the components.

To measure conditional independence of \(X_1, \ldots, X_d\) given the cluster we use the Hilbert Schmidt Independence Criterion (HSIC) (Gretton et al., 2008). It measures the Hilbert space distance between the kernel embeddings of the joint distribution of two (possibly multivariate) random variables and the product of their marginal distributions. If \(d > 2\), we test for mutual independence. For that, we perform multiple tests, namely: \(X_1\) against \((X_2, \ldots, X_d)\), then \(X_2\) against \((X_3, \ldots, X_d)\) etc. and use Bonferroni correction. For each cluster, we consider as test statistic the HSIC from the test that leads to the smallest \(p\)-value (“highest” dependence).
We regard the negative sum of the logarithms of all \( p \)-values (each one corresponding to one cluster) under the null hypothesis of independence as our objective function. The proposed algorithm is iterative. We first randomly assign every data point to one mixture component. In every iteration we perform a greedy search: we randomly divide the data into disjoint sets of \( c \) points. Then, we select one of these sets and consider all possible assignments of the set’s points to the \( m \) clusters (\( m^c \) possible assignments). The assignment that optimizes the objective function is accepted and the points of the set are assigned to their new clusters (which may coincide with the old ones). We, eventually, repeat the same procedure for all disjoint sets and this constitutes one iteration of our algorithm. After every iteration we test for conditional independence given the cluster. The algorithm stops after an iteration when any of the following happens: we observe independence in all clusters, no data point has changed cluster assignment, an upper limit of iterations is reached. It is clear that the objective function is monotonously decreasing.

The algorithm may not succeed at producing conditionally independent variables for different reasons: e.g., incorrect estimation of \( m \) from the previous step or convergence to a local optimum. In that case, CLIC reports that it was unable to find appropriate clusters.

Along the iterations, the kernel test of independence updates the bandwidth according to the data points belonging to the current cluster (in every dimension). Note, however, that this is not the case for the algorithm in Section 2. There, we are obliged to use a common bandwidth, because we do not have yet any information about the mixture components.

The parameter \( c \) allows for a trade-off between speed and avoiding local optima: for \( c = n \), CLIC would find the global optimum after one step, but this would require checking \( m^n \) cluster assignments. On the other hand, \( c = 1 \) leads to a faster algorithm that may get stuck in local optima. In all experiments we used \( c = 1 \) since we did not encounter many problems with local optima. Considering \( c \) to be a constant, the computational complexity of CLIC is \( O(m^cN^3) \) for every iteration. Algorithm 1 includes the pseudocode of CLIC.

### Algorithm 1 CLIC

1. **input** data matrix \( X \) of size \( n \times d \), \( m \), \( c \\
2. random assignment \( \text{cluster}(i) \in \{1, \ldots, m\}, i = 1, \ldots, n \) of the data into \( m \) clusters \\
3. **while** conditional dependence given cluster and clusters change **do** 
4. \( \text{obj} = \text{computeObj(cluster)} \) 
5. choose random partition \( S_j, j = 1, \ldots, J \) of the data into sets of size \( c \) 
6. for \( j = 1 \) to \( J \) **do** 
7. \( \text{newCluster} = \text{cluster} \) 
8. for all words \( w \in \{1, \ldots, m\}^c \) **do** 
9. \( \text{newCluster}(S_j) = w \) 
10. \( \text{objNew}(w) = \text{computeObj(newCluster)} \) 
11. **end for** 
12. \( w\text{Opt} = \text{argmin}(\text{objNew}) \) 
13. \( \text{cluster}(S_j) = w\text{Opt} \) 
14. **end for** 
15. **end while** 
16. if conditional independence given cluster **then** 
17. **output** \( \text{cluster} \) 
18. **else** 
19. **output** “Unable to find appropriate clusters.” 
20. **end if**

5 Causality: Identifying Confounders

Drawing causal conclusions from observed statistical dependences without being able to intervene on the system always relies on assumptions that link statistics to causality (Spirtes et al., 2001; Pearl, 2000). The least disputed one is the Causal Markov Condition (CMC) stating that every variable is conditionally independent of its non-descendant, given its parents (Spirtes et al., 2001; Pearl, 2000) with respect to a directed acyclic graph (DAG) that formalizes the causal relations. We focus on causal inference problems where the set of observed variables may not be causally sufficient, i.e. statistical dependences can also be due hidden common causes (confounders) of two or more observed variables. Under the assumption of linear relationships between variables and non-Gaussian distributions, confounders may be identified using Independent Component Analysis (Shimizu et al., 2009). Other results for the linear case are presented in Silva et al. (2006) and for the non-linear case with additive noise in Janzing et al. (2009). Fast Causal Inference (Silva et al., 2006) can exclude confounding for some pairs of variables, given that many variables are observed. Finally, the reconstruction of binary confounders under the assumption of pure conditionals is presented in Janzing et al. (2011).

In this section, we use the results of the previous sections to infer the existence and identify a finite confounder that explains all the dependences between the observed variables. We assume that latent variables are not caused by observed variables (the same assumption has been used by Silva et al. (2006)). Unlike previous methods, we do not make explicit assumptions on the distribution of the variables. Instead, we postulate a different assumption, namely that the conditional of each variable given its parents is full rank:
Assumption 1 (full rank given parents) Let $PA_Y$ denote the parents of a continuous variable $Y$ with respect to the true causal DAG. Then, $P(Y|PA_Y)$ is a full rank (f.r.) conditional.

Lemma 2 (full rank given parent) By Assumption 1 it follows that, if $A \in PA_Y$ is one of the parents of $Y$, i.e., $A \rightarrow Y$, then, since $P(Y|PA_Y)$ is a f.r. conditional, $P(Y|A)$ is also a f.r. conditional (after marginalization).

Remark: If Assumption 1 holds and $A \rightarrow B \rightarrow C$, then $P(B|A)$ and $P(C|B)$ are f.r. conditionals (Lemma 2), which implies that $P(C|A)$ is also a f.r. conditional, since it results from their multiplication.

Lemma 3 (shifted copies) Let $R$ be a probability distribution on $\mathbb{R}$ and $T_tR$ its copy shifted by $t \in \mathbb{R}$ to the right. Then $\{T_tR\}_{t \in \mathbb{R}}$ are linearly independent

Proof. Let $\sum_{j=1}^{q} \alpha_j T_{t_j} R = 0$, \hspace{1cm} (7) for some $q$ and some $q$-tuple $\alpha_1, \ldots, \alpha_q$. Let $\hat{R}$ be the Fourier transform of $R$. If we set $g(\omega) := \sum_{j=1}^{q} \alpha_j e^{i\omega t_j}$ then (7) implies $g(\omega)\hat{R}(\omega) = 0$ for all $\omega \in \mathbb{R}$, hence $g$ vanishes for all $\omega$ with $R(\omega) \neq 0$, which is a set of non-zero measure. Since $g$ is holomorphic, it therefore vanishes for all $\omega \in \mathbb{R}$ and thus all coefficients are zero.

The following theorem shows that Assumption 1 is typically satisfied for a class of causal models considered by Hoyer et al. (2009):

Theorem 2 (additive noise model) Let $Y$ be given by $Y = f(PA_Y) + N$, where $N$ is a noise variable that is statistically independent of $PA_Y$ and $f$ is an injective function. Then $P(Y|PA_Y)$ is a full rank conditional.

The proof is a straightforward application of Lemma 3.

Theorem 3 (rank of cause-effect pair) Assume there is a direct causal link $A \rightarrow B$ between two observed variables $A$ and $B$, with $\{A,B\}$ not necessarily being a causally sufficient set (i.e., there may be unobserved common causes of $A$ and $B$). Then, given Assumption 1, the rank of $U_{A,B}$ is equal to the number of values that $A$ takes, if $A$ is finite. If $A$ is infinite, then the rank of $U_{A,B}$ is infinite.

Proof. By Assumption 1, $P(B|A)$ is a f.r. conditional (Lemma 2). Since $A \perp B\perp A$, applying Theorem 1 for finite $Z := A$ we conclude that the rank of $U_{A,B}$ is equal to the number of values of $A$. For infinite $A$, we similarly apply Lemma 1 and we get infinite rank of $U_{A,B}$. □

Theorem 4 (rank of confounded pair) Assume $A \leftarrow C \rightarrow B$, and $A$, $B$ do not have other common causes apart from $C$. Then, given Assumption 1, the rank of $U_{A,B}$ is equal to the number of values of $C$.

Proof. The proof is straightforward: by Assumption 1, $P(A|C)$ and $P(B|C)$ are f.r. conditionals (Lemma 2). Additionally, $A \perp B\perp C$ and then, according to Theorem 1, the rank of $U_{A,B}$ is equal to the number of values of $Z := C$ (for infinite $C$, the rank is infinite). □

Theorems 3 and 4 state what is the expected rank of $U_{A,B}$ for various causal structure scenarios. However, in causal inference we are interested in inferring the unknown underlying causal DAG. The following Theorem uses Theorem 3 to infer the causal structure based on the rank of the embedding of the joint distribution.

Theorem 5 (identifying confounders) Let $Y_1, \ldots, Y_d$ denote all observed variables. Assume they are continuous, pairwise dependent, and there is at most one (if any) hidden common cause of two or more of the observed variables. If Assumption 1 holds and the rank of $U_{Y_1,\ldots,Y_d}$, with $d \geq 3$, is finite, then Fig. 1 depicts the only possible causal DAG with $W$ being an unobserved variable and $P(Y_1,\ldots,Y_d,W)$ is identifiable up to reparameterizations of $W$.

Proof. Assume there is at least one direct causal link $Y_i \rightarrow Y_{i'}$. Then, according to Theorem 3, the rank of $U_{Y_i,Y_{i'}}$, and thus the rank of $U_{Y_i,\ldots,Y_d}$, would be infinite. Therefore, direct causal links between the $\{Y_j\}$ can be excluded and the statistical dependencies between $\{Y_j\}$ can only be explained by hidden common causes. Since we assumed that there is at most one hidden common cause (and the observed variables are pairwise dependent), the only possible causal graph is depicted in Fig. 1. This implies $Y_1 \perp Y_2 \perp \ldots \perp Y_d|W$ (according to the CMC), so model (1) holds, with $Z := W$ being the latent variable. According to the previous sections (Theorem 1 and Section 3), this model is identifiable. □

Based on Theorem 1, the number of values of $W$ is equal to the rank of $U_{Y_1,\ldots,Y_d}$ and $P(Y_1,\ldots,Y_d,W)$ can be identified according to Section 4. Note that the single common cause $W$ could be the result of merging many common causes $W_1,\ldots,W_k$ to one vector-valued variable $W$. Thus, at first glance, it seems that one does not lose generality by assuming only one common cause. However, Assumption 1, then, excludes the case where $W$ consists of components each of which only acts on some different subset of the $\{Y_j\}$. $W_1,\ldots,W_k$ should all be common causes of all $\{Y_j\}$. 
Figure 1: Inferred causal DAG (the dotted circle represents an unobserved variable).

Note that, when we are given only finite data, the estimated rank of $U_{Y_1,...,Y_d}$ is always finite, highly depending on the strength of the causal arrows and the sample size. Then, we are faced with the issue that, based on Theorem 5, we would always infer that Fig. 1 depicts the only possible causal DAG, with the number of values of $W$ being equal to the estimated rank. However, the lower the rank, the more confident we get that this is, indeed, due to the existence of a confounder that renders the observed variables conditionally independent (Fig. 1). On the other hand, high rank can also be due to direct causal links between the observed variables or continuous confounders. For that, we consider Theorem 5 to be more appropriate for inferring the existence of a confounder with a small number of values which would lead to low rank. However, we admit that what is considered “high” or “low” is not well defined. For example, how “high” rank values we expect for the DAG $Y_1 \rightarrow Y_2$ highly depends on the strength of the causal arrow: the lower the dependence between $Y_1$ and $Y_2$ is, the lower is, generally, the estimated rank. In practice, we could make a vague suggestion that whenever the estimated rank is below 5 (although the dependence between $\{Y_j\}$ is strong), it is quite probable that this is due to a confounder (Fig. 1) but for higher rank it is getting more difficult to decide on the underlying causal structure.

6 Experiments

We conducted experiments both on simulated and real data. In all our experiments we use a Gaussian RBF kernel $k(x, x') = \exp(-\|x - x'\|^2/(2\sigma^2))$. Concerning the first step of determining the number of mixture components: a common way to select the bandwidth $\sigma_j$ for every $k_j$ is to set it to the median distance between all data points in the $j$th dimension of the empirical data. However, this approach would usually result in an overestimation of the bandwidth, especially in case of many mixture components (see also Benaglia et al. (2011)). To partially account for this, we compute the bandwidth for every $X_j$ as the median distance between points in the neighborhood of every point in the sample. The neighborhood is found by the 10 nearest neighbors of each point computed using all other variables apart from $X_j$. To estimate the rank of $V$, we find its SVD and report the estimated rank as $\hat{m} = \arg\min_i (SV_{i+1}/SV_i)$ within the SVs that cover 90-99.999% of the total variance. Finally, concerning CLIC, we use 7 as the maximum number of iterations, but usually the algorithm terminated earlier.

6.1 Simulated Data

Simulated data were generated according to the DAG of Fig. 1 (we henceforth refer to them as the first set of simulated data), i.e., model (1) holds with $Z := W$, since $Y_1 \perp Y_2 \perp \ldots \perp Y_d | W$. We first generated $Z$ from a uniform distribution on $m$ values. Then, the distribution of each mixture component in every dimension ($P(X_j|z^{(i)})$) was chosen randomly between: (i) a normal distribution with standard deviation 0.7, 1, or 1.3, (ii) a t-distribution with degrees of freedom 3 or 10, (iii) a (stretched) beta distribution with alpha 0.5 or 1 and beta 0.5 or 1, and (iv) a mixture of two normal distributions with variance 0.7 for each. The distance between the components in each dimension was distributed according to a Gaussian with mean 2 and standard deviation 0.3. We chose the distance and the mixtures such that the experiments cover different levels of overlap between the components, and at the same time $\{P(X_j|z^{(i)})\}_{1 \leq m}$ are generically linearly independent. We ran 100 experiments for each combination of $d = 2, 3, 5$ and $m = 2, 3, 4, 5$, with the sample size being $300 \times m$.

For comparison, we additionally generated data where the observed variables are connected also with direct causal links and thus are conditionally dependent given the confounder (we henceforth refer to them as the second set of simulated data). For that, we first generated data according to the DAG of Fig. 1, as above, for $d = 2$ and $m = 1$ (which amounts to no confounder) and for $d = 2$ and $m = 3$ (3-state confounder). $X_2$ was then shifted by $4X_1$ to simulate a direct causal link $X_1 \rightarrow X_2$. In this case, $X_1 \perp X_2 | X_1$, so we have infinite $Z := X_1$.

6.1.1 Identifying the Number of Mixture Components

![Histograms of the estimated number of mixture components](image)

Figure 2: Histograms of the estimated number of mixture components $m$ for the first set of simulated data, for $m = 2$ throughout, and $d = 2$ (left), $d = 3$ (middle), $d = 5$ (right).

We first report results on the first part of identifica-
Figure 3: As Figure 2 but for \( m = 3 \).

Figure 4: As Figure 2 but for \( m = 4 \).

Figure 5: As Figure 2 but for \( m = 5 \).

Figure 6: Histograms of the estimated \( m \) for the second set of simulated data (including a direct causal arrow). Left: no confounder, right: 3-state confounder.

6.1.2 Full Identification Framework

Next, we performed experiments, using the first set of simulated data to evaluate the performance of the proposed method (CLIC) (Section 4.2), the method of Levine et al. (2011) (Section 4.1) and the EM algorithm using a Gaussian mixture model (EM is repeated 5 times and the solution with the largest likelihood is reported). In the following, we refer to these methods as CLIC, Levine, and EM, respectively. For each data point, the two latter methods output posterior probabilities for the \( m \) clusters, which we sample from to obtain cluster assignments. Figure 7 illustrates the cluster assignments of these three methods for one simulated dataset with \( m = 3 \) and \( d = 2 \) (this is more for visualization purposes because for these values of \( d \) and \( m \) model (1) is not always identifiable). Note that permutations of the colors are due to the ambiguity of labels in the identification problem. However, EM incorrectly identifies a single component (having a mixture of two Gaussians as marginal density in \( X_1 \) dimension) as two distinct components. It is clear that this is because it assumes that the data are generated by a Gaussian mixture model and not by model (1), as opposed to CLIC and Levine methods.

We compare the distribution of each cluster output (for each of the three methods) to the empirical distribution, \( P_n(X_1, \ldots, X_d | z^{(i)}) \), of the corresponding mixture component (ground truth). For that we use the squared maximum mean discrepancy (MMD) (Gretton et al., 2012) that is the distance between Hilbert space embeddings of distributions. We only use the MMD and not one of the test statistics described in Gretton et al. (2012), since they are designed to compare two independent samples, whereas our samples may include direct causal links between the observed variables or confounders with a high or infinite number of values. Note that, depending on the strength of the causal arrow \( X_1 \rightarrow X_2 \), we may get higher or lower rank values. For example, if the strength is very weak we get lower rank values since the dependence between \( X_1 \) and \( X_2 \) tends to be dominated by the confounder (that has a small number of values).
(output and ground truth) have overlapping observations. To account for the permutations, we measure the MMD for all cluster permutations and select the one with the minimum sum of MMD for all clusters. Figures 8(a)-8(c) report the squared MMD results of the three methods for different combinations of \( m \) and \( d \). Each point corresponds to the squared MMD for one cluster of one of the 100 experiments. Results are provided only for the cases that the number of components \( m \) was correctly identified from the previous step. The CLIC method was unable to find appropriate clusters in 2 experiments for \( d = 3 \) and \( m = 3 \) and in 13 for \( d = 5 \) and \( m = 2 \). Without claiming that the comparison is exhaustive, we can infer that both CLIC and Levine methods perform significantly better than EM, since they impose conditional independence. For higher \( d \), EM improves since the clusters are less overlapping. However, the computational time of CLIC is higher compared to the other two methods.

6.2 Real data

Further, we applied our framework to the Breast Cancer Wisconsin (Diagnostic) Data Set from the UCI Machine Learning Repository (Frank & Asuncion, 2010). The dataset consists of 32 features of breast masses along with their classification as benign (B) or malignant (M). The sample size of the dataset is 569 (357 (B), 212 (M)). We selected 3 features, namely perimeter, compactness and texture, which are pairwise dependent (the minimum p-value is \( pval = 2.43e-17 \)), but become (close to) mutually independent when we condition on the class (B or M) (\( pval_B = 0.016, pval_M = 0.013 \)). We applied our method to these three features (assuming the class is unknown) and we succeeded at correctly inferring that the number of mixture components is 2. Figure 9 depicts the ground truth of the breast data, the input and the results of CLIC, Levine and EM, and Fig. 12(a) the corresponding squared MMDs. We can observe that Levine method performs very poorly for this dataset. Additionally, we selected different features, namely perimeter and area, and concavity and area, which are not conditionally independent given the binary class.
In this case, we got rank values higher than two, i.e., 62 and 8, respectively (Fig. 10).

We similarly applied our framework to the Arrhythmia Data Set (sample size 452) (Frank & Asuncion, 2010). We selected 3 features, namely height, QRS duration and QRSTA of channel V1 which are dependent (minimum $pval = 8.96e-05$), but become independent when we condition on a fourth feature, the sex of a person (Male or Female) ($pval_M = 0.0607, pval_F = 0.0373$). We applied our method to the three features and we succeeded at correctly inferring that the number of mixture components is 2. Figure 11 depicts the ground truth, the input and the results of CLIC, Levine and EM, and Fig. 12(b) the corresponding squared MMDs. We can observe that Levine and EM methods perform very poorly for this dataset.

Finally, we applied our method to a database with cause-effect pairs\(^2\). It includes pairs of variables with known causal structure. Since there exists a direct causal arrow $X \rightarrow Y$, we expect the rank of $U_{X,Y}$ to be infinite given our assumptions (Theorem 3), even if there exist hidden confounders or not. However, the estimated rank from finite data is always finite, its magnitude strongly depending on the strength of the causal arrow and the sample size, as mentioned in Sec. 5. Figure 13 depicts 4 cause-effect pairs (which were taken from the UCI Machine Learning Repository (Frank & Asuncion, 2010)) with the same sample size (1000 data points) but various degrees of dependence, specifically: $pval = 7.16e-12$, $pval = 9.41e - 63$, $pval = 1.21e - 317$, $pval = 0$. The estimated ranks are $m = 1, 4, 8$ and 63, respectively. Note that when $X$ and $Y$ are close to independent (e.g., the first plot of Fig. 13) the assumption of pair-wise dependence of Theorem 5 is almost violated.

\(^2\)http://webdav.tuebingen.mpg.de/cause-effect/

Figure 9: From left to right: ground truth, input, output CLIC, Levine, and EM for the breast data.

Figure 11: From left to right: ground truth, input, output CLIC, Levine, and EM for the arrhythmia data.

Figure 12: Squared MMD between output and ground truth clusters for (a) breast and (b) arrhythmia data.

Figure 13: Four cause-effect pairs. Estimated $m$ from left to right: $m = 1, m = 4, m = 8$, and $m = 63$.

7 Conclusion

In this paper, we introduced a kernel method to identify finite mixtures of nonparametric product distributions. The method was further used to infer the existence and identify a hidden common cause of a set of observed variables. Experiments on simulated and real data were performed for evaluation of the proposed approach. In practice, our method is more appropriate for the identification of a confounder with a small number of values.
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Abstract

Semi-supervised clustering is the task of clustering data points into clusters where only a fraction of the points are labelled. The true number of clusters in the data is often unknown and most models require this parameter as an input. Dirichlet process mixture models are appealing as they can infer the number of clusters from the data. However, these models do not deal with high dimensional data well and can encounter difficulties in inference. We present a novel nonparametric Bayesian method to cluster data points without the need to prespecify the number of clusters or to model complicated densities from which data points are assumed to be generated from. The key insight is to use determinants of submatrices of a kernel matrix as a measure of how close together a set of points are. We explore some theoretical properties of the model and derive a natural Gibbs based algorithm with MCMC hyperparameter learning. We test the model on various synthetic and real world data sets.

1 INTRODUCTION

Finding clusters amongst data points has been a key idea addressed by many researchers in machine learning, statistics and signal processing. In practice it is often the case that copious amounts of data can be easily collected, but subsequent labelling of the data is expensive and slow to obtain. Semi-supervised learning algorithms aim to utilise information from both labelled and unlabelled data to inform choices about how best to partition data points or where decision boundaries lie.

A natural approach for a Bayesian practitioner would be to consider a generative model of the data. This involves explicit modelling of the density which produced the observations and averaging over possible clusterings of the unlabelled training data. Next any parameters of the density model can be integrated out to produce a predictive clustering of unseen test data.

The choice of density model is integral and highly influential on the results of the training. A nonparametric Bayesian model is attractive in that it can incorporate an unbounded number of parameters and is able, in theory, to learn the correct density model e.g. Dirichlet Process Mixture Model [Escobar and West, 1995]. However such an approach can be expensive as typically, when clustering, we are not interested in the density itself whilst much effort is spent in learning it. Adams and Ghahramani [2009] propose a fully-Bayesian generative approach to semi-supervised classification which avoids the need to model complex density functions. Nonetheless this model does require prior specification of the number of classes and the training of a Gaussian process per class.

Discriminative models tend to be more popular for Bayesian semi-supervised learning [Zhu, 2005]. Lawrence and Jordan [2005] construct a nonparametric Bayesian model for binary semi-supervised classification, which is extended to the multi-class case by Rogers and Girolami [2007]. Similar Gaussian process based discriminative models that exploit graph-based information are suggested by Chu et al. [2007] and Sindhwani et al. [2007]. All of these examples also require knowledge of the total number of classes that the data is divided into.

In this work we present a novel discriminative nonparametric Bayesian method for clustering points using a kernel matrix determinant based measure of similarity between data points. It is nonparametric in that prior mass is assigned to all possible partitions of the data. This method is highly appropriate in
the case where a generative model is computationally prohibitively expensive to train but where a kernel between pairs of data points can be easily computed e.g. in high dimensional data which cannot be adequately represented on a low dimensional manifold. Thus we bring together some of the most attractive properties of discriminative kernel methods (removing the need to model the input observations) and Bayesian nonparametrics (the ability to infer the number of clusters and kernel hyperparameters).

Our model makes use of a popular determinant based likelihood model called the determinantal point process (DPP) [Kulesza and Taskar, 2013]. This is a prior on the set of all subsets of a data set which places higher mass on subsets which contain diverse elements. DPPs arise in classical theory such as random matrix theory [Mehta and Gaudin, 1960, Ginibre, 1965] and quantum physics [Macchi, 1975]. They have more recently been used for human pose estimation, search diversification and document summarization [Kulesza and Taskar, 2010, 2011a,b].

In Section 2 we introduce the determinantal clustering process likelihood and discuss some of its properties. In Section 3 we explain how such a model can be applied to semi supervised clustering problems and develop a Gibbs based inference scheme with MCMC hyperparameter updates. We consider related research in Section 4 and describe the novel features of the DCP amongst other algorithms. Experimental performance of the model is outlined in Section 5 and finally conclusions are discussed in Section 6.

2 THE DETERMINANTAL CLUSTERING MODEL

Consider data points \( X = \{x_n\}_{n=1}^{N} \) which live in a space \( \mathcal{X} \). We assume that \( x_i \neq x_j \) whenever \( i \neq j \) without loss of generality (since we can assign any pair of points which violate this condition to the same cluster). In this work we typically consider the case \( \mathcal{X} = \mathbb{R}^D \), but the ideas can easily be extended to more general spaces. Suppose further that we are given a positive definite kernel function, \( k \), which depends on hyperparameters belonging to a space \( \Theta \), such that \( k : \mathcal{X} \times \mathcal{X} \times \Theta \rightarrow \mathbb{R} \).

For a given set of hyperparameters, \( \theta \in \Theta \) and ordered subsets \( A, B \subseteq X \) of sizes \( N_A, N_B \), define the \( N_A \times N_B \) Gram matrix \( K_{A,B}^{\theta} \) as

\[
K_{A,B}^{\theta}(i,j) = k(x_a_i, x_b_j, \theta),
\]

where \( x_a_i \) is the \( i \)th element in \( A \) and \( x_b_j \) is the \( j \)th element in \( B \). For notational convenience we write \( K_{A,A}^{\theta} \) as \( K_A^{\theta} \).

Let \( \mathcal{S} \) be the set of all partitions of \( X \). Hence an element \( S \in \mathcal{S} \) is a set of subsets of \( X \) such that for any \( S, S' \in \mathcal{S}, S \cap S' = \emptyset \) and \( \bigcup_{S \in \mathcal{S}} S = X \). We introduce the notion of a determinantal clustering process (DCP) for a given kernel function \( k \) and hyperparameters \( \theta \in \Theta \), defined as a probability measure on the set \( \mathcal{S} \) with density function

\[
p(S | \theta) \propto \prod_{S \in \mathcal{S}} \det(K_S^{\theta})^{-1}.
\]

Note that whilst DPPs have been extensively used as priors over subsets to encourage diversity [Kulesza and Taskar, 2013], we use the inverse of the determinant as a measure of similarity amongst points in a cluster which has very different properties which we discuss in the next section.

2.1 PROPERTIES OF THE DCP

The geometric interpretation of the determinant of an \( M \times M \) matrix is the volume spanned by its rows. A small determinant implies the rows are ‘similar’ to each other, whilst conversely a large determinant implies ‘dissimilarity’ amongst the rows. This phenomenon is illustrated in Figure 1. The reciprocal of the determinant is therefore a natural measure of similarity between data points.
Taking the product of such reciprocal determinants is a simple yet natural way to amalgamate the score for each cluster into a global score for a given partition. It also permits very simple sampling and inference which is discussed later.

Notice that unlike many popular clustering methods e.g. k-means or mixtures of Gaussians, the DCP does not assume that each cluster has a mean about which points occur with elliptically symmetrically. Such methods are often highly sensitive to initialisation and outliers which can be avoided by using a DCP type cluster scoring method. We explore this idea further in the Experiments section.

2.1.1 Relation to Gaussian Clustering in Feature Space

Suppose \( \phi : \mathcal{X} \to \mathbb{R}^P \) is a non linear feature mapping for some \( P \in \mathbb{N} \). Given data \( x_1, ..., x_N \in \mathcal{X} \), let \( \Phi \) be the \( P \times N \) matrix with \( n^{th} \) column equal to \( \phi(x_n) \).

Now imagine that each row of \( \Phi \) is an independent draw from a multivariate Gaussian with mean 0 and covariance \( \Sigma \). The probability of \( \Phi \) is given by

\[
L(\Phi|\Sigma) \propto \frac{1}{\sqrt{\det(\Sigma)}} \exp \left( -\frac{1}{2} \Trace(\Phi \Sigma^{-1} \Phi^\top) \right). \tag{3}
\]

The maximum likelihood estimator of \( \Sigma \) is \( \hat{\Sigma} = (\Phi^\top \Phi)^{-1} \). Finally it is easy to show that

\[
L(\Phi|\hat{\Sigma}) \propto \frac{1}{\sqrt{\det(\Phi^\top \Phi)}} \exp \left( -\frac{1}{2} \Trace(\Phi^\top \Phi)^{-1} \Phi^\top \Phi \right) 
\]

\[
\propto \det(\Phi^\top \Phi)^{-1/2}. \tag{4}
\]

The points \( \phi(x_1), ..., \phi(x_N) \) are close together if and only if the covariance between points \( \phi(x_1)_p, ..., \phi(x_N)_p \) is small for each \( p \in \{1, ..., P\} \). This is the case exactly when \( \det(\Phi^\top \Phi) \) is small. The probability of \( \Phi \) is therefore large when \( \phi(x_1), ..., \phi(x_N) \) are close together.

Suppose we partition the data and fit a Gaussian with the maximum likelihood covariance matrix to each partition. The resulting likelihood would be proportional to a product of terms like in Eq 4. This expression is identical to the DCP likelihood where we simply set \( K = \Phi^\top \Phi \) and temper the likelihood (which is discussed in Section 2.2). The DCP does not require explicit specification of the feature map \( \phi \) and works entirely on the kernel matrix. Note that clustering the columns of \( \Phi \) leads to an entirely different process; Gaussian mixture modelling in feature space [Wang et al., 2003].

2.1.2 A Simple Example

Consider the delta kernel function

\[
k(i, j, \theta) = \begin{cases} 
\theta & \text{if } x_i = x_j, \\
0 & \text{otherwise}.
\end{cases} \tag{5}
\]

Recall that \( x_i \neq x_j \) for \( i \neq j \), therefore for any \( A \subseteq X \) of size \( N_A \), \( K_A^\theta = 1_{N_A} \) where \( 1_{N_A} \) is an \( N_A \times N_A \) identity matrix and \( \det(K_A^\theta) = \theta^{N_A} \). In fact for any partition \( S \in S \), \( p(S \in \Theta) \propto \theta^N \) which is independent of \( S \). For this choice of kernel, the DCP therefore places uniform mass over the set of all partitions. This is what we would expect intuitively since the kernel suggests that points are only similar to themselves and dissimilar to everything else.

2.1.3 Discouraging Singleton Clusters

A potential concern with such a model is that it may favour a large number of very small clusters. A similar problem was observed by Wu and Leahy [1993] when proposing a clustering scheme based on a minimum cut method, where leaf nodes tended to belong to their own clusters. We show that such a drawback does not exist under a DCP framework. A proof of the following can be found in Gentle [2007].

**Lemma 1.** Suppose \( K \), a symmetric positive definite matrix, is written in black matrix form,

\[
K = \begin{pmatrix} A & C^T \\
C & B \end{pmatrix},
\]

then \( \det(K) = \det(A) \det(B - CA^{-1}C^T) \).

For a kernel function \( k \) and hyperparameters \( \theta \in \Theta \), consider a set \( A \subset X \) and \( x \in X \setminus A \). By applying Lemma 1, note that

\[
det(K_{A \cup \{x\}}^\theta) \\
= \det(K_A^\theta) \det(K_{\{x\}}^\theta - K_{\{x\},A}^\theta K_A^{-1} K_{A,\{x\}}^\theta) \\
= \det(K_A^\theta) \times (K_{\{x\}}^\theta - K_{\{x\},A}^\theta K_A^{-1} K_{A,\{x\}}^\theta) \\
\leq \det(K_A^\theta) \times (K_{\{x\}}^\theta) \\
= \det(K_A^\theta) \det(K_{\{x\}}^\theta),
\]

where we use the fact that the determinant of a scalar is the scalar and the inequality comes from the fact that \( yK_A^{-1}y^T > 0 \) for any non-zero vector \( y \) by positive definiteness. We trivially deduce that

\[
det(K_{A \cup \{x\}}^\theta)^{-1} \geq det(K_{\{x\}}^\theta)^{-1} \det(K_{\{x\}}^\theta)^{-1}
\]

and hence that the DCP would always prefer to add a singleton to an existing cluster rather than to assign
it to a new one.

It is important to appreciate that such a result does not necessarily hold when comparing the union of two sets each of size greater than 1 i.e. for $A, B \subset X$ disjoint each containing more than one element, it may be the case that

$$\det (K^g_{A\cup B})^{-1} < \det (K^g_A)^{-1} \det (K^g_B)^{-1}.$$ 

If this were never possible the DCP would be a poor model as, we could show inductively, that its mode would be at the clustering where all points are clustered together for any set of data points $X$.

### 2.1.4 Choosing a Kernel Function

The behaviour of the DCP is entirely encoded in the functional form of the kernel and its parameters. This is entirely analogous to the fact that the behaviour of a support vector machine or a function drawn from a Gaussian process prior with mean 0 is entirely encoded in its covariance kernel function.

Many classes of positive definite kernel functions and more information about Gaussian processes can be found in Rasmussen and Williams [2006]. The squared exponential kernel is a common choice of kernel and is defined by

$$k(x, x', \{l, \sigma\}) = \sigma^2 \exp \left(-\frac{1}{2}(x-x')^\top \text{Diag}(l)^{-1}(x-x')\right),$$ 

where $\text{Diag}(l)$ is a diagonal matrix with $l_i$ as the $i^{th}$ diagonal entry. For any $N \times N$ positive definite matrix $K$, $\text{det}(\alpha K) = \alpha^N \text{det}(K)$. Since the DCP is a probability measure the constant multiplier becomes redundant hence we can set $\sigma = 1$ without losing any modelling flexibility.

### 2.2 Using a ‘Temperature’ Parameter

The addition of a temperature parameter to the DCP likelihood adds another layer of flexibility to the clustering process. Consider

$$p(S \in \mathcal{S}|\theta) \propto \prod_{S \in \mathcal{S}} \det (K^g_S)^{-\tau},$$ 

where $\tau \in \mathbb{R}_+$. This parameter has the effect of determining how peaked or flat the density is analogous to the temperature parameter in simulated annealing. Here, a large $\tau$ will make the density highly peaked at the mode whilst a small $\tau$ will encourage a uniform density over all partitions.

#### 2.2.1 Kernel Hyperparameters

In some types of data analysis a user may actually know a good, application specific choice of kernel function and hyperparameters they wish to use. In such a case the DCP may be used as a prior over all possible clusterings directly with no further parameter learning required.

In most cases kernel hyperparameters are unknown apriori and have to be learned from data. We proceed under this assumption. In particular, we consider the case of observing many data points only some of which have been labelled. This is developed further in Section 3.1.2.

### 3 SEMI SUPERVISED CLUSTERING WITH DCP

Unlike for a classification problem, the ‘name’ of a particular cluster is irrelevant. For example, consider the clustering $\{(1,4),\{2,3\}\}$. Whether we call the set $\{1,4\}$ ‘cluster 1’ or ‘cluster 2’ is arbitrary, the important information is that 1 and 4 belong to the same cluster whilst 2 and 3 belong to another one.

We therefore can encode the relevant information about the clustering of points in $X$ using a binary indicator matrix $C$, where for $x_i, x_j \in X$

$$C(x_i, x_j) = \begin{cases} 1 & \text{if } x_i, x_j \text{ in the same cluster,} \\ 0 & \text{otherwise.} \end{cases}$$

Moreover notice that every partition $S \in \mathcal{S}$ will have a unique such binary matrix representation which we denote $C_S$.

In the semi-supervised setting we assume that some portion of our data set is labelled. Let $Z \subset X$ be the set of observed points for which we have labels, i.e. we observe the binary indicator matrix $\hat{C}_Z$ defined on pairs of inputs $x_i, x_j \in Z$.

For a given kernel function and hyperparameters $\theta \in \Theta$ our DCP likelihood function becomes

$$p(S \in \mathcal{S}|\hat{C}_Z, \theta, \tau) \propto \prod_{S \in \mathcal{S}} \det (K^g_S)^{-\tau} \prod_{x,y \in Z} \mathbb{I}(S(x,y) = \hat{C}_Z(x,y)).$$

where $\mathbb{I}(\cdot)$ is an indicator which takes value 1 when its argument is true and 0 otherwise. This second product encodes all the observed labels into the DCP model.

### 3.1 INFERENCE

Assuming a given parameterized kernel function, we describe a Gibbs based sampling method for allocating unlabelled data points to clusters and a MCMC step for learning kernel hyperparameters.
3.1.1 Sampling clusters

Suppose the sampler is currently at a particular partition \( \mathcal{S} = \{S_1, \ldots, S_M\} \) for some integer \( M \leq N \). Further suppose that for each cluster \( S_m \), we have \( K_{S_m}^{-1} \) stored in memory. We wish to update the cluster location of point \( x \in X \setminus Z \) given the clustering of the remaining points. Without loss of generality, suppose \( x \in S_M \) and let \( \mathcal{S}'(x) = \{S_1, \ldots, S_{M'}\} \) where \( M' = M - 1 \) if \( S_M = \{x\} \) and \( M' = M \) otherwise. In the latter case, we remove \( x \) from \( S_M \) and update \( K_{S_M}^{-1} \) using the following lemma (proof found in Gentle [2007]).

**Lemma 2.** Suppose we know \( K_A^{-1} \) for some non-empty set \( A \). If we add an element \( x \in X \setminus A \) to the set \( A \), we have

\[
K_{A \cup \{x\}}^{-1} = \begin{pmatrix} U_T & V \\ W & 1 \\ \end{pmatrix},
\]

where

\[
w = K_{\{x\}} - K_{\{x\}, A} K_A^{-1} K_{A, \{x\}},
\]

\[
U = K_A^{-1} + \frac{1}{w} K_A^{-1} K_{A, \{x\}} K_A^{-1} K_{A, \{x\}},
\]

\[
V = -\frac{1}{w} K_A^{-1} K_{A, \{x\}}.
\]

We now must assign \( x \) to a particular cluster. For \( m \in \{1, \ldots, M\} \),

\[
p(x \in S_m | \mathcal{S}'(x), \theta, \tau) = \frac{p(S_1, \ldots, S_m \cup \{x\}, \ldots, S_{M'})}{p(S_1, \ldots, S_{M'})} \frac{\det (K_{S_m \cup \{x\}}^{-1})}{\det (K_{S_m}^{-1})} \propto \left( K_{\{x\}} - K_{\{x\}, S_m} K_{S_m}^{-1} K_{S_m, \{x\}}^{-1} \right)^{-\tau},
\]

and for \( m = M' + 1 \),

\[
p(x \in S_m | \mathcal{S}'(x), \theta, \tau) = \frac{p(S_1, \ldots, S_{M'}, \{x\})}{p(S_1, \ldots, S_{M'})} \frac{\det (K_{\{x\}}^{-1})}{\det (K_{\{x\}}^{-1})} \propto K_{\{x\}}^{-\tau}.
\]

We therefore allocate \( x \) to an existing cluster or a new cluster using a discrete uniform sample with these computed probabilities and update \( K_{S_m}^{-1} \) using Lemma 2. This procedure is repeated for each \( x' \in X \setminus Z \).

Note the conceptual similarity between this sampler and the collapsed Gibbs sampler for Dirichlet process mixtures; for each data point, the sampler decides whether to assign it to an existing (10) or new (11) cluster.

3.1.2 Sampling Kernel Hyperparameters and Temperature

Given a particular partition of the data \( \mathcal{S} \in \mathcal{S} \), we wish to update the kernel hyperparameters and the temperature parameter using MCMC. We take \( \psi = (\theta, \tau) \) to represent all these parameters in the proceeding discussion. Assume a prior density \( p(\psi) \) over the parameter space \( \Theta \times \mathbb{R}_+ \). The posterior density for \( \psi \) is given by

\[
p(\psi | \mathcal{S}) = \frac{p(\mathcal{S} | \psi)p(\psi)}{\int p(\mathcal{S} | \psi')p(\psi')d\psi'}.
\]

We conjecture that the normalising constant of the DCP is analytically intractable. Whilst this is difficult to prove formally, we believe it to be true in part due to the sheer size of the set \( \mathcal{S} \), known as the \( N^{th} \) Bell number [Wilf, 2006].

Consequently, we say that the posterior density is **doubly intractable** as the integral in the denominator is intractable and the likelihood in the numerator has an intractable normalising constant. A typical Metropolis-Hastings MCMC step would require the ability to compute the numerator of this posterior exactly.

To combat this issue we appeal to the Exchange Sampling algorithm of Murray et al. [2006] where we generate auxiliary data to avoid the need to compute normalising constants for the likelihood. Given that the current hyperparameters are set to \( \psi \in \Theta \times \mathbb{R}_+ \), suppose we have a proposal distribution \( q(\psi' \rightarrow \psi) \). The Single Variable Exchange Algorithm says to sample \( \psi' \sim q(\psi \rightarrow \psi') \) and then to sample an auxiliary data set \( S' \sim p(S' | \psi') \) (note that this can be done using the Gibbs based method of Section 3.1.1). The acceptance probability is set to

\[
a = \min \left( 1, \frac{q(\psi' \rightarrow \psi)p(\mathcal{S} | \psi')}{q(\psi' \rightarrow \psi)p(\mathcal{S} | \psi)} \times \frac{p(\mathcal{S}' | \psi)}{p(\mathcal{S}' | \psi')} \right).
\]

Notice the normalising constants for the observed data likelihoods cancel with those of the auxiliary data likelihoods removing the need to compute them explicitly. Murray et al. [2006] show that using such an acceptance probability, the Markov chain converges to the required posterior in the limit.

4 RELATED WORK

It is natural to question the relationship between determinantal clustering and spectral clustering [Shi and Malik, 2000]. Whilst both methods have similar matrix based inputs, their processes are fundamentally different. Spectral clustering maps this similarity matrix to its eigenspace and then
performs a simple clustering algorithm e.g. \( k \)-means. Similarly kernel \( k \)-means [Dhillon et al.] maps the data to some feature space and performs \( k \)-means in this new space. In both examples, the kernel matrix is used to map inputs to a latent feature space before performing a simple clustering algorithm. This is not the case for the determinantal clustering process. The DCP simply uses the kernel to ensure positive definiteness so that determinants can be used as a measure of the size of a cluster. The DCP also does not require the prespecification of the number of clusters and learns this from the data.

The Dirichlet Process Gaussian Mixture Model (DPGMM) is a popular nonparametric Bayesian tool for clustering e.g. . This model assumes that each cluster is generated by an independent Gaussian distribution whose parameters are learnt from the data. Such a model requires modelling the joint distribution of all the data which can be difficult in high dimensions. Conversely the DCP requires just the ability to compute a kernel function between pairs of inputs.

There are plenty of flexible discriminative nonparametric Bayesian models for multi-class classification problems based on transformed Gaussian processes [Lawrence and Jordan, 2005, Sindhwani et al., 2007, Chu et al., 2007, Rogers and Girolami, 2007, Adams and Ghahramani, 2009]. However, these all require knowledge of the number of classes apriori and are inappropriate for clustering tasks where the number of clusters is unknown.

Nonparametric clustering in spectral space is possible using the similarity-dependent Chinese restaurant process [Socher et al., 2011] or by combining the ideas of the DP-means algorithm [Kulis and Jordan, 2012] and kernel \( k \)-means to get a hard clustering which is able to infer the number of clusters.

5 EXPERIMENTS

We implement determinantal clustering on both synthetic and real data sets to demonstrate its properties. To provide a benchmark of results we compare the performance of the DCP with three other popular clustering methods: \( k \)-means, spectral clustering [Shi and Malik, 2000] and DPGMM [Escobar and West, 1995]. The DPGMM is a generative nonparametric Bayesian model whilst the other two methods require pre-specification of the number of clusters.

Two clustering metrics are computed to reflect the quality of clusterings sampled by these algorithms: adjusted rand index (ARI) Hubert and Arabie [1985] and normalized mutual information (NMI) [Manning et al., 2008]. Both are popular metrics for unsupervised clustering tasks. In cases where classes of data are actually known, we may use classification metrics such as precision and recall, however, we assume that we do not have this knowledge and only are interested in pairwise relationships between points. The ARI takes its maximum value at 1 for a perfect match in clustering, 0 represents a clustering which is equivalent in score to a random clustering and the ARI can also take negative values. The NMI is also maximized at 1 for a perfect clustering, but cannot take negative values. In our experiments, we compare these scores for the unlabelled test data points.

5.1 SYNTHETIC DATA

We illustrate two useful properties of the DCP over other clustering methods in this section. One common underlying assumption of clustering models is that data from a particular cluster are distributed elliptically symmetrically about some single cluster mean. Under this paradigm, the further away you are from a cluster mean, the less likely a point is to belong to that cluster. In many instances such an assumption is not a valid one and can lead to poor results. In the synthetic experiments we assume that the number of clusters is known. We use the squared exponential kernel for spectral and determinantal clustering learning the hyperparameters using cross validation and MCMC respectively. When computing clustering metrics for the DCP or DPGMM we sample partitions from the posterior and average scores over samples. For \( k \)-means and spectral clustering we average scores over a number of alternative initializations.

5.1.1 Clusters with Overlapping Boundaries

Consider the 2 cluster problem illustrated in Figure 2(a). Each cluster was generated from a two-dimensional Gaussian distribution and a few points were added near the boundary of the clusters which are not necessarily closer to their own cluster mean than the other cluster mean. In this experiment all the points other than the ones in squares were given labels and the task was to predict the cluster assignment of these points.

The performance of all models on the synthetic experiments is shown in Table 1. All models other than the DCP struggle with this type of data, especially \( k \)-means and spectral clustering since both procedures assign points to the clusters whose mean they are closest to. The DPGMM does slightly better as it allocates
points probabilistically, but the DCP is the outright winner. This is precisely due to the use of volume spanned by all points as opposed to distance from one point when determining clusters. Moving 1 point over a boundary may severely penalise the squared distance from the mean without affecting the cluster volume as adversarially. In this sense, the DCP is a more robust model.

5.1.2 Multi-Modal Clusters

Clusters of data points may actually be multimodal in their feature spaces. In such a case choosing a model which assumes elliptical symmetry about a single point is a poor choice. In Figure 2(b) we consider 2 clusters where the first is drawn from a mixture of two Gaussians and the second is drawn from a mixture of 3 Gaussians. Again, all points but the ones in black squares are labelled and the task was to predict the cluster assignments of these points.

Notice that an entire Gaussian mixture in the second cluster is unobserved. From the results in Table 1 we see that DPGMM, $k$-means and spectral clustering all perform poorly. Both DPGMM and $k$-means struggle because of their initialised cluster means. The hidden mixture component is roughly equidistant from these means, so during prediction roughly half of these points are assigned to one cluster and half to the other. Spectral clustering struggles as the learnt kernel parameters are essentially overfit to the training data. The performance of DCP is significantly better than these other models again reflecting the potential benefits of a volume based cluster size metric.

5.2 REAL WORLD DATA

5.2.1 Wheat Kernels

This data set due to Charytanowicz et al. [2010] is a collection of geometric properties of 3 types of wheat kernels: Kama, Rosa and Canadian. The properties are real valued and include the wheat kernels’ area, perimeter, compactness, length, width, asymmetry coefficient and length of kernel groove. We randomly select 20 examples from each type of wheat kernel to construct our data set. In this experiment we observe 6 labelled data points (3 from each of 2 randomly selected wheat types) and leave 5 data points from each wheat type as unobserved test points. The remaining 39 points are observed but unlabelled. The task was to predict the cluster assignments of the 15 test points. The results of the experiments are shown in Table 2.

In this experiment the DPGMM outperforms other methods. Since the data is 7-dimensional, a mixture of Gaussians is still a powerful technique to use. For $k$-means and spectral clustering, the number of clusters has to be prespecified. Notice that there are only 2 clusters in the training data and that for $k = 2$ both models are poor choices. For $k = 3$, spectral clustering
Figure 3: Results of the Car Lane Occupancy data experiments. We show (a) ARI and (b) NMI for each method varying the number of labelled training points. In (c)-(h) we plot the DCP posterior sampled number of clusters for 5, 10, 15, 20, 25 and 30 labelled points respectively.
Table 2: Results of Wheat Kernel Experiments

<table>
<thead>
<tr>
<th></th>
<th>DCP</th>
<th>DPGMM</th>
<th>k=2</th>
<th>k=3</th>
<th>k=2</th>
<th>k=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARI</td>
<td>0.696</td>
<td>0.773</td>
<td>0.355</td>
<td>0.513</td>
<td>0.397</td>
<td>0.707</td>
</tr>
<tr>
<td>NMI</td>
<td>0.767</td>
<td>0.834</td>
<td>0.510</td>
<td>0.608</td>
<td>0.527</td>
<td>0.778</td>
</tr>
</tbody>
</table>

does well, but only marginally better than the DCP.

5.2.2 Car Lane Occupancy Data

This data was collated by Cuturi [2011] from the California Department of Transportation PEMS website. The data describes occupancy rates between 0 and 1 of San Francisco bay area freeways every 10 minutes of every day for 15 months. A total of 963 road detectors were used. Hence for each day we have a 144 × 963 = 138672 long feature vector. The task is to cluster data from different days of the week together.

Since this data is extremely high dimensional, using a DPGMM is simply infeasible. In our experiments we extract data points every 2 hours rather than every 10 minutes, leaving our data 11566 dimensional and still beyond the capability of the DPGMM model. However, we are still able to compute a kernel between these feature vectors. In this experiment we consider a 1 parameter squared exponential kernel which has a shared lengthscale parameter across all dimensions.

First we select 6 days of the week: Saturday, Sunday and 4 weekdays. For each day we randomly select 20 data points and set aside 5 from each group as unseen test points; this gives 90 training and 30 test points. We vary the number of labelled points and try to predict the test points. In the i\textsuperscript{th} experiment we assume 5 × i of the training points are labelled and belong in equal numbers to i different clusters. Therefore not only do we vary the number of labels, we also vary the number of observed cluster labels. The results are shown in Figure 3.

Spectral clustering results were generally poor here and this seems to be due to low flexibility of the kernel which only has 1 parameter. Despite the DCP using the same type of kernel function, it has significantly better results. This is due to the increased flexibility offered by the temperature parameter. The posterior sampler seemed to have a mode at around 4 for this data, which suggests that the 1 parameter kernel function was not sufficient in differentiating clusters.

We observe good performance from the k-means algorithm, in particular when we set k to the true value of 6. It should be noted that for k = 5 however, the DCP has competitive performance versus k-means as the number of labels increase, suggesting that when the number of clusters is truly unknown the DCP can be a powerful tool.

The sampled number of clustered under the DCP framework appears slightly multimodal at first. The peak at 2 is due to the process partitioning the weekend against the weekdays. This feature is most pronounced when labels from 2 clusters are observed in Figure 3(b) (one label was for a weekday the other for a weekend day). In Figure 3(f) there is no posterior mass on 1, 2 or 3 clusters and this is because labels for 4 clusters are observed so there is 0 likelihood of the data having less than 4 clusters.

6 CONCLUSIONS AND FUTURE WORK

In this work we have presented a novel kernel-based nonparametric Bayesian approach to learning clusters in data. The key insight involves the use of kernel matrix determinants to score how close together subsets of data points are to each other. We discuss some elegant properties of the process and demonstrate its performance against other popular clustering methods.

Using a volume based cluster measurement proved beneficial for clusters which were not necessarily spread symmetrically about some mean point. A non-parametric Bayesian approach was shown to be fruitful when labelled data was scarce, whilst spectral clustering tended to overfit the kernel hyperparameters in cross validation, especially when the labelled data came from a small number of clusters in relation to the total number of clusters in the data set.

One drawback of such a model is that the computational cost of one cycle of Gibbs updates is \(O(N^3)\) since each update requires matrix multiplication which is up to \(O(N^2)\). An interesting research direction may be to use existing theory in matrix approximations to improve on this cost. Having a non-analytic normalising constant in the DCP likelihood adds another layer of difficulty in inference; exchange sampling is expensive. In future work it may be worth approximating this constant or using a variational method which makes hyperparameter learning relatively easy.

The remarkable property of this model is the fact that it overcomes the typically difficult task of dealing with complex high dimensional data. As long as any sensible positive definite kernel can be computed between pairs of data points, the determinantal clustering process can infer interesting properties about the data. This feature, combined with not having to prespecify the number of clusters makes the DCP a great contender for analysing complex data sets such as biological sequences, images, text and other multimedia.
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Abstract

Hidden variables are ubiquitous in practical data analysis, and therefore modeling marginal densities and doing inference with the resulting models is an important problem in statistics, machine learning, and causal inference. Recently, a new type of graphical model, called the nested Markov model, was developed which captures equality constraints found in marginals of directed acyclic graph (DAG) models. Some of these constraints, such as the so called ‘Verma constraint’, strictly generalize conditional independence. To make modeling and inference with nested Markov models practical, it is necessary to limit the number of parameters in the model, while still correctly capturing the constraints in the marginal of a DAG model. Placing such limits is similar in spirit to sparsity methods for undirected graphical models, and regression models. In this paper, we give a log-linear parameterization which allows sparse modeling with nested Markov models. We illustrate the advantages of this parameterization with a simulation study.

1 Introduction

Analysis of complex multidimensional data is often made difficult by the twin problems of hidden variables, and a dearth of data relative to the dimension of the model. The former problem motivates the study of marginal and/or latent models, while the latter has resulted in the development of sparsity methods.

A particularly appealing model for multidimensional data analysis is the Bayesian network or directed acyclic graph (DAG) model [10], where random variables are represented as vertices in the graph, with directed edges (arrows) between them. The popularity of DAG models stems from their well understood theory, and from the fact that they elicit an intuitive causal interpretation: an arrow from a variable $A$ to a variable $B$ in a DAG model can be interpreted, in a way which can be made precise, to mean that $A$ is a ‘direct cause’ of $B$.

DAG models assume all variables are observed, and a latent variable model based on DAGs simply relaxes this assumption. However, latent variables introduce a number of problems: it is difficult to correctly model the latent state, and the resulting marginal densities are quite challenging to work with. An alternative is to encode constraints found in marginals of DAG models directly; a recent approach in this spirit is the nested Markov model [15]. The advantage of the nested Markov model is that it correctly captures the conditional independences and other equality constraints found in marginals of DAG models. However, the discrete parameterization of nested Markov models has the disadvantage of being unable to represent constraints in various marginals of DAGs concisely, that is with few non-zero parameters. This implies that model selection methods based on scoring (via the BIC score [13] for instance) often prefer simpler models which fail to capture independences correctly, but which contain many fewer parameters [15].

More generally, in high dimensional data analyses there is often such a shortage of samples that classical statistical inference techniques do not work. To address these issues, sparsity methods have been developed, which drive as many parameters in the statistical model to zero as possible, while still providing a reasonable fit to the data. Sparsity methods have been developed for regression models [16], undirected graphical models [8, 9], and even some marginal models [4].

It is not natural to apply sparsity techniques to existing parameterizations of nested Markov models, because the parameters are context (or strata) specific.
In this paper, we develop a log-linear parameterization for discrete nested Markov models, where the parameters represent (generalizations of) log odds-ratios within ‘kernels’ (informally ‘interventional’ densities). These can be viewed as interaction parameters, of the kind commonly set to zero by sparsity methods. Our parameterization allows us to represent distributions containing ‘Verma constraints’ in a sparse way, while maintaining advantages of nested Markov models, and avoiding the disadvantages of using marginals of DAG models directly.

2 Disadvantages of the Möbius Parameterization of Nested Markov Models

One drawback of the standard parameterization of nested Markov models is that parameters are variation dependent; that is, fixing the value of one parameter constrains the ‘legal’ values of other parameters. This is in direct contrast with parameterizations of DAG models where parameters associated with a particular Markov factor (a conditional density for a variable given all its parents in the DAG) do not depend on parameters associated with other Markov factors.

We illustrate another difficulty with an example. Here, and in subsequent discussions, we will need to draw distinctions between vertices in graphs, and corresponding random variables in distributions or ‘kernels.’ We use the following notation: \( v \) (lowercase) denotes a vertex, \( X_v \) the corresponding random variable, and \( x_v \) a value assignment to this variable. Likewise \( A \) (uppercase) denotes a vertex set, \( X_A \) the corresponding random variable set, and \( x_A \) an assignment to this set.

Consider the marginal DAG shown in Fig. 1 (a). We wish to avoid representing this domain with a DAG directly, in order not to commit to a particular state space of the unobserved variables \( X_6 \) and \( X_7 \), and because, even if we were willing to make such an assumption, the margin over \((X_1, X_2, X_3, X_4, X_5)\) obtained from a density that factorizes according to this DAG can be complicated to work with [7].

To use nested Markov models for this domain, we first construct an acyclic directed mixed graph (ADMG) that represents this DAG marginal, using the latent projection algorithm [17]. This graph is shown in Fig. 1 (b): directed arrows in the resulting ADMG represent directed paths in the DAG where any intermediate nodes are unobserved (in this case there are no such paths, and all directed edges in the ADMG are directly inherited from the DAG). Similarly, bidirected arrows in the ADMG, such as \( 2 \leftrightarrow 5 \), represent marginally disconnected paths in the DAG which start and end with arrowheads pointing away from the path, in this case \( 2 \leftrightarrow 6 \rightarrow 5 \).

If we now use the nested Möbius parameters, described in more detail in subsequent sections, to parameterize the resulting ADMG, we will quickly discover that this results in a model of higher dimension relative to the dimension of DAG models which share their skeleton with this ADMG. For example, the binary nested Markov model of the graph in Fig. 1 (b) has 16 parameters, while both binary DAG models corresponding to graphs in Fig. 7 (a) and (b) have 11 parameters each.

This leads to a worry that a structure learning algorithm that tries to use nested Möbius parameters to recover an ADMG from data by means of a score method, such as BIC [13], which rewards fit and parameter parsimony, may prefer at low sample sizes incorrect independence models given by DAGs in preference to correct models given by ADMGs, simply because the DAG models compensate for their poor fit of the data with a much smaller parameter count. In fact, this precise issue has been observed in simulation studies reported in [15].

Addressing this problem with a Möbius parameterization is not easy, because Möbius parameters are strata or context-specific; in other words, the parameterization is not independent of how the states are labeled. For instance, some of the Möbius parameters representing confounding between \( X_2, X_4 \) and \( X_5 \) are:

\[
\theta_{\{2,4,5\}}(x_1, x_3) = p(0_4, 0_5|x_3, 0_2, x_1) p(0_2|x_1)
\]

for all values of \( x_1, x_3 \). In a binary model, this gives 4 parameters. The kinds of regularities in the true generative process, which we may want to exploit to create a dimension reduction in our model, typically involve a lack of interactions among variables, or a latent confounder with a low dimensional state space. Such regularities may often not translate into constraints naturally expressible in terms of Möbius parameters.

To avoid this difficulty, we need to construct parameters for nested Markov models which represent various

\( ^1 \)To save space, here and elsewhere we will write \( 1_i \) for an assignment of \( X_i \) to 1, and \( 0_i \) for an assignment to 0.
types of interactions among variables directly. In fact, parameters representing interactions are well known in log-linear models, of which undirected graphical models and certain regression models form a special case.

3 Log-linear Parameters for Undirected Models

We will use undirected graphical models, also known as Markov random fields, to illustrate log-linear models. A Markov random field over a multivariate binary state space $X_V$, is a set of densities $p(x_V)$ represented by an undirected graph $G$ with vertices $V$, where

$$p(x_V) = \exp \left( \sum_{C \in \text{cl}(G)} (-1)^{|x_C|} \lambda_C \right);$$

here $\text{cl}(G)$ is the collection of (not necessarily maximal) cliques in the undirected graph, $|| \cdot ||_1$ is the $L_1$-norm, and $\lambda_C$ is a log-linear parameter. Note that the parameter $\lambda_C$ ensures the expression is normalized.

Consider the undirected graph shown in Fig. 2. In this graph, all subsets of $\{1, 2, 3\}$, $\{2, 4\}$, and $\{4, 5, 6\}$ are cliques. The model represents densities where, conditional upon its adjacent nodes, each node is independent of all others. The log-linear parameter(s) corresponding to each such subset of size $k$ can be viewed as representing $k$-way interactions among appropriate variables in the model. Setting some such interaction parameters to zero in a consistent way results in a model which still asserts the same conditional independences, but has a smaller parameter count, and with all strata in each clique treated symmetrically. For instance, if we were to set all parameters for cliques of size $k > 2$ to zero, so that there remained only parameters corresponding to vertices and individual edges, we would obtain a model known as a Boltzmann machine [1]. A similar idea had been used to give a sparse parameterization for discrete DAG models [12].

In the remainder of the paper, we describe nested Markov models, and give a log-linear parameterization for these models which contains similar parameters that may be set to zero. While in Markov random field models the parameters are associated with sets of nodes which form cliques in the corresponding undirected graph, in nested Markov models parameters will be associated with special sets of nodes in the corresponding ADMG called intrinsic sets. Further, log-linear parameterizations of this type can often incorporate individual-level continuous baseline covariates [5].

Figure 2: An undirected graph representing a log-linear model.

4 Graphs, Kernels, and Nested Markov Models

We now introduce the relevant background needed to define the nested Markov model.

A directed mixed graph $G(V, E)$ is a graph with a set of vertices $V$ and a set of edges $E$, where the edges may be directed ($\to$) or bidirected ($\leftrightarrow$). A directed cycle is a path of the form $x \to \cdots \to y$ along with an edge $y \to x$. An acyclic directed mixed graph (ADMG) is a mixed graph containing no directed cycles. An example is given in Fig. 1 (b).

Let $a, b$ and $d$ be vertices in a mixed graph $G$. If $b \to a$ then we say that $b$ is a parent of $a$, and $a$ is a child of $b$. If $a \leftrightarrow b$ then $a$ is said to be a spouse of $b$. A vertex $a$ is said to be an ancestor of a vertex $d$ if either there is a directed path $a \to \cdots \to d$ from $a$ to $d$, or $a = d$; similarly $d$ is said to be a descendant of $a$. The sets of parents, children, spouses, ancestors and descendants of $a$ in $G$ are written $pa_G(a)$, $ch_G(a)$, $sp_G(a)$, $an_G(a)$, $de_G(a)$ respectively. We apply these definitions disjunctively to sets, e.g. $an_G(A) = \bigcup_{a \in A} an_G(a)$.

4.1 Conditional ADMGs

A conditional acyclic directed mixed graph (CADMG) $G(V, W, E)$ is an ADMG with a vertex set $V \cup W$, where $V \cap W = \emptyset$, subject to the restriction that for all $w \in W$, $pa_G(w) = \emptyset = sp_G(w)$. The vertices in $V$ are the random vertices, and those in $W$ are called fixed.

Whereas an ADMG with vertex set $V$ represents a joint density $p(x_V)$, a conditional ADMG represents the Markov structure of a conditional density, or kernel $q_V(x_V | x_W)$. Following [8, p.46], we define a kernel to be a non-negative function $q_V(x_V | x_W)$ satisfying:

$$\sum_{x_V} q_V(x_V | x_W) = 1 \quad \text{for all } x_W. \quad (1)$$

We use the term ‘kernel’ and write $q_V(\cdot | \cdot)$ (rather than $p(\cdot | \cdot)$) to emphasize that these functions, though they satisfy (1) and thus most properties of conditional densities, are not in general formed via the usual operation of conditioning on the event $X_W = x_W$. To conform with standard notation for densities, for every $A \subseteq V$.
let
\[ q_V(x_A|x_W) \equiv \sum_{V \subseteq A} q_V(x_V|x_W), \]
\[ q_V(x_{V\setminus A}|x_{W\cup A}) \equiv \frac{q_V(x_V|x_W)}{q_V(x_A|x_W)}. \]

For a CADMG \( G(V,W,E) \) we consider collections of random variables \( (X_v)_{v \in V} \) indexed by variables \( (X_w)_{w \in W} \) throughout this paper the random variables take values in finite discrete sets \( (X_v)_{v \in V} \) and \( (X_w)_{w \in W} \). For \( A \subseteq V \cup W \) we let \( X_A \equiv x_{w \in A}(X_w) \), and \( X_A \equiv (X_v)_{v \in A} \). That we will always hold the variables in \( W \) fixed is precisely why we do not permit edges between vertices in \( W \).

An ADMG \( G(V,E) \) may be seen as a CADMG in which \( W = \emptyset \). In this manner, though we will state subsequent definitions for CADMGs, they also apply to ADMGs.

The \textit{induced subgraph} of a CADMG \( G(V,W,E) \) given by a set \( A \), denoted \( G_A \), consists of \( G(V \cap A,W \cap A,E_A) \) where \( E_A \) is the set of edges in \( G \) with both endpoints in \( A \). In forming \( G_A \), the status of the vertices in \( A \) with regard to whether they are in \( V \) or \( W \) is preserved.

### 4.2 Districts and Markov Blankets

A set \( C \) is \textit{connected} in \( G \) if every pair of vertices in \( C \) is joined by a path such that every vertex on the path is in \( C \). For a given CADMG \( G(V,W,E) \), denote by \( (G)_c \), the CADMG formed by removing all directed edges from \( G \). A set connected in \( (G)_c \) is called bidirected connected.

For a vertex \( x \in V \), the \textit{district} (or c-component) of \( x \), denoted by \( \text{dis}_G(x) \), is the maximal bidirected connected set containing \( x \). For instance in the ADMG shown in Fig. 1 (b), the district of node 2 is \( \{2,4,5\} \). Districts in a CADMG form a partition of \( V \); vertices in \( W \) are excluded by definition. In a DAG \( G(V,E) \) the set of districts is the set of all single element sets \( \{v\} \subseteq V \).

A set of vertices \( A \) in \( G \) is called \textit{ancestral} if \( a \in A \Rightarrow \text{ang}_G(a) \subseteq A \). In a CADMG \( G(V,W,E) \), if \( A \) is an ancestral subset of \( V \cup W \) in \( G \), \( t \in A \cap V \), and \( \text{ch}_G(t) \cap A = \emptyset \), then the \textit{Markov blanket of} \( t \) in \( A \) is defined as:

\[ \text{mb}_G(t,A) \equiv \text{pa}_G \left( \text{dis}_G(t) \right) \cup \left( \text{dis}_G(t) \setminus \{t\} \right). \]

### 4.3 The fixing operation and fixable vertices

We now introduce a ‘fixing’ operation on a CADMG which has the effect of transforming a random vertex into a fixed vertex, thereby changing the graph. However, this operation is only applicable to a subset of the vertices, which we term the (potentially) fixable vertices.

**Definition 1** Given a CADMG \( G(V,W,E) \) the set of fixable vertices is:

\[ F(G) \equiv \{v \mid v \in V, \text{dis}_G(v) \cap \text{de}_G(v) = \{v\}\}. \]

In words, \( v \) is fixable in \( G \) if there is no vertex \( v^* \) that is both a descendent of \( v \) and in the same district as \( v \). For the graph in Fig. 1 (b), the vertex 2 is not fixable, because 4 is both its descendant and in the same district; all other vertices are fixable.

**Definition 2** Given a CADMG \( G(V,W,E) \), and a kernel \( q_V(X_V | X_W) \), with every \( r \in F(G) \) we associate a fixing transformation \( \phi_r \) on the pair \( (G,q_V(X_V | X_W)) \) defined as follows:

\[ \phi_r(G) \equiv G^*(V \setminus \{r\},W \cup \{r\},E_r), \]

where \( E_r \) is the subset of edges in \( E \) that do not have arrowheads into \( r \), and

\[ \phi_r(q_V(x_V | x_W);G) \equiv \frac{q_V(x_V | x_W)}{q_V(x_r | x_{\text{mb}_G(r,\text{ang}_G(\text{dis}_G(r)))})} \]

Returning to the ADMG in Fig. 1 (b), fixing 3 in the graph means removing the edge 2 \( \rightarrow \) 3, while fixing \( x_3 \) in \( p(x_1,x_2,x_3,x_4,x_5) \) means dividing this marginal density by \( q_{1,2,3,4,5}(x_3 | x_2) = p(x_3 | x_2) \). The resulting CADMG, shown in Fig. 3 (a), represents the resulting kernel \( q_{1,2,3,4,5}(x_1,x_2,x_3,x_4,x_5|x_3) \).

We use \( \circ \) to indicate composition of operations in the natural way, so that:

\[ \phi_r \circ \phi_s(G) \equiv \phi_r(\phi_s(G)) \]

\[ \phi_r \circ \phi_s(q_V(X_V | X_W);G) \equiv \phi_r(\phi_s(q_V(X_V | X_W);G) ; \phi_s(G)). \]

### 4.4 Reachable and Intrinsic Sets

In order to define the nested Markov model, we will need to define special classes of vertex sets in ADMGs.
Definition 3 A CADMG \( G(V, W) \) is reachable from an ADMG \( G^*(V \cup W) \) if there is an ordering of the vertices in \( W = \{w_1, \ldots, w_k\} \), such that for \( j = 1, \ldots, k \),
\[
\begin{align*}
w_1 & \in \mathcal{F}(G^*) \text{ and for } j = 2, \ldots, k, \\
w_j & \in \mathcal{F}(\phi_{w_{j-1}} \circ \cdots \circ \phi_{w_1}(G^*)).
\end{align*}
\]

A subgraph is reachable if, under some ordering, each vertex \( w_i \) is fixable in \( \phi_{w_{i-1}}(\phi_{w_i}(G^*)) \).

Fixing operations do not in general commute, and thus only some orderings are valid for fixing a particular set. For example, in the ADMG shown in Fig. 1 (b), the set \{2, 3\} may be fixed, but only under the ordering where 3 is fixed first, to yield the CADMG shown in Fig. 3 (a), and then 2 is fixed in this CADMG. Fixing 2 first in Fig. 1 (b) is not valid, because 4 is both a descendant of 2 and in the same district as 2 in that graph, and thus 2 is not fixable.

If a CADMG \( G(V, W) \) is reachable from \( G^*(V \cup W) \), we say that the set \( V \) is reachable in \( G^* \). A reachable set may be obtained by fixing vertices using more than one valid sequence. We will denote any valid composition of fixing operations that fixes a set \( A \) by \( \phi_A \) applied to the graph, and by \( \phi_X \) if applied to a kernel. With a slight abuse of notation (though justified as we will later see) we suppress the precise fixing sequence chosen.

Definition 4 A set of vertices \( S \) is intrinsic in \( G \) if it is a district in a reachable subgraph of \( G \). The set of intrinsic sets in an ADMG \( G \) is denoted by \( I(G) \).

For example, in the graph in Fig. 1 (b), the set \{2, 4, 5\} is intrinsic (and reachable), while the set \{1, 2, 4, 5\} is reachable but not intrinsic.

In any DAG \( G(V, E) \), \( I(G) = \{\{x\} | x \in V\} \), while in any bidirected graph \( G \), \( I(G) \) is equal to the set of all connected sets in \( G \).

4.5 Nested Markov Models

Just as for DAG models, nested Markov models may be defined via one of several equivalent Markov properties. These properties are all nested in the sense that they apply recursively to either reachable or intrinsic sets derived from an ADMG. In particular, there is a nested analogue of the global Markov property for DAGs (d-separation), the local Markov property for DAGs (which asserts that variables are independent of non-descendants given parents), and the moralization-based property for DAGs. These definitions appear and are proven equivalent in [11]. It is possible to associate a unique ADMG with a particular marginal DAG model, and a nested Markov model associated with this ADMG will recover all independences which hold in the marginal DAG [11].

We now define a nested factorization on probability distributions represented by ADMGs using special sets of nodes called 'recursive heads' and 'tails.'

Definition 5 For an intrinsic set \( S \in I(G) \) of a CADMG \( G \), define the recursive head (rh) as: \( \text{rh}(S) = \{x \in S | \text{ch}_G(x) \cap S = \emptyset\} \).

Definition 6 The tail associated with a recursive head \( H \) of an intrinsic set \( S \) in a CADMG \( G \) is given by: \( \text{tail}(H) = (S \setminus H) \cup \text{pa}_G(S) \).

In the graph in Fig. 1 (b), the recursive head of the intrinsic set \{2, 4, 5\} is equal to the set itself, while the tail is \{1, 3\}.

A kernel \( q_V(X_V | X_W) \) satisfies the head factorization property for a CADMG \( G(V, W, E) \) if there exist kernels \( \{f_S(X_H | X_{\text{tail}(H)}) | S \in I(G), H = \text{rh}(S)\} \) such that
\[
q_V(X_V | X_W) = \prod_{H \in \{V\} \setminus \text{rh}(S) = H} f_S(X_H | X_{\text{tail}(H)}) \tag{2}
\]
where \( \{|V|_G \} \) is a partition of \( V \) into heads given in [14].

Let \( \mathcal{G}(G) = \{(G^*, \mathbf{w}^*) | G^* = \phi_{\mathbf{w}^*}(G)\} \) for an ADMG \( G \). That is, \( \mathcal{G}(G) \) is the set of valid fixing sequences and the CADMGs that they reach. The same graph may be reached by more than one sequence \( \mathbf{w}^* \). We say that a distribution \( p(x_V) \) obeys the nested head factorization property for \( G \) if for all \((G^*, \mathbf{w}^*) \in \mathcal{G}(G)\), the kernel \( \phi_{\mathbf{w}^*}(p(X_V); G) \) obeys the head factorization for \( \phi_{\mathbf{w}^*}(G) = G^* \). We denote the set of such distributions by \( \mathcal{P}^N_G(G) \). Nested Markov models have been defined via nested district factorization criterion [15], and a number of Markov properties [11]. The head factorization is another way of defining the nested Markov model due to the following result.

Theorem 7 The set \( \mathcal{P}^N_G(G) \) is the nested Markov model of \( G \).

Our decision to suppress the precise fixing sequence from the fixing operation applied to sets is justified, due to the following result.

Theorem 8 If \( p(x_V) \) is in the nested Markov model of \( G \), then for any reachable set \( A \) in \( G \), any valid fixing sequence on \( V \setminus A \) gives the same CADMG over \( A \), and the same kernel \( q_A(x_A | x_{V \setminus A}) \) obtained from \( p(x_V) \).

4.6 A Möbius Parameterization of Binary Nested Markov Models

We now give the original parameterization for binary nested Markov models. The approach generalizes in
a straightforward way to finite discrete state spaces. Multivariate binary distributions in the nested Markov model for an ADMG \( G \) may be parameterized by the following:

**Definition 9** The nested Möbius parameters associated with a CADMG \( G \) are a set of functions: \( \Omega_G \equiv \{ q_S(X_H = 0 | x_{tail(H)}) \} \) for \( H = \text{rh}(S), S \in \mathcal{I}(G) \).

Intuitively, a parameter \( q_S(X_H = 0 | x_{tail(H)}) \) is the probability that the variable set \( X_H \) assumes values \( \mathbf{0} \) in a kernel obtained from \( p(x_V) \) by fixing \( X_{V \setminus S} \), and conditioning on \( X_{tail(H)} \). As a shorthand, we will denote the parameter \( q_S(X_H = 0 | x_{tail(H)}) \) by \( \theta_H(x_{tail(H)}) \).

**Definition 10** Let \( \nu : V \cup W \mapsto \{0, 1\} \) be an assignment of values to the variables indexed by \( V \cup W \). Define \( \nu(T) \) to be the values assigned to variables indexed by a subset \( T \subseteq V \cup W \). Let \( \nu^{-1}(0) = \{v \mid \nu(v) = 0\} \).

A distribution \( P(X_V | X_W) \) is said to be parameterized by the set \( \Omega_G \), for CADMG \( G \) if:

\[
p(X_V = \nu(V) | X_W = \nu(W)) = \sum_{B : \nu^{-1}(0) \subseteq B \subseteq W} (-1)^{|B \nu^{-1}(0)|} \times \prod_{H \in [B \nu]} \theta_H(X_{tail(H)} = \nu(tail(H)))
\]

where the empty product is defined to be 1.

For example, the graph shown in Fig. 3 (b) representing a model over binary random variables \( X_1, X_2, X_3, X_4 \) is parameterized by the following sets of parameters:

\[
\begin{align*}
\theta_1 & = p(0_1) \\
\theta_2(x_1) & = p(0_2 | x_1) \\
\theta_{1,3}(x_2) & = p(0_3 | x_2, 0_1)p(0_1) \\
\theta_3(x_2) & = \sum_{x_1} p(0_3 | x_2, x_1)p(x_1) \\
\theta_{2,4}(x_1, x_3) & = p(0_4 | x_3, 0_2, x_1)p(0_2 | x_1) \\
\theta_4(x_3) & = \sum_{x_2} p(0_4 | x_3, x_2, x_1)p(x_2 | x_1).
\end{align*}
\]

The total number of parameters is \( 1 + 2 + 2 + 1 + 4 + 2 = 13 \), which is 2 fewer than a saturated parameterization of a 4 node binary model, which contains \( 2^4 - 1 = 15 \) parameters. The two missing parameters reflect the fact that \( \theta_2(x_3) \) does not depend on \( x_1 \), which is a constraint induced by the absence of the edge from 1 to 4 in Fig. 3 (b). Note that this constraint is not a conditional independence. In fact, no conditional independences over variables corresponding to vertices 1, 2, 3, 4 are advertised in Fig. 3 (b).

This parameterization maps \( \theta_H \) parameters to probabilities in a CADMG via the inverse Möbius transform given by (3), and generalizes both the standard Markov parameterization of DAGs in terms of parameters of the form \( p(x_i = 0 | pa(x_i)) \), and the parameterization of bidirected graph models given in [3].

## 5 A Log-linear Parameterization of Nested Markov Models

We begin by defining a set of objects which are functions of the observed density, and which will serve as our parameters.

**Definition 11** Let \( G(V,E) \) be an ADMG and \( p(x_V) \) a density over a set of binary random variables \( X_V \) in the nested Markov model of \( G \). For any \( S \in \mathcal{I}(G) \), let \( M = S \cup \text{pa}_G(S) \), \( A \subseteq M \) (with \( A \cap S \neq \emptyset \)), and let \( q_S(x_M | x_{M \setminus S}) = \phi_V \setminus S(p(x_V); G) \) be the associated kernel. Then define

\[
\lambda^M_A = \frac{1}{2|M|} \sum_{x_M} (-1)^{|x_M|} \log q_S(x_M | x_{M \setminus S}),
\]

as the nested log-linear parameter associated with \( A \) in \( S \). Further let \( \Lambda(G) \) be the collection

\[
\{ \lambda^M_A | S \in \mathcal{I}(G), M = S \cup \text{pa}_G(S), \text{rh}_G(S) \subseteq A \subseteq M \}
\]

of these log-linear parameters. We call \( \Lambda(G) \) the nested ingenious parameterization of \( G \).

This parameterization is based on the graphical concepts of recursive heads and corresponding tails. We call the parameterization ‘ Nested ingenious ’ due to its similarity to a marginal log-linear parameterization called ingenious in [6], and in contrast to other log-linear parameterizations which may exist for nested Markov models. Marginal model parameterizations of this type were first introduced in [2]. This definition extends easily to non-binary discrete data, in which case some parameters \( \lambda^M_A \) become collections of parameters.

As an example, consider the graph shown in Fig. 3 (b) which represents a binary nested Markov model. The nested ingenious parameters associated with the marginal \( p(x_1) \) and conditional \( p(x_2 | x_1) \) are

\[
\begin{align*}
\lambda^1_1 & = \frac{1}{2} \log \frac{p(0_1)}{p(1_1)} \\
\lambda^{21}_2 & = \frac{1}{4} \log \frac{p(0_2 | 0_1) \cdot p(0_2 | 1_1)}{p(1_2 | 0_1) \cdot p(1_2 | 1_1)} \\
\lambda^{21}_3 & = \frac{1}{4} \log \frac{p(0_2 | 0_1) \cdot p(1_2 | 1_1)}{p(1_2 | 0_1) \cdot p(0_2 | 1_1)}
\end{align*}
\]
whereas parameters associated with the kernel
$q_4(x_4|x_3) = \sum_{x_2} p(x_4|x_3, x_2, x_1)p(x_2|x_1)$ are

$$\lambda_{43}^4 = \frac{1}{4} \log \frac{q_4(0_4|0_3)}{q_4(1_4|0_3)} \cdot \frac{q_4(0_4|1_3)}{q_4(1_4|1_3)}$$

$$\lambda_{32}^4 = \frac{1}{4} \log \frac{q_4(0_4|0_3)}{q_4(1_4|0_3)} \cdot \frac{q_4(0_4|1_3)}{q_4(1_4|1_3)}$$

A parameter $\lambda_{ij}^k$, where $M$ is the union of a head $H$ and its tail $T$, can be viewed, by analogy with similar clique parameters in undirected log-linear models, as a $|A|$-way interaction between the vertices in $A$, within the kernel corresponding to $M$. For instance the kernel $q_{2,4}(x_2, x_4|x_1, x_3) = p(x_4|x_3, x_2, x_1)p(x_2|x_1)^2$ makes an appearance in 4 parameters in a binary model: $\lambda_{24}^{1234}, \lambda_{12}^{1234}, \lambda_{23}^{1234}, \lambda_{13}^{1234}$. If we set $\lambda_{12}^{1234}$ to 0, we claim there is no 4-way interaction between $X_1, X_2, X_3, X_4$ in the kernel.

It can be shown that while the Möbius parameterization of the graph in Fig. 3 (b) is variation dependent, the nested ingenious parameterization of the same graph is variation independent. This is not true in general. In particular both parameterizations for the graph in Fig. 1 (b) are variation dependent.

### 6 Main Results

In this section we prove that the nested ingenious parameters indeed parameterize discrete nested Markov models. We start with an intermediate result.

**Lemma 12** Let $H \subseteq M$ and $q(x_H|x_{M\setminus H})$ be a kernel. Then $q$ is smoothly parameterized by the collection of NLL parameters $\{\lambda^M_H|H \subseteq A \subseteq M\}$ together with the $|H| - 1$-dimensional margins of $q$,

$q(x_{H \setminus \{v\}}, x_{M\setminus H}), v \in H$.

**Proof:** The proof is essentially identical to the proof of Lemma 4.4 in [6].

#### 6.1 The Main Result

We now define a partial order on heads and use this order to inductively establish the main result.

**Definition 13** Let $\prec_{\mathcal{I}(G)}$ be the partial order on heads, $H_i$, of intrinsic sets, $S_i$, in $G$ such that $H_i \prec_{\mathcal{I}(G)} H_j$ whenever $S_i \subset S_j$.

**Theorem 14** The nested ingenious parameterization of an ADMG $G$ with nodes $V$ parameterizes precisely those distributions $p(x_V)$ obeying the nested global Markov property with respect to $G$.

---

2This kernel, viewed causally, is $p(x_2, x_4|do(x_1, x_3))$. 

---

### 7 Simulations

To illustrate the utility of setting higher order parameters to zero (‘removing’), we present a simulation study based on the ADMG in Fig. 5 (b). This graph is a special case of two bidirected chains of $k$ vertices each, with a path of directed edges alternating between the chains, for $k = 4$. The number of parameters in the relevant binary nested Markov model grows exponentially with $k$ in graphs of this type.

Consider also the latent variable model defined by replacing each bidirected edge with an independent latent variable shown in Fig. 5 (a), so that $1 \leftrightarrow 3$ becomes $1 \rightarrow 9 \rightarrow 3$. If the state space of each latent variable is the same and fixed, then the number of parameters in this hidden variable DAG model grows only linearly in $k$. This suggests that the nested Markov model may include higher order parameters which are
Figure 4: Histograms showing the increase in deviance associated with setting to zero any nested log-linear parameters with effects higher than orders (from left to right) seven, six and five respectively. This corresponds to removing 6, 18 and 35 parameters respectively; the relevant $\chi^2$ density is plotted in each case.

Figure 5: (a) A hidden variable DAG used to generate samples for Section 7. (b) The latent projection of this generating DAG.

not really necessary in this case (though the higher order parameters may become necessary again if the state space of latent variables grows).

We generated distributions from the latent variable model associated with the DAG in Fig. 5 (a) as follows: each of the six latent variables takes one of three states with equal probability, and each observed variable takes the value 0 with a probability generated as an independent uniform random variable on $(0, 1)$, conditional upon each possible value of its parents.

For each of 1,000 distributions produced independently using this method, we generated a dataset of size 5,000. We then fitted the nested model generated by the graph in Fig. 5 (b) to each dataset by maximum likelihood estimation, using a variation of an algorithm found in [5], and measured the increase in deviance associated with zeroing any nested ingenious parameters corresponding to effects above a certain order. If these parameters were truly zero, we would expect the increase to follow a $\chi^2$-distribution with an appropriate number of degrees of freedom; the first two histograms in Fig. 4 demonstrate that the distribution of actual increases in deviance looks much like the relevant $\chi^2$-distribution if we remove interactions of order 6 and higher. The third histogram shows that this starts to break down slightly when 5-way interactions are also zeroed.

These results suggest that higher order parameters are often not useful for explaining finite datasets, and more parsimonious models can be obtained by removing them; a similar simulation was performed for the Markov case in [6].

7.1 Distinguishing Graphs

The use of score-based search methods for recovering nested Markov models had been investigated [15]. It was found that relatively large sample sizes were required to reliably recover the correct graph, even in examples with only 4 or 5 binary nodes and after ensuring that the underlying distributions were approximately faithful to the true graph. One phenomenon identified was that incorrect but more parsimonious graphs, especially DAGs, tended to have lower BIC scores than the correct models, which include higher order parameters. Although BIC is guaranteed to be smaller on the correct model asymptotically, in finite samples it applies strong penalties for having additional parameters with little explanatory power.

Here we present a simulation to show how the new parameterization can help to overcome this difficulty. Using the method described in the previous subsection, we generated 1,000 multivariate binary distributions which were nested Markov with respect to the graph in Fig. 1 (b). For each distribution we generated a dataset, and fitted the data to the correct model, which has 16 parameters, as well as the two DAGs given in Fig. 7 (a) and (b), which each have...
Figure 6: From the experiment in Section 7.1: in red, the proportion of times graph in Fig. 1 (b) had lower BIC than the DAGs in Fig. 7, for varying sample sizes; in black, the proportion of times some restricted version of this model had a lower BIC than any restricted versions of either DAG.

We have introduced a new log-linear parameterization of nested Markov models over discrete state spaces. The log-linear parameters correspond to ‘interactions’ in kernels obtained after an iterative application of truncation and marginalization steps (informally ‘interactions in interventional densities’). By contrast the Möbius parameters [15] correspond to context specific effects in kernels (informally ‘context specific causal effects’).

In addition to the full models, we fitted the datasets to versions of the models with higher order parameters removed; the graph in Fig. 1 (b) can be restricted by zeroing the 5-way parameter (leaving 15 free parameters), the 4-way and above (13 params), or 3-way and above (10 params). Similarly we can restrict the DAGs to have no 3-way effects, giving each model 10 free parameters. Fig. 6 shows, in black, the proportion of times that one of these restricted versions of the true model had a lower BIC than any version of either DAG model. We see that the correct graph has the lowest score in 40% of runs at $n = 1,000$, rising to around 50% for $n = 20,000$.

Note that determining which higher order parameters should be set to zero for a given data set and sample size remains non-trivial. Automatic selection might be possible with an $L_1$-penalized approach [16, 4].

8 Discussion and Conclusions

We have shown by means of a simulation study that in cases where data is generated from a marginal of a DAG with ‘weak confounders’, we can reduce the dimension of the model by ignoring higher order interaction parameters, while retaining the advantages of nested Markov models compared to modeling weak confounding directly in a DAG.

Though there is no efficient, closed form mapping from ingenuous parameters to either Möbius parameters or standard probabilities, this is a smaller disadvantage than it may seem. This is because in cases where the ingenuous parameterization was used to select a particular submodel based on a dataset, we may still reparameterize and use Möbius parameters, or even standard joint probabilities if desired. Moreover, this reparameterization step need only be performed once, compared to multiple calls to a fitting procedure which identified the particular graph corresponding to our submodel in the first place.

The ingenuous and the Möbius parameterizations are thus complementary. The natural application of the ingenuous parameterization is in learning graph structure from data in situations where many samples are not available, but we expect most confounding to be weak. The natural application of the Möbius parameterization is the support of probabilistic and causal inference in a particular graph [14, 15], in cases where an efficient mapping from parameters to joint probabilities is important.
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Abstract

We propose a general matrix-valued multiple kernel learning framework for high-dimensional nonlinear multivariate regression problems. This framework allows a broad class of mixed norm regularizers, including those that induce sparsity, to be imposed on a dictionary of vector-valued Reproducing Kernel Hilbert Spaces. We develop a highly scalable and eigendecomposition-free algorithm that orchestrates two inexact solvers for simultaneously learning both the input and output components of separable matrix-valued kernels. As a key application enabled by our framework, we show how high-dimensional causal inference tasks can be naturally cast as sparse function estimation problems, leading to novel nonlinear extensions of a class of Graphical Granger Causality techniques. Our algorithmic developments and extensive empirical studies are complemented by theoretical analyses in terms of Rademacher generalization bounds.

1 Introduction

Consider the problem of estimating an unknown nonlinear function, \( f : \mathcal{X} \rightarrow \mathcal{Y} \), from labeled examples, where \( \mathcal{Y} \) is a “structured” output space [6]. In principle, \( \mathcal{Y} \) may be endowed with a general Hilbert space structure, though we focus on the multivariate regression setting, where \( \mathcal{Y} \subseteq \mathbb{R}^n \). Such problems can be naturally formulated as Tikhonov Regularization [35] in a suitable vector-valued Reproducing Kernel Hilbert Space (RKHS) [25, 1]. The theory and formalism of vector-valued RKHS can be traced as far back as the work of Laurent Schwarz in 1964 [32]. Yet, vector-valued extensions of kernel methods have not found widespread application, in stark contrast to the versatility popularity of their scalar cousins. We believe that two key factors are responsible:

- The kernel function is much more complicated - it is *matrix-valued* in this setting. Its choice turns into a daunting model selection problem. Contrast this with the scalar case where Gaussian or Polynomial kernels are a default choice requiring only a few hyperparameters to be tuned.
- The associated optimization problems, in the most general case, have much greater computational complexity than in the scalar case. For example, a vector-valued Regularized Least Squares (RLS) solver would require cubic time in the number of samples multiplied by the number of output coordinates.

Scalable kernel learning therefore becomes a basic necessity – an unavoidable pre-requisite – for even considering vector-valued RKHS methods for an application at hand. Our contributions in this paper are as follows:

- We propose a general framework for function estimation over a dictionary of vector-valued RKHSs where a broad family of variationally defined regularizers, including sparsity inducing norms, serve to optimally combine a collection of matrix-valued kernels. As such our framework may be viewed as providing generalizations of scalar multiple kernel learning [20, 26, 21, 29] and associated structured sparsity algorithms [8].
- We specialize our framework to the class of separable kernels [1] which are of interest due to their universality [9], conceptual simplicity and potential for scalability. Separable matrix-valued kernels are composed of a scalar input kernel component and a positive semi-definite output matrix component (to be formally defined later). We provide a full resolution of the kernel learning problem in this setting by jointly estimating both components together. This is in contrast to recent efforts [12, 18] where only one of the two components is optimized, and the
full complexity of the joint problem is not addressed. Our algorithms achieve scalability by orchestrating carefully designed inexact solvers for inner subproblems, for which we also provide convergence rates.

- We provide bounds on Rademacher Complexity for the vector-valued hypothesis sets considered by our algorithm. This complements and extends generalization results in the multiple kernel learning literature for the scalar case [11, 38, 19, 24, 20].

- We demonstrate that the generality of our framework enables novel non-standard applications. In particular, when applied to multivariate time series problems, sparsity in kernel combinations lends itself to a natural causality interpretation. We believe that this nonlinear generalization of graphical Granger Causality techniques (see [3, 22, 33] and references therein) may be of independent interest.

A number of results are stated in this paper for completeness, but without proofs due to space considerations. For detailed proofs, please see a version of this paper with Supplementary Material available at [34].

2 Vector-valued RLS & Separable Matrix-valued Kernels

Given labeled examples \( \{(x_i, y_i)\}_{i=1}^l \), \( x_i \in \mathcal{X} \subset \mathbb{R}^d \), \( y_i \in \mathcal{Y} \subset \mathbb{R}^n \), the vector-valued Regularized Least Squares (RLS) solves the following problem,

\[
\arg\min_{f \in \mathcal{H}_k} \frac{1}{l} \sum_{i=1}^l \|f(x_i) - y_i\|^2 + \lambda \|f\|^2_{\mathcal{H}_k},
\]

where \( \mathcal{H}_k \) is a vector-valued RKHS generated by the kernel function \( \overrightarrow{k} \), and \( \lambda > 0 \) is the regularization parameter. For readers unfamiliar with vector-valued RKHS theory that is the basis of such algorithms, we provide a first-principles overview in our Supplementary Material (see [34], section 4).

In the vector-valued setting, \( \overrightarrow{k} \) is a matrix-valued function, i.e., when evaluated for any pair of inputs \( (x, z) \), the value of \( \overrightarrow{k}(x, z) \) is an \( n \times n \) matrix. More generally speaking, the kernel function is an input-dependent linear operator on the output space. The kernel function is positive in the sense that for any finite set of \( l \) input-output pairs \( \{(x_i, y_i)\}_{i=1}^l \), the following holds:

\[
\sum_{i,j=1}^l y_i^T \overrightarrow{k}(x_i, x_j)y_j \geq 0.
\]

A generalization [25] of the standard Representer Theorem says that the optimal solution has the form,

\[
f(\cdot) = \sum_{i=1}^l \overrightarrow{k}(x_i, \cdot)\alpha_i,
\]

where the coefficients \( \alpha_i \) are \( n \)-dimensional vectors.

For RLS, these coefficient vectors can be obtained solving a dense linear system, of the familiar form,

\[
\left( \overrightarrow{K} + \lambda I_m \right) vec(C^T) = vec(Y^T),
\]

where \( C = [\alpha_1 \ldots \alpha_l]^T \in \mathbb{R}^{l \times n} \) assembles the coefficient vectors into a matrix; the \( vec \) operator stacks columns of its argument matrix into a long column vector; \( \overrightarrow{K} \) is a large \( nl \times nl \) sized Gram matrix comprising of the blocks \( k(x_i, x_j) \), for \( i, j = 1 \ldots l \), and \( I_m \) denotes the identity matrix of compatible size. It is easy to see that for \( n = 1 \), the above developments exactly collapse to familiar concepts for scalar RLS (also known as Kernel Ridge Regression). In general though, the above linear system requires \( O((nl)^3) \) time to be solved using standard dense numerical linear algebra, which is clearly prohibitive. However, for a family of separable matrix-valued kernels [1, 9] defined below, the computational cost can be improved to \( O(n^3 + l^3) \); though still costly, this is at least comparable to scalar RLS when \( n \) is comparable to \( l \).

Separable Matrix Valued Kernel and its Gram matrix: Let \( k \) be a scalar kernel function on the input space \( \mathcal{X} \) and \( K \) represents its Gram matrix on a finite sample. Let \( L \) be an \( n \times n \) positive semi-definite output kernel matrix. Then, the function \( \overrightarrow{k}(x, z) = k(x, z)L \) is positive and hence defines a matrix valued kernel. The Gram matrix of this kernel is \( \overrightarrow{K} = K \otimes L \) where \( \otimes \) denotes Kronecker product.

For separable kernels, the corresponding RLS dense linear system (Eqn 3 below) can be reorganized into a Sylvester equation (Eqn 4 below):

\[
(K \otimes L + \lambda I_m) vec(C^T) = vec(Y^T), \quad (3)
\]

\[
KCL + \lambda C = Y. \quad (4)
\]

Sylvester solvers are more efficient than applying a direct dense linear solver for Eqn 3. The classical Bartel-Stewart and Hessenberg-Schur methods (e.g., see MATLAB’s \texttt{dlyap} function) are usually used for solving Sylvester equations. They are similar in flavor to an eigendecomposition approach [1] we describe next for completeness, though they take fewer floating point operations at the same cubic order of complexity.

Eigen-decomposition based Sylvester Solver: Let \( K = TM^T \) and \( L = SNS^T \) denote the eigendecompositions of \( K \) and \( L \) respectively, where \( M = \text{diag}(\sigma_1, \ldots, \sigma_l) \), \( N = \text{diag}(\rho_1, \ldots, \rho_n) \). Then the solution to the matrix equation \( KCL + \lambda C = Y \) always exists when \( \lambda > 0 \) and is given by \( C = TXS \) where \( X_{ij} = \frac{Y_{j}S_j}{\sigma_i \rho_j + \lambda} \).

Output Kernel Learning: In recent work [12] develop an elegant extension of the vector-valued RLS
problem (Eqn. 1), which we will briefly describe here. We will use the shorthand \( kL \) to represent the implied separable kernel and correspondingly denote its RKHS by \( H_{kL} \). [12] attempt to jointly learn both \( f \in H_{kL} \) and \( L \), for a fixed pre-defined choice of \( k \). In finite dimensional language, \( L \) and \( C \) are estimated by solving the following problem [12],

\[
\arg\min_{C \in \mathbb{R}^{n \times n}, L \in S_+^n} \frac{1}{l} \| CkL - Y \|_F^2 + \lambda \text{tr}(C^T kL) + \rho \| L \|_F^2,
\]

where \( \text{tr}(\cdot) \) denotes trace, \( \| \cdot \|_F \) denotes Frobenius norm, and \( S_+^n \) denotes the cone of positive semidefinite matrices. It is shown that the objective function is invex, i.e., its stationary points are globally optimal. [12] proposed a block coordinate descent where for fixed \( L \), \( C \) is obtained by solving Eqn. 4 using an Eigendecomposition-based solver. Under the assumption that \( C \) exactly satisfies Eqn. 4, the resulting update for \( L \) is then shown to automatically satisfy the constraint that \( L \in S_+^n \). However, [12] remark that experiments on their largest dataset took roughly a day to complete on a standard desktop and that the “limiting factor was the solution of the Sylvester equation”.

3 Learning over a Vector-valued RKHS Dictionary

Our goals are two fold: one, we seek a fuller resolution of the separable kernel learning problem for vector-valued RLS problems; and two, we wish to derive extensible algorithms that are eigendecomposition-free and much more scalable. In this section, we expand Eqn. 1 to simultaneously learn both input and output kernels over a predefined dictionary, and develop optimization algorithms based on approximate inexact solvers that execute cheap iterations.

Consider a dictionary of separable matrix valued kernels, of size \( m \), sharing the same output kernel matrix \( L \): \( D_L = \{ k_1L, \ldots, k_mL \} \). Let \( H(D_L) \) denote the sum space of functions:

\[
H(D_L) = \left\{ f = \sum_{j=1}^m f_j : f_j \in H_{k_jL} \right\},
\]

and equip this space with the following \( l_p \) norms:

\[
\| f \|_{l_p(H(D_L))} = \inf_{f : f = \sum_{j} f_j} \left( \| \| f_1 \|_{H_{k_1L}} , \ldots , \| f_m \|_{H_{k_mL}} \right)^{1/p}.
\]

The infimum in the above definition is in fact attained as a minimum (see Proposition 2 in our Supplementary Material [34]), so that one can write

\[
\| f \|_{l_p(H(D_L))} = \min_{f : f = \sum_{j} f_j} \left( \| f_1 \|_{H_{k_1L}} , \ldots , \| f_m \|_{H_{k_mL}} \right)^{1/p}.
\]

For notational simplicity, we will denote these norms as \( \| f \|_{l_p} \), though it should be kept in mind that their definition is with respect to a given dictionary of vector-valued RKHSs.

Note that \( \| f \|_{l_1} \) being the \( l_1 \) norm of the vector of norms in individual RKHSs, imposes a functional notion of sparsity on the vector-valued function \( f \). We now consider objective functions of the form,

\[
\arg\min_{f \in H(D_L), L \in S_+^n} \frac{1}{l} \sum_{i=1}^l \| f(x_i) - y_i \|_2^2 + \lambda \Omega(f), \tag{6}
\]

where \( L \) is constrained to belong to the Spectahedron with bounded trace:

\[
S_+^n(\tau) = \{ X \in S_+^n | \text{trace}(X) \leq \tau \},
\]

where \( S_+^n \) denotes the cone of symmetric positive semidefinite matrices, and \( \Omega \) is a regularizer whose canonical choice will be the squared \( l_p \) norm (with \( 1 \leq p \leq 2 \)), i.e.,

\[
\Omega(f) = \| f \|_{l_p(H(D_L))}^2.
\]

When \( p \to 1 \), \( \Omega \) induces sparsity, while for \( p \to 2 \), non-sparse uniform combinations approaching a simple sum of kernels is induced. Our algorithms work for a broad choice of regularizers that admit a quadratic variational representation of the form:

\[
\Omega(f) = \min_{\eta \in \mathbb{R}^m} \sum_{i=1}^m \frac{\| f_i \|_{H_{k_iL}}}{\eta_i} + \omega(\eta), \tag{7}
\]

for an appropriate auxiliary function \( \omega : \mathbb{R}^m \to \mathbb{R} \). For squared \( l_p \) norms, this auxiliary function is the indicator function of a convex set \([5, 36, 26]\):

\[
\omega(\eta) = 0 \text{ if } \eta_i \geq 0, \sum_{i=1}^m \eta_i^p \leq 1, \text{ and } \infty \text{ otherwise,} \tag{8}
\]

where \( q = \frac{n}{2-p} \in [1, \infty] \) for \( p \in [1, 2] \).

We rationalize this framework as follows:

- Penalty functions of the form above define a broad family of structured sparsity-inducing norms that have extensively been used in the multiple kernel learning and sparse modeling literature \([5, 36, 27]\). They allow complex non-differentiable norms to be relaxed back to weighted \( l_2 \) or RKHS norms, and optimizing the weights \( \eta \) in many cases infact admits closed form expressions. Infact, all norms admit quadratic variational representations of related forms \([5]\).

- Optimizing \( L \) over the Spectahedron allows us to develop a specialized version of the approximate Sparse SDP solver \([16]\) whose iterations involve the computation of only a single extremal eigenvector of...
the (partial) gradient at the current iterate – this involves relatively cheap operations followed by quick rank-one updates.

- By bounding the trace of L, we show below that a Conjugate Gradient (CG) based iterative Sylvester solver for Eqn. 3 would always be invoked on well-conditioned instances and hence show rapid numerical convergence (particularly also with warm starts).
- The trace constraint parameter τ, together with the regularization parameter λ, also naturally appears in our Rademacher complexity bounds.

### 3.1 Algorithms

First we give a basic result concerning sums of vector-valued RKHSs. The proof, given in our Supplementary Material [34], follows Section 6 of [4] replacing scalar concepts with corresponding notions from the theory of vector-valued RKHSs [25].

**Proposition 1.** Given a collection of matrix-valued reproducing kernels $\vec{k}_1 \ldots \vec{k}_m$ and positive scalars $\eta_j > 0, j = 1 \ldots m$, the function:

$$\vec{k}_\eta = \sum_{i=1}^{m} \eta_i \vec{k}_i,$$

is the reproducing kernel of the sum space $\mathcal{H} = \{ f : \mathcal{X} \mapsto \mathbb{R} \mid f(x) = \sum_{j=1}^{m} f_j(x), f_j \in \mathcal{H}_{\vec{k}_j} \}$ with the norm given by:

$$\|f\|_{\mathcal{H}_{\vec{k}_\eta}^2} = \min_{f = \sum_{j=1}^{m} f_j \in \mathcal{H}_{\vec{k}_j}} \sum_{j=1}^{m} \eta_j \|f_j\|^2.$$

This result combined with the variational representation of the penalty function in Eqn. 7 allows us to reformulate Eqn. 6 in terms of a joint optimization problem over $\eta, L$ and $f \in \mathcal{H}_{\vec{k}_\eta}$, where we define the weighted scalar kernel $k_\eta = \sum_{j=1}^{m} \eta_j k_j$. This formulation allows us to scale gracefully with respect to $m$, the number of kernels. Denote the Gram matrix of $k_\eta$ on the labeled data as $K_\eta$, i.e., $K_\eta = \sum_{j=1}^{m} \eta_j K_j$, where $K_j$ denotes the Gram matrices of the individual scalar kernel $k_j$. The finite dimensional version of the reformulated problem becomes,

$$\arg\min_{C \in \mathbb{R}^{n \times l}, L \in \mathbb{S}^l_+} \frac{1}{l} \| K_\eta CL - Y \|_F^2$$

$$+ \lambda \text{trace}(C^T K_\eta CL) + \omega(\eta). \quad (9)$$

A natural strategy for such a non-convex problem is Block Coordinate Descent. The minimization of C or L keeping the other variables fixed, is a convex optimization problem. The minimization of $\eta$ admits closed form solution. At termination, the vector-valued function returned is

$$f^*(x) = LC^T[k_\eta(x, x_1) \ldots k_\eta(x, x)]^T,$$

which is a matrix version of the functional form for the optimal solution as specified by the Representer theorem (Eqn. 2) for separable kernels. We next describe each of the three block minimization subproblems.

**A. Conjugate Gradient Sylvester Solver:** For fixed $\eta, L$, the optimal C is given by the solution of the dense linear system of Eqn 3 or the Sylvester equation 4, with $K = K_\eta$. General dense linear solvers have prohibitive $O(n^3 l^3)$ cost when invoked on Eqn. 3. The $O(n^3 + l^3)$ eigendecomposition-based Sylvester solver performs much better, but needs to be invoked repeatedly since L as well as $K_\eta$ are changing across (outer) iterations. Instead, we apply a CG-based iterative solver for Eqn. 3. Despite the massive size of the $nl \times nl$ linear system, using CG in fact has several unobvious quantifiable advantages due to the special Kronecker structure of Eqn. 3:

- A CG solver can exploit warm starts by initializing from previous $\eta, L$, and allow early termination at cheaper computational cost.
- The large $nl \times nl$ coefficient matrix in Eqn.3 never needs to be explicitly materialized. For any CG iterate $C^{(k)}$, matrix-vector products can be efficiently computed since,

$$(K_\eta \otimes L + \lambda I_{nl})\text{vec}(C^{(k)T}) = \text{vec}(K_\eta C^{(k)}L) + \lambda \text{vec}(C^{(k)}).$$

CG can exploit additional low-rank or sparsity structure in $K_\eta$ and L for fast matrix multiplication. When the base kernels are either (a) linear kernels derived from a small group of features, or (b) arise from randomized approximations, such as the random Fourier features for Gaussian Kernel [28], then $K_\eta = \sum_{j=1}^{m} \eta_j Z_j Z_j^T$ where $Z_j$ has $d_j \ll l$ columns. In this case, $K_\eta$ need never be explicitly materialized and the cost of matrix multiplication can be further reduced.

CG is expected to make rapid progress in a few iterations in the presence of strong regularization as enforced jointly by $\lambda$ and the trace constraint parameter $\tau$ on L. This is because the coefficient matrix of the linear system in Eqn. 3 is then expected to be well conditioned for all possible $K_\eta, L$ that the algorithm may encounter, as we formalize in the following proposition. Below, let $\|K_\eta\|_2$ denote the spectral norm of the Gram matrix $K_\eta$, i.e., its largest eigenvalue.

**Proposition 2** (Convergence Rate for CG-solver for Eqn. 3 with $K = K_\eta$). Assume $l_1$ norm for $\Omega$ in Eqn. 6. Let $C^{(k)}$ be the CG iterate at step $k$, $C^*$ be
the optimal solution (at current fixed \( \eta \) and \( L \)) and \( C^{(0)} \) be the initial iterate (warm-started from previous value). Then,

\[
\|C^{(k)} - C^*\|_F \leq 2\sqrt{\phi} \left( \frac{\sqrt{\phi} - 1}{\sqrt{\phi} + 1} \right)^k \|C^{(0)} - C^*\|_F,
\]

where \( \phi = 1 + \frac{r}{2n} \) with \( r = \max_i \|K_i\|_2 \). For dictionaries involving only Gaussian scalar kernels, \( \phi \leq 1 + \frac{r}{2} \), i.e., the convergence rate depends only on the relative strengths of regularization parameters \( \lambda, \tau \).

The proof is given in our Supplementary Material [34].

B. Updates for \( \eta \): Note from Eqn. 7 that the optimal weight vector \( \eta \) only depends on the RKHS norms of component functions, and is oblivious to the vector-valued, as opposed to scalar-valued, nature of the functions themselves. This is essentially the reason why existing results [5, 36, 26] routinely used in the (scalar) MKL literature can be immediately applied to our setting to get closed form update rules. Define \( \alpha_j = \|f_j\|_A \|L\|_2 = \eta_j \sqrt{\text{trace}(CK_jC)} \) where \( \eta_j \) refers to previous value of \( \eta_j \). The components of the optimal weight vector \( \eta \) are given below for two choices of \( \Omega \).

1. For \( \Omega(f) = \|f\|^2_2 \), the optimal \( \eta \) is given by:

\[
\eta_j = \alpha_j \frac{1}{\sqrt{\tau}} \left( \sum_{j=1}^{m} \alpha_j \frac{1}{\sqrt{\tau}} \right)^q \text{ for } q = \frac{p}{2} - p \quad (10)
\]

2. For an elastic net type penalty, \( \Omega(f) = (1 - \mu)\|f\|_1 + \mu\|f\|_2^2 \), we have \( \eta_j = \alpha_j / (1 - \mu + \mu \alpha_j) \).

Several other choices are also infact possible, e.g., see Table 1 in [36], discussion around subquadratic norms in [5] and regularizers for structured sparsity introduced in [27].

C. Spectahedron Solver: Here, we consider the L optimization subproblem, which is:

\[
\arg\min_{L \in \mathcal{S}_+^n(\tau)} g(L) = \frac{1}{l} \|AL - Y\|_{fro}^2 + \lambda \text{trace}(B^T L),
\]

where \( A = K_\eta C \) and \( B = C^T A \). Hazan’s Sparse SDP solver [16, 13] based on Frank-Wolfe algorithm [10], can be used for problems of the general form,

\[
L^* = \arg\min_{L \in \mathcal{S}_+^n, \text{trace}(L) = 1} g(L),
\]

where \( g \) is a convex, symmetric and differentiable function. It has been successfully applied in matrix completion and collaborative filtering settings [17].

In each iteration, Hazan’s algorithm optimizes a linearization of the objective function around the current iterate \( L^{(k)} \), resulting in updates of the form,

\[
L^{(k+1)} = L^{(k)} + \alpha_k (v_k v_k^T - L^{(k)}),
\]

where \( v_k = \text{ApproxEV} \left( \nabla g(L^{(k)}), \frac{C_n}{k} \right) \). \( \alpha_k = \min(1, \frac{2}{k}) \) and \( C_n \) is a constant which measures the curvature of the graph of \( g \) over the Spectahedron. Here, \( \text{ApproxEV} \) is an approximate eigensolver which when invoked on the gradient of \( g \) at the current iterate \( L^{(k)} \) (a positive semi-definite matrix) computes the single eigenvector corresponding to the smallest eigenvalue, only to a prespecified precision. Hazan’s algorithm is appealing for us since each iteration itself tolerates approximations and the updates pump in rank-one terms. We specialize Hazan’s algorithm to our framework as follows (below, note that \( A = K_\eta C \) and \( B = C^T A \)):

1. Using bounded trace constraints, \( \text{trace}(L) \leq \tau \), instead of unit trace is more meaningful for our setting. The following modified updates optimize over \( \mathcal{S}_+^n(\tau) \): \( L^{(k+1)} = L^{(k)} + \alpha_k (\tau v_k v_k^T - L^{(k)}) \), where \( v_k \) is reset to the zero vector if the smallest eigenvalue is positive.

2. The gradient for our objective is: \( \nabla g(L) = G + G^T - \text{diag}(G) \), where \( G = \lambda B + 2A^T AL - 2A^T Y \) and \( \text{diag}(\cdot) \) assembles the diagonal entries of its argument into a diagonal matrix.

Instead of using Hazan’s line search parameter \( \alpha_k \), we do exact line search along the direction \( P = \tau v_k v_k^T - L^{(k)} \) which leads to a closed form expression:

\[
\alpha_k = -\frac{\text{trace}(\left(\frac{1}{\tau} A L^{(k)} - Y^T A P + 2\lambda BP\right))}{\text{trace}(\frac{1}{\tau} A P^T A P)}.
\]

Adapting the analysis of Hazan’s algorithm in [13] to our setting, we get the following convergence rate (proof given in our Supplementary Material [34]):

**Proposition 3** (Convergence Rate for optimizing L).
Assume \( l_1 \) norm for \( \Omega \) in Eqn. 6. For \( k \geq 10(\tau \gamma)^2 / \epsilon \), the iterate in Eqn. 12 satisfies \( g(L^{(k+1)}) - g(L^*) \leq \epsilon / 2 \) where \( \gamma = \max_i \|K_i\|_2 \).

**Remarks:** Note that Propositions 2 and 3 offer convergence rates for the convex optimization subproblems associated with optimizing \( C \) and \( L \) respectively keeping other variables fixed. These results strongly suggest that inexact solutions to subproblems may be quickly obtained in a few iterations. A full theoretical convergence analysis of Block Coordinate Descent to stationary points of the objective function under inexact updates is currently not within the scope of this paper. An empirical analysis of convergence behavior is provided in Section 4.
3.2 Rademacher Complexity Results

Here, we complement our algorithms with statistical generalization bounds. The notion of Rademacher complexity is readily generalizable to vector-valued hypothesis spaces [23]. Let \( \mathcal{H} \) be a class of functions \( f : \mathcal{X} \to \mathcal{Y} \), where \( Y \subset \mathbb{R}^n \). Let \( \sigma \in \mathbb{R}^n \) be a vector of independent Rademacher variables, and similarly define the matrix \( \Sigma = [\sigma_1, \ldots, \sigma_l] \in \mathbb{R}^{n \times l} \). The empirical Rademacher complexity of the vector-valued class \( \mathcal{H} \) is the function \( \hat{R}_l(\mathcal{H}) \) defined as

\[
\hat{R}_l(\mathcal{H}) = \frac{1}{l} \mathbb{E}_{\Sigma} \left[ \sup_{f \in \mathcal{H}} \sum_{i=1}^l \sigma_i f(x_i) \right].
\]  

(13)

We now state bounds on the Rademacher complexity of hypothesis spaces considered by our algorithms, both for general matrix-valued kernel dictionaries as well as the special case of separable matrix-valued kernel dictionaries. When the output dimensionality is set to 1, our results essentially recover existing results in the scalar multiple kernel learning literature given in [11, 38, 19, 24]. Our bounds in part (B) and (C) in the Theorem below involve the same dependence on the number of kernels \( m \), and on \( p \) (for \( \ell_p \) norms) as given in [11], though there are slight differences in stated bounds since our hypothesis class is not exactly the same as that in [11]. In particular, for the case of \( p = 1 \) (part C below), we obtain a \( \sqrt{\log m} \) dependence on the number of kernels which is known to be tight for the scalar case [11, 24]. Since this logarithmic dependence is rather mild, we can expect to learn effectively over a large dictionary even in the vector-valued setting.

**Theorem 3.1.** Let \( \mathcal{H} = \{ f = \sum_{j=1}^m f_j, f_j \in \mathcal{H}_{\Sigma_j^k} \} \). For \( 1 \leq p \leq \infty \), consider the hypothesis class

\[
\mathcal{H}^p_\Sigma = \{ f \in \mathcal{H} : f = \sum_{j=1}^m f_j, f_j \in \mathcal{H}_{\Sigma_j^k} \},
\]

\[
\|f\|_{\mathcal{H}(p)} = \min_{f_j \in \mathcal{H}_{\Sigma_j^k}, \sum_{j=1}^m f_j = f} \left( \sum_{j=1}^m \|f_j\|_{\mathcal{H}_{\Sigma_j^k}} \right)^{1/p}.
\]

(A) For any \( p, 1 \leq p \leq \infty \), the empirical Rademacher complexity of \( \mathcal{H}^p_\Sigma \) can be upper bounded as follows:

\[
\hat{R}_l(\mathcal{H}^p_\Sigma) \leq \frac{\lambda \|\mathbf{u}\|_1}{l},
\]

where \( \mathbf{u} = \left[ \sqrt{\text{trace}(\mathbf{K}_1)}, \ldots, \sqrt{\text{trace}(\mathbf{K}_m)} \right] \). For the case of separable kernels, where \( \tilde{k}_1(x, z) = k_i(x, z) \mathbf{L} \) such that \( \sup_{x \in \mathcal{X}} k_i(x, x) \leq \kappa \) and \( \text{trace} (\mathbf{L}) \leq \tau \), we have

\[
\hat{R}_l(\mathcal{H}_\Sigma^p) \leq \lambda m \sqrt{\frac{\kappa \tau}{l}}.
\]

(B) If \( p \) is such that \( q \in \mathbb{N}, \) where \( \frac{1}{p} + \frac{1}{q} = 1 \), then

\[
\hat{R}_l(\mathcal{H}_\Sigma^p) \leq \frac{\lambda}{l} \sqrt{\eta_0 q \|\mathbf{u}\|_q},
\]

where \( \eta_0 = \frac{2}{\kappa^2} \). For separable kernels,

\[
\hat{R}_l(\mathcal{H}_\Sigma^p) \leq \lambda m^{1/q} \sqrt{\frac{\eta_0 q \kappa \tau}{l}}.
\]

(C) If \( p = 1 \), so that \( q = \infty \), then

\[
\hat{R}_l(\mathcal{H}_\Sigma^p) \leq \frac{\lambda}{l} \sqrt{\eta_0 q \|\mathbf{u}\|_r}, \forall r \in \mathbb{N}.
\]

For separable kernels, we have

\[
\hat{R}_l(\mathcal{H}_\Sigma^p) \leq \left\{ \begin{array}{ll}
\lambda \left[ \max_{\eta_0, \kappa, \tau} \frac{\lambda}{l}, \frac{\lambda}{l} \right] & \text{if } m = 1, \\
\lambda \left[ \max_{\eta_0, \kappa, \tau} \frac{\lambda}{l} \right]^{1/m} & \text{if } m > 1.
\end{array} \right.
\]

Due to space limitations, the full proof of this Theorem is provided our Supplementary Material [34].

Using well-known results [7], these bounds on Rademacher complexity can be immediately turned into generalization bounds for our algorithms.

4 Empirical Studies

**Statistical Benefits of Joint Input/Output Kernel Learning:** We start with a small dataset of weekly log returns of 9 stocks from 2004, studied in [39, 31] in the context of linear multivariate regression with output covariance estimation techniques. We consider first-order vector autoregressive (VAR) models of the form \( x_t = f(x_{t-1}) \) where \( x_t \) corresponds to the 9-dimensional vector of log-returns for the 9 companies at week \( t \) and the function \( f \) is estimated by solving Eqn. 6. Our experimental protocol is exactly the same as [39, 31]: data is split evenly into a training and a test set and the regularization parameter \( \lambda \) is chosen by 10-fold cross-validation. All other parameters are left at their default values (i.e., \( p = 1 \)). We generated a dictionary of 117 Gaussian kernels defined by univariate Gaussian kernels on each of the 9 dimensions with 13 varying bandwidths. Results are shown in Table 1 where we compare our methods in terms of mean test RMSE against standard linear regression (OLS) and linear Lasso independently applied to each output coordinate, and the sparse multivariate regression with covariance estimation approaches of [31, 39], labeled MRCE and FES respectively. We see that joint input and output kernel learning (labeled IOKL) yields the best return prediction model reported to date on this dataset. As expected, it outperforms models obtained by leaving output kernel matrix fixed as the identity.
Table 1: VAR modeling on financial datasets.

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>Lasso</th>
<th>MRCE</th>
<th>FES</th>
<th>IKL</th>
<th>OKL</th>
<th>IOKL</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMT</td>
<td>0.98</td>
<td>0.42</td>
<td>0.41</td>
<td>0.40</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>XOM</td>
<td>0.39</td>
<td>0.31</td>
<td>0.31</td>
<td>0.29</td>
<td>0.32</td>
<td>0.31</td>
<td>0.29</td>
</tr>
<tr>
<td>GM</td>
<td>1.68</td>
<td>0.71</td>
<td>0.71</td>
<td>0.62</td>
<td>0.62</td>
<td>0.59</td>
<td>0.47</td>
</tr>
<tr>
<td>Ford</td>
<td>2.15</td>
<td>0.77</td>
<td>0.77</td>
<td>0.69</td>
<td>0.56</td>
<td>0.48</td>
<td>0.36</td>
</tr>
<tr>
<td>GE</td>
<td>0.58</td>
<td>0.45</td>
<td>0.45</td>
<td>0.41</td>
<td>0.41</td>
<td>0.40</td>
<td>0.37</td>
</tr>
<tr>
<td>COP</td>
<td>0.98</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.81</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>Ctgrp</td>
<td>0.65</td>
<td>0.66</td>
<td>0.62</td>
<td>0.59</td>
<td>0.66</td>
<td>0.62</td>
<td>0.58</td>
</tr>
<tr>
<td>IBM</td>
<td>0.62</td>
<td>0.49</td>
<td>0.49</td>
<td>0.51</td>
<td>0.47</td>
<td>0.50</td>
<td>0.42</td>
</tr>
<tr>
<td>AIG</td>
<td>1.93</td>
<td>1.88</td>
<td>1.88</td>
<td>1.74</td>
<td>1.94</td>
<td>1.87</td>
<td>1.79</td>
</tr>
</tbody>
</table>

Average 1.11 0.72 0.71 0.67 0.89 0.67 0.61

and only optimizing scalar kernels (IKL), or only optimizing the output kernel for fixed choices of scalar kernel (OKL). Of the 117 kernels, 13 have 97% of the mass in the learnt scalar kernel combination.

**Scalability and Numerical Behaviour:** Our main interest here is to observe the classic tradeoff in numerical optimization between running few, but very expensive steps versus executing several cheap iterations. We use a 102-class image categorization dataset – Caltech-101 – which has been very well studied in the multiple kernel learning literature [12, 37, 14]. There are 30 training images per category for a total of 3060 training images, and 1355 test images. Targets are 102-dimensional class indicator vectors. We define a dictionary of kernels using 10 scalar-valued kernels precomputed from visual features and made publically available by the authors of [37], for 3 training/test splits. From previous studies, it is well known that all underlying visual features contribute to object discrimination on this dataset and hence non-sparse multiple kernel learning with $l_p, p > 1$ norms are more effective. We therefore set $p = 1.7$ and $\lambda = 0.001$ without any further tuning, since their choice is not central to our main goals in this experiment. We vary the stopping criteria for our CG-based Sylvester solver ($\epsilon_{cg}$) and the number of iterations ($sdp_{iter}$) allowed in the Sparse SDP solver, for the C and L subproblems respectively. Note that the closed form $\eta$ updates (Eqn. 10) for $l_p$ norms take negligible time.

We compare our algorithms with an implementation in which each subproblem is solved exactly using an eigendecomposition based Sylvester solver for C, and unconstrained updates for L developed in [12], respectively. To make comparisons meaningful, we set $\tau$ to a large value so that the optimization over $L \in S_n^+(\tau)$ effectively corresponds to unconstrained minimization over the entire psd cone $S_n^+$. In Figure 1, 2, we report the improvement in objective function and classification accuracy as a function of time (upto 1 hour). We see that insufficient progress is made in both extremes: when either the degree of inexactness is intolerable ($\epsilon_{cg} = 0.1, sdp_{iter} = 100$) or when subproblems are solved to very high precision ($\epsilon_{cg} = 10^{-6}, sdp_{iter} = 3000$). Our solvers are far more efficient than eigendecomposition based implementation that takes an exorbitant amount of time per iteration for exact solutions. Approximate solvers at appropriate precision (e.g., $\epsilon_{cg} = 0.01, sdp_{iter} = 1000$) make very rapid progress and return high accuracy models in just a few minutes. In fact, averaged over the three training/test splits, the classification accuracy obtained is 79.43% ± 0.67 which is highly competitive with state of the art results reported on this dataset, with the kernels used above. For example, [37] report 78.2% ± 0.4, [14] report 77.7% ± 0.3 and [12] report 75.36%.

**4.1 Application: Non-linear Causal Inference**

Here, our goal is to show how high-dimensional causal inference tasks can be naturally cast as sparse function estimation problems within our framework, leading to novel nonlinear extensions of Grouped Graphical Granger Causality techniques (see [33, 22] and references therein). In this setting, there is an interconnected system of $N$ distinct sources of high dimensional time series data which we denote as $x_i^t \in \mathbb{R}^d, i = 1 \ldots N$. We refer to these sources as “nodes”. The system is observed from time $t = 1$ to $t = T$, and the goal is to infer the causal relationships between the nodes. Let $G$ denote the adjacency matrix of the unknown causal interaction graph where $G_{ij} > 0$ implies that node $i$ causally influences node $j$. In 1980, Clive Granger gave an operational definition for Causality:
Granger Causality [15]: A subset of nodes \( A_i = \{ j : G_{ij} > 0 \} \) is said to causally influence node \( i \), if the past values of the time series collectively associated with the node subset \( A_i \) is predictive of the future evolution of the time series associated with node \( i \), with statistical significance, and more so than the past values of \( i \) alone.

A practical appeal of this definition is that it links causal inference to prediction, with the caveat that causality insights are bounded by the quality of the underlying predictive model. Furthermore, the prior knowledge that the underlying causal interactions are highly selective makes sparsity a meaningful prior to use. Prior work on using sparse modeling techniques to uncover causal graphs has focused on linear models [33, 22] while many, if not most, natural systems involve nonlinear interactions for which a functional notion of sparsity is more appropriate.

To apply our framework to such problems, we model the system as the problem of estimating \( N \) nonlinear functions:

\[
x_i^t = f_i^t (x_1^t, x_{-1}^t, ..., x_{-L}^t, ..., x_{1}^N, x_{-1}^N, ..., x_{-L}^N),
\]

for \( 1 \leq i \leq N \), and where \( L \) is a lag parameter. The dynamics of each node, \( f_i \), can be expressed as the sum of a set of vector-valued functions,

\[
f_i = \sum_{j=1, s}^N f_{j,s}^i \tag{14}
\]

where the component \( f_{j,s}^i \), for all values of the index \( s \), only depends on the history of node \( j \), i.e., the observations \( x_{-L}^j, ..., x_{-1}^j \). Each \( f_{j,s}^i \) belongs to vector-valued RKHS whose kernel is \( k_{j,s} \). The sparsity structure \( f_i \) then naturally induces a weighted causal graph \( G \):

\[
G_{ij} = \sum_s \eta_{j,s}^i
\]

where \( \eta_{j,s}^i \) are the kernel weights estimated by our algorithm. Note that \( G_{ij} \neq 0 \) only if a component function associated with the history of node \( j \) (for some \( s \)) is non-zero in the sum Eqn. 14. In addition to recovering the temporal causal interactions in this way, the estimated output kernel matrix \( \mathbf{L}^i \) associated with each \( f_i \) captures within-source temporal dependencies. We now apply these ideas to a problem in computational biology.

Causal Inference of Gene Networks: We use time-course gene expression microarray data measured during the full life cycle of Drosophila melanogaster [2]. The expression levels of 4028 genes are simultaneously measured at 66 time points corresponding to various developmental stages. We extracted time series data for 2397 unique genes, and grouped them into 35 functional groups based on their gene ontologies. The goal is to infer causal interactions between functional groups (represented by multiple time series associated with genes in that group), as well obtain insight on within-group relationships between genes. We conducted four sets of experiments: with linear and nonlinear dictionaries (Gaussian kernels with 13 choices of bandwidths per group), and with or without output kernel learning. We use the parameters \( \lambda = 0.001 \) and time lag of 7 without tuning. Figure 3 shows hold-out RMSE from the four experiments, for each of the 35 functional groups. Clearly, nonlinear models with both input and output kernel learning (labeled “nonlinear L” in Figure 3) give the best predictive performance implying greater reliability in the implied causal graphs.

Figure 3: RMSE in predicting multiple time series

In consultation with a professional biologist, we analyzed the causal graphs uncovered by our approach (Figure 4). In particular the nonlinear causal model uncovered the centrality of a key cellular enzymatic activity, that of helicase, which was not recognized by the linear model. In contrast, the central nodes in the linear model are related to membranes (lipid binding and gtpase activity). Nucleic acid binding transcription factor activity and transcription factor binding are both related to the helicase activity, which is consistent with biological knowledge of them being tightly coupled. This was not captured in the linear model. Molecular chaperone functions, which connect ATPase activity and unfolded protein binding, was successfully identified by our model, while the linear model failed to recognize its relevance. It is less likely that unfolded protein and lipid activity should be linked as suggested by the linear model.
In addition, via output kernel matrix estimation (i.e., \( L \)), our model also provides insight on the conditional dependencies within genes, shown in Figure 5, for the unfolded protein binding group.

**Figure 4:** Causal Graphs: Linear (left) and Non-linear (right)

**Figure 5:** Interactions in unfolded protein binding group

## 5 Related work and Conclusion

Our work is the first to address efficient simultaneous estimation of both the input and output components of separable matrix-valued kernels. Two recent papers are closely related. In [12], the input scalar kernel is predefined and held fixed, while the output matrix is optimized in a block coordinate descent procedure. As discussed in Section 2, this approach involves solving Sylvester equations using eigendecomposition methods which is computationally very costly. In very recent work, concurrent with our work, [18] independently propose a multiple kernel learning framework for operator-valued kernels. Some elements of their work are similar to ours. However, they only optimize the scalar input kernel keeping the output matrix fixed. Their optimization strategy also includes eigendecomposition, and Gauss-Siedel iterations for solving linear systems, while we exploit the quadratic nature of the objective function using CG and a fast sparse SDP solver to demonstrate the scalability benefits of inexact optimization. In addition, we provide generalization analysis in terms of bounds on the Rademacher complexity of our vector-valued hypothesis spaces, complementing analogous results in the scalar multiple kernel learning literature [11, 20]. We also outlined how our framework operationalizes nonlinear Granger Causality in high-dimensional time series modeling problems, which may be of independent interest. Future work includes extending our framework to other classes of vector-valued kernels [1, 9] and to functional data analysis problems [30].
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Abstract

This paper discusses General Random Utility Models (GRUMs). These are a class of parametric models that generate partial ranks over alternatives given attributes of agents and alternatives. We propose two preference elicitation scheme for GRUMs developed from principles in Bayesian experimental design, one for social choice and the other for personalized choice. We couple this with a general Monte-Carlo-Expectation-Maximization (MC-EM) based algorithm for MAP inference under GRUMs. We also prove uni-modality of the likelihood functions for a class of GRUMs. We examine the performance of various criteria by experimental studies, which show that the proposed elicitation scheme increases the precision of estimation.

1 Introduction

In many situations, we need to know the preferences of agents over a set of alternatives, in order to make decisions. For example, in recommender systems, we can compute recommendations of new products for a user based on his reported preferences over some products. In social choice, we need to know agent preferences over alternatives, to make a joint decision. Predicting consumer behavior based on reported preferences is an important topic in econometrics [3, 4].

There are two closely related challenges in building a decision support system: preference acquisition and computer-aided decision making [7].

Given preferences, the decision making problem can typically be solved through optimization techniques (e.g., computing the choice that minimizes the maximum regret). However, there is often a preference bottleneck, where it is too costly or even impossible for users to report full information about their preferences. This happens, for example, in airline recommendation systems, where the number of possible itineraries is large [7]. Another instance is combinatorial voting, where agents vote on multiple related issues [15].

To overcome the preference bottleneck, a well accepted approach is preference elicitation. This aims to elicit as little as possible of the agents’ preferences, to make a good decision. Previous work focused on achieving one of the following two goals:

1. Social choice. We want to make a joint decision for all agents. Applications include combinatorial auctions [21], voting [11, 17], and crowdsourcing [19].

2. Personalized choice. We want to “learn” an agent’s preferences based on a part of her own preferences or preferences of other similar agents. Applications include product configuration [7]. See [5, 13] for recent developments.

In this paper, we focus on elicitation for ordinal preference, which means that the agents’ preferences are represented by rankings. We assume that preferences are generated by general random utility models (GRUMs). In a GRUM, an agent’s preferences are generated as follows: Each alternative is characterized by a utility distribution, and the agents rank the alternatives according to the perceived utilities, which are generated from the corresponding utility distributions. Parameters for each utility distribution are computed by a combination of attributes of the alternative and attributes of the agent. Parameters of the GRUM model the interrelationship between alternative attributes and agent attributes. See Section 2.1 for more details.

GRUMs are a significant extension of random utility models (RUMs) [22], where the effect of attributes of alternatives and agents are not considered. RUMs have been extensively studied and applied in prior work but generally in ways that are specialized to particular parametric forms; e.g., the Bradley-Terry model [8] and the Plackett-Luce model [18, 20].

*School of Engineering and Applied Sciences.
1.1 Contributions
We propose a general adaptive method (Algorithm 1) for preference elicitation within the Bayesian experimental design framework (see, [10, e.g.]), guided by maximum expected information gain. In this paper, we focus on a special case, where in each step a targeted agent reports her preferences in full.

We target an agent for elicitation who, based on agent attributes, will provide the greatest expected information gain. In addition to using classical criteria in Bayesian experimental design, we also propose two new criteria that are designed to best improve the quality of the inferred rank preferences, one for predicting social choice, and the other for predicting personalized choice.

Directly computing the optimal agent to target next can be challenging due to the lack of efficient algorithms for MAP inference and lack of efficient computation of observed Fisher information. To overcome this, we extend the MC-EM algorithm and conditions for convergence developed for RUMs by Azari et al. [1] to handle GRUMs. We compute observed Fisher information within the E-step.

We test the proposed methods for MAP/MLM inference and preference elicitation for GRUMs on both synthetic dataset and the Sushi dataset [14].

We compare the performance under the new criteria and performance under the standard criteria from Bayesian experimental design literature. Results show that our elicitation framework can significantly improve the precision of estimation for a moderate number of samples in social choice, relative to random and some of the classical elicitation criteria.

1.2 Related Work
GRUMs are a specific case of the generative model studied by Berry, Levinsohn and Pakes (therefore BLP) [3]. The BLP model explicitly considers unobserved attributes of alternatives and agents, whereas GRUMs only consider observed attributes.

However, most work on the BLP model has focused on calculating aggregate properties (for example, the demand curve) when a distribution of the values of unobserved attributes are given. Moreover, the methodologies developed in [3] and subsequent papers only work for the logit model. That is: the utility distributions are the standard Gumbel distribution, which is a special case. Even when there are no unobserved variables, BLP was not known to be computationally tractable, beyond the logit case.

An approximate method, that of maximum simulated likelihood has been proposed for GRUMs [23]. We focus on MAP/MLM inference and preference elicitation for GRUMs. We developed an MC-EM algorithm for a large class of GRUMs. To the best of our knowledge, this is the first practical algorithm for MAP/MLM inference for general GRUMs, beyond the logit case. We note that RUMs are a special class of GRUMs. Therefore, the new algorithm naturally extends the algorithm developed by Azari et al. [1] for RUMs. ¹

For social choice, the elicitation scheme designed by Lu and Boutilier [17] aims at computing the outcomes of different commonly studied voting rules. In comparison, the proposed elicitation scheme aims at computing the MAP of GRUMs, which we believe to be different from any commonly studied voting rules.

Compared to the elicitation scheme designed by Pfeiffer et al. [19], which adopted the Bradley-Terry model, this paper focuses on GRUMs, which is much more general. Also, as we will see later in the paper in Example 2, the elicitation scheme by Pfeiffer et al. is closely related to a well studied criterion under the Bayesian experimental design framework called D-optimality. In contrast, the new elicitation framework allows us to use many other classical criteria in Bayesian experimental design, including D-optimality. Moreover, surprisingly, experimental results on synthetic data show that D-optimality might not be a good choice for social choice for rankings.

The new elicitation framework considers the attributes of agents and alternatives, allowing for more options for elicitation (e.g. we can target an agent with specific attributes). The proposed method is related to the general idea in [13, 9, 6]. However, the proposed method is more general, in the sense that we can handle orders with any length (e.g. Sushi dataset which includes full orders and not only pairwise data). It can also handle any partial order situation due to missing data or design of voting rule (e.g. k first voting or ranks for some missing parties).

2 Preliminaries
In this section, we formally define GRUMs and their corresponding MAP mechanism. Further, we recall basic ideas in Bayesian experimental design.

2.1 General Random Utility Models
We consider a preference aggregation setting with a set of alternatives \( C = \{c_1, \ldots, c_m\} \), and multiple agents indexed by \( i \in \{1, \ldots, n\} \). In GRUMs, for every \( j \leq m \), alternative \( j \) is characterized by a vector of \( L \in \mathbb{R} \) real numbers, denoted by \( \tilde{z}_j \). And for every \( i \leq n \), agent \( i \) is characterized by a vector of \( K \in \mathbb{N} \) real numbers, denoted by \( \tilde{x}_i \).

¹Inference and elicitation for GRUMs with unobserved attributes are two interesting directions for future research.

²In this paper we focus on the case where all \( \tilde{x}_i \) and \( \tilde{z}_j \) are numerical attributes rather than categorical attributes.
Throughout the paper, $j$ denotes an alternative, $i$ denotes an agent, $l$ denotes the attribute of an alternative, and $k$ denotes an agent attribute.

The agents’ preferences are generated through the following process.\footnote{For better presentation, throughout the paper we assume that the preferences are full rankings. The results and algorithms can be extended to the case where the preferences are partial rankings.} Let $u_{ij}$ be agent $i$’s perceived utility for alternative $j$, and let $B$ be a $K \times L$ real matrix that models the linear inter-relation between attributes of alternatives and attributes of agents.

$$u_{ij} = \delta_j + \bar{x}_i B(\bar{z}_j)^T + \epsilon_{ij}, \tag{1}$$

$$u_{ij} \sim \Pr(\cdot | \bar{x}_i, \bar{z}_j, \delta_j, B) \tag{2}$$

In words, agent $i$’s utility for alternative $j$ is composed of the following three parts:

1. $\delta_j$: The intrinsic utility of alternative $j$, which is the same across all agents;
2. $\bar{x}_i B(\bar{z}_j)^T$: The agent-specific utility, where $B$ is the same across all agents;
3. $\epsilon_{ij}$: The random noise generated independently across agents and alternatives.

Given this, an agent ranks the alternatives according to her perceived utilities for the alternatives in the descending order. That is, for agent $i$, $c_{j1} \succ_i c_{j2}$ if and only if $u_{ij1} > u_{ij2}$. The parameters for a GRUM are denoted by $\Theta = (\delta, B)$. When $K = L = 0$, the GRUM model degenerates to RUM.

**Example 1** Figure 1 illustrates a GRUM for three alternatives (different kinds of sushi) and $n$ agents. Each alternative is characterized by its attributes including heaviness, price, and custom loyalty. Each agent is characterized by attributes including gender and age. Agent attributes have different relationships with alternative attributes. For instance, a person’s salary can be related to a preference in different relationships with alternative attributes. For instance, notes an agent attribute.

![Figure 1](image_url)

Figure 1: The generative process for GRUMs.

The ground truth $\Theta$ is: $\Pr(D \mid \Theta) = \prod_{i=1}^{n} \Pr(\pi_i \mid \Theta)$, where:

$$\Pr(\pi_i | \Theta) = \int_{u_{i\pi_i(1)} \succ \cdots \succ u_{i\pi_i(n)}} \prod_j \Pr(u_{i\pi_i(j)} | \bar{x}_i, \bar{z}_j, \Theta) \, du_{i\pi_i(j)}$$

Suppose we have a prior over the parameters, for MAP inference we aim at computing $\Theta$ to maximize the posterior function:

$$\Pr(\Theta | D) = \prod_{i=1}^{n} \Pr(\pi_i | \Theta) \Pr(\Theta)$$

After computing $\Theta^*$ that maximizes posterior, we can make joint decisions for the agents based on $\Theta^*$.\footnote{For all reasonable GRUMs the situations with tied perceived utilities have zero probability measure.} For example, we can choose the winner to be the alternative whose utility distribution has the highest mean, or choose a winning ranking over alternatives by ranking the means of the utility distributions.

### 2.3 One-Step Bayesian Experimental Design

Suppose we have a parametric probabilistic model. Let $\Pr(\Theta^*)$ denote the prior distribution over the parameters. A one-step Bayesian experimental design problem is composed of two parts: a set of designs $\mathcal{H}$ and a quality func-
tion $G(\cdot)$ defined on any distribution over the parametric space.

A design $h \in \mathcal{H}$ is mathematically characterized by $\Pr(\cdot|\Theta^*, h)$ that controls the way the data $D$ are generated for any ground truth parameter vector $\Theta^*$. Therefore, for any given design $h$, we can compute the probability for any distribution over parametric space. The objective of Bayesian experimental design is to choose the design $h$ that maximizes the expected quality of the posterior of MAP parameters, where the randomness comes from the data that are generated given $h$. Formally, we aim at computing $h^*$ as follows.

$$h^* = \arg \max_h \int G(\Pr(\cdot|D, h)) \times \Pr(D|h) \, dD \quad (3)$$

Often, directly computing (3) is hard. Even $G(\Pr(\cdot|D, h))$ is difficult to compute given $D$ and $h$. Researchers have taken various approximations to (3). A common approach is to approximate $\Pr(\cdot|D, h)$ by a normal distribution $\mathcal{N}(\hat{\Theta}, [R(\hat{\Theta}) + I_h(\hat{\Theta})]^{-1})$, where:

- $\hat{\Theta}$ is the MAP of $D$,
- $R(\Theta)$ is the precision matrix of the prior over $\Theta$, that is, $R = \nabla^2_\Theta \log \Pr(\Theta)$, and
- $I_h(\hat{\Theta})$ is the Fisher information matrix defined as follows. Let $X_\pi = \nabla_\Theta \log \Pr(\pi|\Theta, h)$, we have

$$I_h(\hat{\Theta}) = E_\pi(\nabla^2_\Theta \log \Pr(\pi|\Theta, h)|_{\Theta = \hat{\Theta}}).$$

Equivalently, if $\log \Pr(\pi|\Theta, h)$ is twice differentiable w.r.t. $\Theta$ for each ranking $\pi$, then

$$I_h(\hat{\Theta}) = -E_\pi(\nabla^2_\Theta \log \Pr(\pi|\Theta, h)|_{\Theta = \hat{\Theta}}).$$

If we approximate $\Pr(\cdot|D, h)$ by $\mathcal{N}(\hat{\Theta}, [R(\hat{\Theta}) + I_h(\hat{\Theta})]^{-1})$, then the most commonly studied quality functions are functions of $\Theta$ and $h$. More precisely, they are functions of $\Theta$ and $R(\hat{\Theta}) + I_h(\hat{\Theta})$. In such cases, we can rewrite $G(\mathcal{N}(\hat{\Theta}, I_h(\hat{\Theta}))) = G_{R,h}^*(\hat{\Theta}, h)$. Then, (3) becomes:

$$h^* = \arg \max_h \int G_{R,h}^*(\hat{\Theta}, h) \times \Pr(\hat{\Theta}|h) \, d\hat{\Theta} \quad (4)$$

Still the integration in (4) is often hard to compute, and is approximated by $G_{R,h}^*(\Theta^*, h)$, where $\Theta^*$ is the mode of $\Pr(\Theta)$. Some popular quality functions and corresponding approximations are summarized in Table 1.

**Example 2** The adaptive elicitation approach by Pfeiffer et al. [19] is a special case of Bayesian D-optimality design, where $\mathcal{H}$ is the set of all pairwise questions between alternatives. Pfeiffer et al. derived formulas for $\Pr(\cdot|\Theta^*, h)$ for each $h \in \mathcal{H}$, and chose $h^*$ according to (3). The quality function they use is the negative Shannon entropy, which is exactly D-optimality as shown in Table 1.

### 3 Our Preference Elicitation Scheme

In the new elicitation framework, we adapt the one-step Bayesian experimental design to multiple iterations. For any iteration $t$, let $D^t$ denote the preferences elicited in all previous iterations. The prior distribution $\Pr^t$ over parameters is the posterior of observing $D^t$, that is: for any $\Theta$, $\Pr^t(\Theta) = \Pr(\Theta|D^t)$. Then we solve a standard one-step Bayesian experimental design problem w.r.t. the prior $\Pr^t$ to elicit a new agents’ preferences, and then form $D^{t+1}$ for the next iteration.

Our general elicitation framework for GRUMs is presented as Algorithm 1. To allow flexibility of using various criteria of Bayesian experimental design, we let the input consist of the heuristic $G_{R,h}^*(\Theta, h)$, which is usually a function of $\Theta$ and $R(\hat{\Theta}) + I_h(\hat{\Theta})$. To present the main idea, in this paper the set of designs $\mathcal{H}$ is the multi-set of all agents attributes. That is, in each iteration (Steps 1~3) we will compute an $h \in \mathcal{H}$ and query the preferences of a random agent whose attributes are $h$. Steps 1~3 are hard to compute. In this paper, we will use a multivariate normal distribution $\mathcal{N}(\hat{\Theta}, J_{D^t}(\hat{\Theta})^{-1})$ to approximate $\Pr(\Theta|D^t)$ in Step 2, where $J_{D^t}(\hat{\Theta})$ is the observed Fisher information matrix, and we immediately have $R^t = J_{D^t}(\Theta)$. Given any data $D$, $J_{D}(\hat{\Theta}, h)$ is defined as follows. Again, let $\Theta = \text{MAP}(D)$.

$$J_{D,h}(\hat{\Theta}) = \sum_{\pi \in D} (X_{\pi} \times (X_{\pi})^T|_{\Theta = \hat{\Theta}}).$$

Equivalently, if $\log \Pr(\pi|\Theta, h)$ is twice differentiable w.r.t. $\Theta$ for each ranking $\pi$, then we have:

$$J_{D,h}(\Theta) = -\sum_{\pi \in D} (\nabla^2_\Theta \log \Pr(\pi|\Theta, h)|_{\Theta = \hat{\Theta}}).$$

In Section 4 we propose an MC-EM algorithm to compute $\text{MAP}(D^t)$ in Step 1. In Section 4.3 we study how...

---

6The elicitation scheme can be extended to other types of elicitation questions, for instance, pairwise comparisons and “top-$k$”.

7See e.g. page 224 [2] for justification of this approximation.
<table>
<thead>
<tr>
<th>Name</th>
<th>Quality function</th>
<th>Heuristics $G_R^*(\Theta, h)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-optimality</td>
<td>Gain in Shannon information</td>
<td>$\det(R + I_h(\Theta))$</td>
</tr>
<tr>
<td>E-optimality</td>
<td>Minimum eigenvalue of the information matrix</td>
<td>$\lambda_{\min}(R + I_h(\Theta))$</td>
</tr>
<tr>
<td>Proposed criterion for social choice</td>
<td>Minimum inverse of pairwise coefficient of variation</td>
<td>Equation (5)</td>
</tr>
<tr>
<td>Proposed criterion for personalized choice</td>
<td>Minimum inverse of pairwise coefficient of variation</td>
<td>Equation (6)</td>
</tr>
</tbody>
</table>

Table 1: Different criteria for experimental design.

to compute the observed Fisher information matrix $R^t = J_{DP}(\Theta^t)$, and use it for elicitation as well as accelerating MC-EC algorithm. Computation of the Fisher information matrix $I_h(\Theta)$ used in Step 3 will also be discussed in Section 4.3.

The choice of $G_R^*$ is crucial for the performance of the elicitation algorithm. The two first criteria summarized in Table 1 are generic criteria for making the posterior as certain as possible, which may not work well for eliciting the aggregated ranking or individual rankings. In Section 6 we report experimental results comparing performance of different $G_R^*$ in Table 1 and the new criteria we propose for both social choice and individual ranking.

### 3.1 A New Elicitation Criterion for Social Choice

The social choice ranking is the ranking over the components of $\delta$. Therefore, if the objective is to elicit preferences for the aggregated ranking, it makes sense to make each pairwise comparison as certain as possible. Following the idea in t-test, we propose to use $\frac{|\text{mean}(\delta_{j1} - \delta_{j2})|}{\text{std}(\delta_{j1} - \delta_{j2})}$ (which is the inverse of coefficient of variation) to evaluate the certainty in pairwise comparison between $c_{j1}$ and $c_{j2}$. The larger the value is, the more certain we are about the comparison between $c_{j1}$ and $c_{j2}$. Therefore, we propose to use the following quality function $G$ distributions over $\Theta$. We recall that $\Theta = (\delta, B)$.

$$G(\text{Pr}) = \min_{j_1 \neq j_2} \frac{|\text{mean}(\delta_{j1} - \delta_{j2})|}{\text{std}(\delta_{j1} - \delta_{j2})}.$$  

In words, $G$ is the minimum inverse of the coefficient of variation across all pairwise comparisons. The corresponding $G_R^*$ is thus the following.

$$G_R^*(\Theta, h) = \min_{j_1 \neq j_2} \sqrt{\frac{|\text{mean}(\delta_{j1} - \delta_{j2})|}{\text{Var}(\delta_{j1}) + \text{Var}(\delta_{j2}) + 2\text{cov}(\delta_{j1}, \delta_{j2})}},$$  

Where $|\text{mean}(\delta_{j1} - \delta_{j2})|$ can be computed from $\Theta$ and $\sqrt{\text{Var}(\delta_{j1}) + \text{Var}(\delta_{j2}) + 2\text{cov}(\delta_{j1}, \delta_{j2})}$ can be computed from $R + I_h(\Theta)$.

### 3.2 Generalization to Personalized Choice

Following the idea in the new criterion proposed in the last subsection for social choice, for any agent with attributes $\vec{x}$, we can define a similar quality function $G_\vec{x}(\text{Pr})$. This makes the ranking of the alternatives w.r.t. the deterministic parts of the perceived utilities\(^8\) as certain as possible, as follows. For any $j \leq m$, let $\mu_j = \delta_j + \vec{x}B(z_j)^T$. We note that $\mu_j$ is a linear combination of the parameters in $\Theta$.

$$G_\vec{x}(\text{Pr}) = \min_{j_1 \neq j_2} \frac{|\text{mean}(\mu_{j1} - \mu_{j2})|}{\text{std}(\mu_{j1} - \mu_{j2})}.$$  

$G^*_\vec{x}(\Theta, h)$ can be defined in a similar way. However, usually we want to predict the rankings for a population of agents, for which only a distribution over agent attributes is known. Mathematically, let $\Delta$ denote a probability distribution over $\mathbb{R}^\delta$. We can extend the criterion for personalized choice w.r.t. $\Delta$ as follows.

$$G_\Delta(\text{Pr}) = \int_{\mathbb{R}^\delta} G_\vec{x}(\text{Pr}) \cdot \Delta(\vec{x}) \, d\vec{x}.$$  

$G_\Delta$ is usually hard to compute since it involves integrating $G_\vec{x}$ over all $\vec{x}$ in support of $\Delta$, which is often not analytically or computationally tractable. In the experiments, we will use the criterion defined in (5) for personalized ranking and surprisingly it works well.

### 4 An MC-EM Inference Algorithm

In this section, we extend MC-EM algorithm for RUMs proposed by Azari et al. [1] to GRUMs. We focus on GRUMs where the conditional probability $\text{Pr}(|\vec{x}_i, z_j, \delta_j, B)$ belongs to the exponential family, which takes the following form: $\text{Pr}(U = u|\vec{x}_i, z_j, \delta_j, B) = e^{\eta_{ij}T(u) - A(\eta_{ij}) + H(u)}$, where $\eta_{ij}$ is the vector of natural parameters, which is a function of $\vec{x}_i, z_j, \Theta$. $A$ is a function of $\eta_{ij}$ and $T$ and $H$ are functions of $u$.

Let $U = (u_1, \ldots, u_n)$ denote the latent space, where $u_i = (u_{i1}, \ldots, u_{im})$ represent agent $i$’s perceived utilities for the alternatives. The general framework of the proposed EM algorithm is illustrated in Algorithm 2. The algorithm has multiple iterations, and in each iteration there is an E-step and a general M-step. Therefore, the algorithm is a general EM (GEM) algorithm. We recall that $\Theta = (\delta, B)$ represents the parameters.

The algorithm is performed for a fixed number of iterations or until no $\Theta^{t+1}$ in the M-step can be found. However, the

\(^8\)That is, the intrinsic utility plus personalized utility.
Algorithm 2 Framework of the EM algorithm
In each iteration.

E-step: \[ Q(\Theta, \Theta^t) = E_\Theta \left\{ \log \prod_{i=1}^{n} \Pr(\vec{u}_i, \pi^i|\Theta) + \log(\Pr(\Theta)|D, \Theta^t) \right\} \] (7)

M-step: compute \( \Theta^{t+1} \) s.t. \( Q(\Theta^{t+1}, \Theta^t) > Q(\Theta^t, \Theta^t) \)

E-step cannot be done analytically in general, and we will use a Monte Carlo approximation for the E-step.

4.1 Monte Carlo E-step: Gibbs Sampling

Our E-step is similar to the E-step in [1] with a modification that considers the prior. We recall that \( \Pr(\vec{x}_i, \vec{x}_j, \delta, B) \) belongs to the exponential family. We have the following calculation for iteration \( t \), where \( \mu_{ij} = \delta_{ij} + \vec{x}_i \vec{x}_j^T \) for any given \( \Theta = (\delta, B) \), and \( \mu_{ij} = \delta_{ij} + \vec{x}_i \vec{x}_j^T \).

\[
Q(\Theta, \Theta^t) = E_\Theta \left\{ \log \prod_{i=1}^{n} \Pr(\vec{U}_i, \pi^i|\Theta) + \log(\Pr(\Theta)|D, \Theta^t) \right\} \\
= \sum_{i=1}^{n} \sum_{j=1}^{m} E_{u_{ij}} \left\{ \log \Pr(u_{ij}|\Theta) | \pi^i, \Theta^t \right\} \\
= \sum_{i=1}^{n} \sum_{j=1}^{m} \eta_{ij} S_{ij}^t - A(\eta_{ij}) + W, \\
\]

where \( S_{ij}^t = E_{u_{ij} \sim \Pr(u_{ij}|\Theta^t)} \{u_{ij}|\pi^i\}. \) (8)

We use a Monte Carlo approximation similar to that used in [1], which involves sampling \( U \) from the distribution \( \Pr(U|D, \Theta^t) \) using a Gibbs sampler, and then approximate \( S_{ij}^t \) by \( \frac{1}{N} \sum_{k=1}^{N} u_{ij}^k \). Each step of the Gibbs sampler is sampling from a truncated exponential distribution, illustrated in Figure 2 in [1].

4.2 General M-step

After we compute \( S_{ij}^{t+1} \)'s, the M-step aims at improving \( Q(\Theta, \Theta^t) \):

\[
Q(\Theta, \Theta^t) = \sum_{j=1}^{m} \sum_{i=1}^{n} \log \Pr_j(u_{ij} = S_{ij}^{t+1} | \Theta) + \log(\Pr(\Theta)) \\
\]

We use steps of Newton’s method to improve \( Q(\Theta, \Theta^t) \) in the M-step (we can use as many steps at each iteration to ensure the convergence for each M-step).

\[
\Theta^{t+1} = \Theta^t - (\nabla_{\Theta}^2 Q(\Theta, \Theta^t)|_{\Theta^t})^{-1} \nabla_{\Theta} Q(\Theta, \Theta^t)|_{\Theta^t} \quad (9)
\]

\( \nabla_{\Theta}^2 Q(\Theta, \Theta^t) \) and \( \nabla_{\Theta} Q(\Theta, \Theta^t) \) can be computed immediately from \( S_{ij}^t \) as follows.

\[
\nabla_{\Theta}^2 Q(\Theta, \Theta^t) = \sum_{i=1}^{n} \sum_{j=1}^{m} \nabla_{\Theta}^2 \eta_{ij} S_{ij}^t - \nabla_{\Theta}^2 A(\eta_{ij}) \\
\nabla_{\Theta} Q(\Theta, \Theta^t) = \sum_{i=1}^{n} \sum_{j=1}^{m} \nabla_{\Theta} \eta_{ij} S_{ij}^t - \nabla_{\Theta} A(\eta_{ij}) \\
\]

4.3 Computing Observed Fisher information

Computation of the observed Fisher information will not only be used in Step 2 of the new elicitation scheme Algorithm 1, but also will accelerate the GEM algorithm [16]. Fisher information can be computed by the following method proposed by Louis [16]. From the independence of agents we have: \( J_D(\Theta) = \sum_i J_{\pi_i}(\Theta) \), where,

\[
J_{\pi_i}(\Theta) = E_{U_i} \{ -\nabla_{\Theta}^2 \log P(\pi^i, U_i|\Theta) | \Theta, \pi^i \} - E_{U_i} \{ \nabla_{\Theta} \log P(\pi^i, U_i|\Theta) \nabla_{\Theta} \log P(\pi^i, U_i|\Theta)^T | \Theta, \pi^i \}
\]

\( J_{\pi_i}(\Theta) \) is computed using the samples \( (u_{ij}) \)’s generated in MC step in every iteration of EM algorithm as follows.

\[
\nabla_{\Theta}^2 \log P(\pi^i, U_i|\Theta) = \sum_{i=1}^{n} \sum_{j=1}^{m} \nabla_{\Theta}^2 \eta_{ij} U_{ij} - \nabla_{\Theta}^2 A(\eta_{ij}) \\
\nabla_{\Theta} \log P(\pi^i, U_i|\Theta) = \sum_{i=1}^{n} \sum_{j=1}^{m} \nabla_{\Theta} \eta_{ij} U_{ij} - \nabla_{\Theta} A(\eta_{ij}) \\
\]

The Fisher information matrix \( I_\Theta(\Theta) \) used in Step 3 of Algorithm 1 can be approximated by \( \lim_{n \to \infty} J_{D_n}(\Theta) \), where \( D_n \) is the dataset of \( n \) rankings randomly generated according to \( \Pr(\pi|\Theta) \). Therefore, we can use the techniques developed in this subsection to approximately compute \( I_\Theta(\Theta) \).

4.4 MC-EM Algorithm in Detail

The details of the proposed EM algorithm (with fixed number of iterations) are illustrated in Algorithm 3.

Algorithm 3 MAP for GRUM

Input: \( D = (\pi^1, \ldots, \pi^n) \), \( \Theta^{start}, T \in \mathbb{N} \)
Let \( \Theta^0 = \Theta^{start} \)
for \( t = 1 \) to \( T \) do
for every \( \pi^j \in D \) do
Compute \( S_{ij}^{t+1} \) and \( J(\Theta^{t+1}) \) according to (8) for all \( j \leq m \).
end for
Compute \( \Theta^{t+1} \) according to (9).
end for
5 Global Optimality for Posterior Distribution

In this section, we generalize theorems on global optimality of likelihood for RUMs proved in [1] to GRUMs. All proofs are omitted due to the space constraint. The EM algorithm tends to find local optimal of the posterior distribution, hence, proving global optimality of MAP helps to avoid issues due to EM. First, we present concavity of the posterior distribution in GRUMs.

**Theorem 1** For the location family, if for every \( j \leq m \) the joint probability density function for \( \epsilon_i \) and the prior \( \Pr(\Theta) \) are log-concave, then \( \Pr(\Theta|D) \) is concave up to a known transformation.

For P-L, Ford, Jr. [12] proposed the following necessary and sufficient condition for the set of global maxima solutions to be bounded (more precisely, unique) when \( \sum_{j=1}^{m} \epsilon_j \Theta_j = 1 \). The conditions are generalized to the case of RUMs in [1]. We prove that this condition is also necessary and sufficient for global maxima solutions of the likelihood function of GRUMs to be bounded.

**Condition 1** Given the data \( D \), in every partition of the alternatives \( C \) into two nonempty subsets \( C_1 \cup C_2 \), there exists \( c_1 \in C_1 \) and \( c_2 \in C_2 \) such that there is at least one ranking in \( D \) where \( c_1 \succ c_2 \).

**Theorem 2** Suppose we fix \( \mu_{11} = 0 \). Then, the set \( S_D \) of global maxima solutions to \( \Pr(\Theta|D) \) is bounded in \( \Theta \) if and only if the data \( D \) satisfies Condition 1 and the linear model describing \( \mu \) in terms of \( \Theta \) is identifiable.

6 Experimental Results

In this section, we report experimental results on synthetic data and a Sushi dataset from Kamishima [14] for three types of tests described below.

6.1 Social Choice and Synthetic Data

We first show the consistency of the model for social choice. We generate random data sets with \( \delta_j \sim \text{Normal}(1, 1) \), \( B_{ij} \sim \text{Normal}(0, 1) \), \( X_i \sim \text{Normal}(0, 1) \), \( Z_i \sim \text{Normal}(0, 1) \), and then generate random utilities with the random noise \( \epsilon_{ij} \) generated with mean zero and variance of 1. The results in Figure 2 are generated by varying the number of agents for which we have preference information. For each number of agents, we estimate the parameter set \( \Theta \), and evaluate the Kendall correlation between estimated and true ranks with respect to \( \delta_j \)'s. These results illustrate the improvement in estimated social choice order as the number of agents in the population increases.

Figure 2: Asymptotic behavior for synthetic data and social choice. The y-axis is the average Kendall correlation between the estimated social choice and the ground truth order.

In studying elicitation for social choice, we test the performance of the elicitation schemes shown in Table 1, i.e. D-optimality, E-optimality, and the proposed criterion in (5), and compare the results to random elicitation. We adopt the following two synthetic datasets:

**Dataset 1:** \( (B_{ij} \sim N(0, 1), X_i \sim N(0, 1), Z_i \sim N(0, 1)), \delta_j \sim 0.1 \ast N(1, 1) \) and the error term \( \epsilon_{ij} \sim N(0, 1) \).

**Dataset 2:** The same as Dataset 1, except that the \( \delta_j \sim N(1, 1) \) and the error term \( \epsilon_{ij} \sim N(0, 1/4) \).

Compared to the GRUM in Dataset 1, the model adopted in Dataset 2 has a heavier social component and less noise. For each dataset we generate 100 agents’ preferences, and use the three criteria shown in Table 1 to elicit \( n \in [1, 100] \) rankings. For each \( n \), we apply Algorithm 3 and compare the ranking over the learned \( \delta_j \)'s with the ground truth social choice ranking.

The results are shown in Figure 3 (graphs are smoothed with a moving window with length 25), where the x-axis is the number of agents whose preferences are elicited, and the y-axis is the Kendall correlation between the learned ranking and the ground truth ranking. We make the following observations.

- In Dataset 1 where the social component is small, it is not clear which criteria is better, as shown in Figure 3(a), and there are no statistically significant results.
- In Dataset 2 where the social component is large, E-optimality generally works better than the proposed method, while both work better than random, which works surprisingly better than D-optimality, as shown in Figure 3(b). However, only a few of these observations are statistically significant with 90% confidence, for example, considering the interval of [34, 44] agents, E-optimality and the proposed method outperform Random but the comparison between the other methods is not significant at 90%.
6.2 Personalized Choice and Synthetic Data

For personalized choice we first show the consistency results in Figure 6, where the bottom box-plot shows the Kendall correlation between noisy data (i.e., an individual agent’s random utility and thus preference order) and the true preference order for each agent, and the top box-plot shows Kendall correlation between estimated agent preference orders and true preference orders, as obtained through
the model.

Turning to preference elicitation, we compare the schemes in Table 1 with the random method for the same two datasets as were adopted for social choice. The results are shown in Figure 4 (graphs are smoothed with a moving window with length 20). For each group of 100 agents, and for any $n \in [1, 100]$ and each elicitation scheme, we compute the MAP of $\Theta$, and use it to compute the Kendall correlation between the true preferences and the predicted preference for all 100 agents in this group. We make the following observations:

### Number of Agents ($n$) vs. Kendall Correlation

<table>
<thead>
<tr>
<th>Number of Agents ($n$)</th>
<th>Kendall Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.8</td>
</tr>
<tr>
<td>20</td>
<td>0.6</td>
</tr>
<tr>
<td>30</td>
<td>0.4</td>
</tr>
<tr>
<td>40</td>
<td>0.2</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 6: Asymptotic behavior for synthetic data and personalized choice. The $y$-axis is the average Kendall correlation between an estimated preference order and ground truth preference order for an agent. The top box-plot shows the result of inference, the bottom box-plot the correlation from raw data.

- In Dataset 1, where the social component is small, when the number of agents used in elicitation is not too large ($< 50$), the proposed method works better than E-optimality, which is itself comparable to random. Both methods are better than D-optimality. See Figure 4(a). Some of these observations are statistically significant, for example, when $n = [24, 25]$, E-optimality works better than D-optimality with 90% significance, E-optimality works better than random with 75% significance, the proposed method works better than E-optimality with 75% significance, and the proposed method works better than D-optimality with 75% significance.

- In Dataset 2, where the social component is large, E-optimality generally works better than the proposed method, both work better than random, and random is more effective than D-optimality, as shown in Figure 4(b). However, only a few of these observations are statistically significant with 90% confidence interval, for example E-optimality outperforms D-optimality when the number of agents is in the interval $[29, 42]$.

### 6.3 Sushi Data

In synthetic experiments, we have access to the ground truth. However, in the real world data (Sushi data) there are no data available as ground truth. In this experiment, we estimated parameters $\Theta$ using preferences from 1000 agents, randomly chosen from the 5000 agents in the dataset. And adopt those parameters as the ground truth for the experimental study. The categorical features are discarded from the data set.\(^9\)

The results are shown in Figure 5 (graphs are smoothed with a moving window with length 10), where (a) shows comparisons for social choice (where we rank $\delta$’s), and (b) shows comparisons for personalized choice. We make the following observations:

- For social choice (a), none of the criteria work well (and note that the Kendall correlations are low for all criteria). We feel that this is reasonable since preferences over sushi is likely high personalized with a small social component to preferences.

- For personalized choice (b), we observe that the proposed method is generally the most effective, while the performance of E-optimality and D-optimality is very close to random. None of these results are statistically significant with 90% confidence.

### 7 Conclusion and Future Work

We have proposed a method for preference elicitation based on ordinal rank data, adopting the framework of Bayesian experimental design. This includes two new criteria for social and personalized case. The proposed criterion for social choice can significantly improve the precision of estimation, relative to random and some of the classical elicitation criteria. This work can also be seen as preference elicitation for learning to rank. In the future, we can adopt the methodology in other preference elicitation applications; for example recommendation systems, product prediction and so forth.
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Abstract

The Trek Separation Theorem (Sullivant et al. 2010) states necessary and sufficient conditions for a linear directed acyclic graphical model to entail for all possible values of its linear coefficients that the rank of various sub-matrices of the covariance matrix is less than or equal to \( n \), for any given \( n \). In this paper, I extend the Trek Separation Theorem in two ways: I prove that the same necessary and sufficient conditions apply even when the generating model is partially non-linear and contains some cycles. This justifies application of constraint-based causal search algorithms to data generated by a wider class of causal models that may contain non-linear and cyclic relations among the latent variables.

1 INTRODUCTION

In many cases, scientists are interested in inferring causal relations between variables that cannot be directly measured (e.g. intelligence, anxiety, or impulsiveness) by administering test surveys with measured “indicators” that indirectly measure the unmeasured or “latent” variables. In other cases, scientists are interested in estimating the values of the latent variables from the measured indicators. The variances of the estimates of the latent variables of interest can be reduced in various ways by employing multiple indicators for each latent variable. A model in which each latent variable of interest is measured by multiple indicators (which may also be caused by other latents of interest as well as the error variable) is called a multiple indicator model. Multiple indicator models are quite common in many disciplines such as educational research, psychology, political science, etc. (Bartholomew et al., 2002).

Two major problems are how to use the values of the measured indicator variables to make reliable inferences about the causal relationships between the latent variables of interest, and to predict the values of the latent variables from the values of the measured indicators. A number of complications make both of these tasks very difficult:

- Associations among indicators are often confounded by additional unknown latent common causes;
- One indicator may directly affect other indicators (e.g. “anchoring effects”);
- There are often a plethora of alternative causal models that are consistent with the data and with the prior knowledge of domain experts, often far too many models to test individually;
- There may be non-linear dependencies among latent variables;
- There may be feedback relationships among latent variables.

The most common algorithms for using measured indicators to find causal relations among latent variables or to infer the values of the latent variables use some version of factor analysis. However, given the models with the features cited above, factor analytic algorithms, as well as the FindHidden algorithm of Elidan (2001) have been shown to perform poorly (Silva et al. 2006).

One class of model search algorithms that have had some success dealing with some of the complications listed above is constraint-based search. A constraint-based search attempts to find the set of models that most closely match the measured constraints on a probability distribution that are entailed for all values of the free parameters (e.g. conditional independence constraints that are entailed by \( d \)-separation) with constraints that are judged to hold in the population (as determined by a statistical test).

Although multiple indicator models rarely entail any conditional independence constraints among just the measured indicators, multiple indicator models often
entail constraints on the rank of sub-matrices of the covariance matrix among the measured indicators (e.g. vanishing tetrad differences explained below), and there are searches based on these rank constraints that have desirable properties (Silva et al. 2006).

Multiple indicator models are special cases of structural equation models, and the form of the equations can be represented by a directed graph (Pearl 2000, Spirtes et al. 2001). Under the assumption of linearity, the graphical structure representing the multiple indicator model can \textit{linearly entail} constraints on the covariance matrix of the variables, that is, constraints that hold for all values of the free parameters (the linear coefficients associated with the edges, and the variances of the error terms). For example, a multiple indicator model represented by a graph with a single latent variable \( L \) that is the parent of measured indicators \( X, Y, Z, \) and \( W \) and contains no other edges, entails the vanishing tetrad difference (e.g. \( \rho(X,Y)\rho(Z,W) - \rho(X,Z)\rho(Y,W) = 0 \) for all values of the linear coefficients, which is equivalent to a constraint that the rank of a submatrix of the covariance matrix is less than or equal to 1.

The Trek Separation Theorem (Sullivant et al. 2010) states necessary and sufficient conditions for a directed acyclic graph to linearly entail that the rank of various sub-matrices of the covariance matrix among the measured variables are less than or equal to \( n \), for any \( n \).

The Trek Separation Theorem is one way to justify the correctness of the BuildPureClusters algorithm (Silva et al. 2006), that searches for the set of multiple indicator models that most closely match the set of vanishing tetrad differences judged to hold in the population by application of statistical tests to the sample data. BuildPureClusters is a pointwise consistent algorithm that, depending upon the input data, either outputs “Can’t tell” or an equivalence class of graphs that linearly entail the same set of vanishing tetrad differences and zero partial correlation constraints. The algorithm has been successfully applied to a number of data sets (Silva et al. 2006, Jackson & Scheines 2005)

However, there are a number of significant limitations on usefulness of the Trek Separation Theorem (and hence on the BuildPureClusters algorithm):

- The Trek Separation Theorem does not apply to cyclic graphs (as in feedback models);
- The Trek Separation Theorem does not apply if any of the causal relations between the variables are non-linear.

In this paper, I prove an extension of the trek separation theorem which gives necessary and sufficient conditions for a directed graph (cyclic or acyclic) that has some functions relating variables to other variables that are non-linear, and in which there may be some feedback (represented by cyclic graphs) to entail that the rank of various sub-matrices of the covariance matrix are less than or equal to \( n \), for any \( n \). This theorem has at least two uses for causal discovery: it serves as the basis for proving that existing algorithms for the linear case can be reliably applied to partially non-linear or cyclic models (described in section 4), and it could be used in the development of new algorithms for causal inference among models in which measured indicators have multiple latent parents but have non-linear or cyclic relations among the latent parents.

In section 2, I describe multiple indicator models and the Trek Separation Theorem in more detail. In section 3, I state an extension of the trek separation theorem that applies to graphs that may have cyclic and non-linear relationships among some variables. In section 4, I discuss the issue of the extent to which it is to be expected that rank constraints on the covariance matrix might hold, or approximately hold, in the population even if they are not entailed by the model to hold for all values of the free parameters of the model. In section 5, I describe open research questions. The Appendix contains the proofs.

\section{Structural Equation Models}

In what follows, random variables are in italics, and sets of random variables are in boldface.

In a structural equation model (SEM) the random variables are divided into two disjoint sets, the substantive variables (typically the variables of interest) and the error variables (summarizing all other variables that have a causal influence on the substantive variables) (Bollen, 1989). Corresponding to each substantive random variable \( V \) is a unique error term \( \e_V \). A \textit{fixed parameter SEM} \( S \) has two parts \( \langle \Phi, \Theta \rangle \), where \( \Phi \) is a set of equations in which each substantive random variable \( V \) is written as a function of other substantive random variables and a unique error variable, together with \( \Theta \), the joint distributions over the error variables. An example of a linear SEM is the case where \( \Phi \) contains the pair of linear equations \( X = 3L + \e_X \) and \( L = \e_L \), and \( \Theta \) is a standardized Gaussian distribution over \( \e_X \) and \( \e_L \). \( \e_X \) and \( \e_L \) are independent. Together \( \Phi \) and \( \Theta \) determine a joint distribution over the substantive variables in \( S \), which will be referred to as the \textit{distribution entailed by} \( S \).

A \textit{free parameter} linear SEM model replaces some of the real numbers in the equations in \( \Phi \) with real-valued variables and a set of possible values for those variables, e.g. \( X = \alpha_{XL} L + \e_X \), where \( \alpha_{XL} \) can take on any real value. In addition, a free parameter SEM can replace the particular distribution over \( \e_X \) and \( \e_L \) with a parametric family of distributions, e.g. the bi-variate Gaussian distributions with zero covariance. The free parameter SEM also has two parts \( \langle \Phi, \Theta \rangle \), where \( \Phi \) contains the set of equations with free parameters and the set of values the free parameters are allowed to take, and \( \Theta \) is a family of distributions over the error variables.

In general, I will assume that there is a finite set of free parameters, and all allowed values of the free parameters lead to fixed parameter SEMs that have a reduced form.
(i.e. each substantive variable $X$ can be expressed as a function of the error variables of $X$ and the error variables of its ancestors), all variances and partial variances among the substantive variables are finite and positive, and there are no deterministic relations among the measured variables.

The path diagram of a SEM with jointly independent errors is a directed graph, written with the conventions that it contains an edge $B \rightarrow A$ if and only if $B$ is a non-trivial argument of the equation for $A$. The error variables are not included in the path diagram. A fixed-parameter acyclic structural equation model (without double-headed arrows) is an instance of a Bayesian Network $<G, P(V)>$, where the path diagram is $G$, and $P(V)$ is the joint distribution over the variables in $G$ entailed by the set of equations and the joint distribution over the error variables (Pearl, 2000; Spirtes et al. 2001). It has been shown that when a directed cyclic graph is used to represent non-linear structural equations, then d-separation between $A$ and $B$ conditional on $C$ does not entail the corresponding conditional independence. Even in non-linear cyclic structural equation models, if $A$ and $B$ are d-separated conditional on the empty set, then $A$ and $B$ are entailed to be independent (Spirtes, 1995), and that is the only feature of cyclic graphs that the proofs below depend upon.

A polynomial equation $Q$ on the entries of a covariance (or correlation) matrix $C$ holds when $C$ is a solution to $Q$. A polynomial $Q$ is entailed by a free parameter model when all values of the free parameters entail covariance matrices that are solutions to $Q$.

For example, a vanishing tetrad difference among $\{X,W\}$ and $\{Y,Z\}$, which holds if $\rho(X,Y)\rho(Z,W) - \rho(X,Z)\rho(Y,W) = 0$, is entailed by a free parameter SEM $S$ in which $X$, $Y$, $Z$, and $W$ are all children of just one latent variable $L$ since any non-trivial changes in the parameters of $S$ entails a covariance matrix that is a solution to $\rho(X,Y)\rho(Z,W) - \rho(X,Z)\rho(Y,W) = 0$.

The following definitions are illustrated in Figure 1. A trek in $G$ from $I$ to $J$ is an ordered pair of directed paths $(P_1; P_2)$ where $P_1$ has sink $I$, $P_2$ has sink $J$, and both $P_1$ and $P_2$ have the same source $k$ (e.g. $<L_1,X_1>;:<L_1,X_2>$). The common source $k$ is called the top of the trek, denoted $\text{top}(P_1; P_2)$ (e.g. $\text{top}(<L_1,X_1>;:<L_1,X_2>) = L_1$). Note that one or both of $P_1$ and $P_2$ may consist of a single vertex, i.e., a path with no edges. A trek $(P_1; P_2)$ is simple if the only common vertex between $P_1$ and $P_2$ is the common source $\text{top}(P_1; P_2)$. Let $A$, $B$, be two disjoint subsets of vertices $V$ in $G$. Let $T(A,B)$ and $S(A,B)$ denote the sets of all treks and all simple treks from a member of $A$ to a member of $B$, respectively. For example, if $A = \{X_1\}$ and $B = \{X_2, X_3\}$, $S(A,B) = \{<L_1,X_1>;:<L_1,X_2>;:<L_2,X_1>;:<L_2,X_2>\}$.

For two sets of variables $A$ and $B$, and a covariance or correlation matrix over a set of variables $V$ containing $A$ and $B$, let $\text{cov}(A,B)$ be the sub-matrix of $\Sigma$ that contains the rows in $A$ and columns in $B$. For example, if $A = \{X_1, X_2, X_3\}$, and $B = \{X_4, X_5, X_{10}\}$, then

$\text{cov}(A,B) = \begin{bmatrix} X_4 & X_5 & X_{10} \\ X_1 & \rho(X_1,X_4) & \rho(X_1,X_5) & \rho(X_1,X_{10}) \\ X_2 & \rho(X_2,X_4) & \rho(X_2,X_5) & \rho(X_2,X_{10}) \\ X_3 & \rho(X_3,X_4) & \rho(X_3,X_5) & \rho(X_3,X_{10}) \end{bmatrix}$

Theorem 1 (Trek Separation Theorem): For all directed acyclic graphs (path diagrams) $G$, the sub-matrix $\text{cov}(A,B)$ has rank less than or equal to $r$ for all covariance matrices of linear SEMs with path diagram $G$, if and only if there exist subsets $C_A$, $C_B \subset V(G)$ with $\#C_A + \#C_B \leq r$ such that $(C_A; C_B)$ t-separates $A$ from $B$ (where $\#C_A$ is the number of variables in $C_A$, and $V(G)$ is the set of vertices in $G$). (Sullivant et al., 2010)

Since the rank of $\text{cov}(A,B)$ is less than or equal to $r$, if $C_A \cap C_B = \emptyset$, $\#A = \#B = 3$, $\#C_A + \#C_B = 2$, and $(C_A; C_B)$ t-separates $A$ from $B$, then $G$ entails a sextad constraint among the variables in $A$ and $B$. For example, in Figure 1, $(\{L_1, L_2\}; \{\})$ trek separates $\{X_1, X_2, X_3\}$ from $\{X_4, X_5, X_{10}\}$, and hence

$\text{rank} \begin{bmatrix} \rho(X_1,X_4) & \rho(X_1,X_5) & \rho(X_1,X_{10}) \\ \rho(X_2,X_4) & \rho(X_2,X_5) & \rho(X_2,X_{10}) \\ \rho(X_3,X_4) & \rho(X_3,X_5) & \rho(X_3,X_{10}) \end{bmatrix} \leq \#C_A + \#C_B = 2$
which in turn entails that the determinant of the matrix is zero for all values of the free parameters in a linear SEM.

3 AN EXTENSION OF THE TREK SEPARATION THEOREM

The Trek Separation Theorem can be extended by weakening the assumptions that the graph be linear everywhere and acyclic everywhere. The exact definition of linear acyclicity (or LA for short) below a choke set is somewhat complex (and is given below), but roughly a directed graphical model is LA below sets \( (C_A; C_B) \) for \( A \) and \( B \) respectively, if there are no directed cycles between \( C_A \) and \( A \) or \( C_B \) and \( B \), and for every vertex \( V \) on any directed path \( P \) from \( C_A \) to \( V \) there is a linear function of its parents along \( P \) plus an arbitrary function of the parents not along \( P \) (including the error variables); and similarly for \( C_B \) and \( B \). For example in Figure 1, let the sets \( C_A \) and \( C_B \) for \( A = \{X_1, X_2, X_3\} \), and \( B = \{X_4, X_5, X_6\} \) be \( C_A = \{L_1, L_2\} \) and \( C_B = \emptyset \). Linear acyclicity below the sets \( C_A \), \( C_B \) for \( A \), \( B \) requires that for \( i = 1, \ldots, 3 \), \( X_i = a_{i1} L_1 + a_{i2} L_2 + f_i(\epsilon) \), where \( \epsilon \) is the error term for \( X_i \), and \( f_i \) is an arbitrary measurable function. (Since \( C_B = \emptyset \), linear acyclicity below the set \( C_B \) is trivially true). Note that there can be non-linear and/or cyclic relationships between any of the latent variables.

More formally, let \( D(C_A, A, G) \) be the set of vertices on directed paths in \( G \) from \( C_A \) to \( A \) except for the members of \( C_A \) (but including members of \( A, C_A \)). If \( S \) is a fixed-parameter SEM \( \langle \phi, \theta \rangle \) with path diagram \( G \), \( S \) is LA below the sets \( C_A \), \( C_B \) for \( A \), \( B \) iff for each member of \( W = D(C_A, A, G) \cup D(C_B, B, G) \),

(i) \( V_{ext} = V \cup \{\epsilon_X; X \in W\} \);

(ii) no member of \( W \) lies on a cycle;

(iii) \( G_{ext} \) is a directed graph over \( V_{ext} \) with sub-graph \( G \), together with an edge from \( \epsilon_X \) to \( X \) for each \( X \in W \),

(iv) for each \( X \in D(C_A, A, G_{ext}) \),

\[
X = \sum_{V \in Parents(X,G_{ext}) \cap D(C_A, A, G_{ext})} a_{x,y} V + g_x(Parents(X,G_{ext}) \backslash (D(C_A, A, G_{ext}) \cup C_A)) \tag{1}
\]

and for each \( X \in D(C_B, B, G_{ext}) \),

\[
X = \sum_{V \in Parents(X,G_{ext}) \cap D(C_B, B, G_{ext})} a_{x,y} V + g_x(Parents(X,G_{ext}) \backslash (D(C_B, B, G_{ext}) \cup C_B)) \tag{2}
\]

Note that \( D(C_A, A, G) = D(C_A, A, G_{ext}) \) for any \( A \) and \( C_A \) that do not contain an error variable.

Theorem 2 (Extended Trek Separation Theorem): Suppose \( G \) is a directed graph containing \( C_A \), \( A \), \( C_B \), and \( B \), and \( (C_A; C_B) \) \( t \)-separates \( A \) and \( B \) in \( G \). Then for all covariance matrices entailed by a fixed parameter structural equation model \( S \) with path diagram \( G \) that is LA below the sets \( C_A \) and \( C_B \) for \( A \) and \( B \),

\[
rank(\text{cov}(A, B)) \leq \#C_A + \#C_B.
\]

The converse of Theorem 2 is basically guaranteed by the “only-if” clause of Theorem 1.

Theorem 3: For all directed graphs \( G \), if there does not exist a pair of sets \( C_A \), \( C_B \) such that \( (C_A; C_B) \) \( t \)-separates \( A \) and \( B \) and \( \#C_A + \#C_B \leq r \), then for any \( C_A \), \( C_B \) there is a fixed parameter structural equation model \( S \) with path diagram \( G \) that is LA below the sets \( (C_A; C_B) \) for \( A \) and \( B \) that entails \( rank(\text{cov}(A, B)) > r \).

In order to use the Extended Trek Separation theorems, it is necessary to have statistical tests of when rank constraints hold, or equivalently, when the corresponding determinants are zero. Drton & Olkin (2008) describe a statistical test of the rank constraints, that assumes a Normal distribution; however, in practice even when the distributions is non-Normal, the test often performs well. The Wishart test for vanishing tetrad constraints is a special case of this test (and was used in all of the simulations performed.)

There is also a much slower, but asymptotically distribution-free statistical test of rank constraints based on the test developed by Bollen and Ting (Bollen & Ting, 1993).

4 FAITHFULNESS

Let a distribution \( P \) be linearly rank-faithful to a directed acyclic graph \( G \) if every rank-constraint on a sub-covariance matrix that holds in \( P \) is entailed by every free-parameter linear structural equation model with path diagram equal to \( G \).

If a distribution is linearly rank-faithful to its causal graph, then it is possible to use the rank-constraints among the observed variables to draw conclusions about the t-separation structure of the causal graph by using the Trek Separation Theorem to identify latent choke sets. For example, given a quartet of variables \( V = \{X_1, X_2, X_3, X_4\} \), if for every partition of \( V \) into two sets of equal size (e.g. \( A = \{X_1, X_2\}, B = \{X_3, X_4\} \) the rank of \( \text{cov}(A, B) \) is 1, this indicates that there are sets \( C_A \) with one member and \( C_B = \emptyset \) such that \( (C_A; C_B) \) \( t \)-separates \( A, B \). By combining this with other rank constraints and partial correlation constraints, it is possible to conclude, e.g. that \( X_1, X_2, X_3 \) and \( X_4 \) have a single latent common cause (Silva et al. 2006).

In practice, there is no oracle that states whether a given rank constraint holds in a population, so statistical tests of rank constraints are substituted for an oracle. But is the assumption of linear rank-faithfulness reasonable? One justification for the assumption of rank-faithfulness is that the Trek Separation Theorem entails that if there is no pair of sets \( C_A \) and \( C_B \) such that \# \( C_A \) + \# \( C_A \leq r \), and \( A \) and \( B \) are \( t \)-separated by \( (C_A; C_B) \) then the rank of \( \text{cov}(A, B) \) is not linearly entailed to be \( \leq r \) for all values of the free parameters of a free parameter structural equation model.
model with path diagram \( G \). Moreover, since \( \text{cov}(A, B) \) is a linear function of the covariance matrix among the latents and the covariance matrix of the error terms, and the rank is not linearly entailed to be of rank \( r \) or less, it follows that the set of values of free parameters for which \( \text{rank}(\text{cov}(A, B)) \leq r \) is of Lebesgue measure 0. This fact can be used to demonstrate the pointwise consistency of algorithms that rely on statistical tests of rank-constraints (Silva et al. 2006) under the assumption of linear rank-faithfulness.

This does not settle the practicality of such algorithms on reasonable sample sizes. Since statistical tests of the rank constraints are used to determine whether or not a rank-constraint holds in a population, if the relevant determinants that determine rank are very close to zero, but not exactly equal to zero, any algorithm relying on statistical tests of rank could be incorrect with high probability unless the sample sizes were unrealistically large. This can occur for example, when some of the correlations between observed indicators are either very close to zero or very close to 1. Nevertheless, simulation tests and real applications are positive evidence that BuildPureClusters works at reasonable sample sizes. For a further discussion of faithfulness assumptions see Spirtes et al. (2001), Robins et al. (2003), Kalisch & Bühlmann (2007), and Uhler et al. (2012).

The concept of linear rank faithfulness can be extended in the following way. If \( \Phi \) is a set of functions that contains the linear functions as a special case, a distribution \( P \) is <\( \Phi, \Theta \)-LA below the sets \( C_A, C_B \) for \( A, B \) rank faithful to a directed graph \( G \) if every rank constraint that holds in \( P \) is entailed to hold by every free parameter SEM <\( \Phi, \Theta \) with path diagram \( G \) that is LA below the sets \( C_A, C_B \) for \( A, B \).

Suppose in what follows that a given free parameter structural equation model \( S = \langle \Phi, \Theta \rangle \) is LA below the sets \( (C_A, C_B) \) for \( A, B \), and that for each equation \( X = f(Y) \) in \( \Phi \) not required to be linear by definition, a linear equation with any value of the coefficients

\[
X = \sum_{i=1}^{n} a_{i} Y
\]

is the result of a substitution of some value for the free parameters in \( S \). For example, if \( X = a_1 Y + a_2 Y^2 \), then for any value of \( a_1, X = a_1 Y \) is the result of setting the free parameter \( a_2 \) to zero. In contrast, if \( \Phi \) contained only \( X = a_2 Y \), the correlations between \( X \) and \( Y \) would be forced to be zero for all \( a_2 \), which in general could lead to rank constraints holding for all values of the free parameters even without the corresponding t-separation relations holding in \( G \).

If all of the variables in \( \Phi \) are analytic functions, whenever the set of solutions to an analytic function is not the entire space of values, the set of solutions has Lebesgue measure 0 (Kilmer et al. 1996). So the same kind of argument for faithfulness in the LA-below-the-choke-set case can be made as in the linear case, as long as \( \Phi \) contains all LA functions among the part of the graph that is not below the choke sets as a special case.

This still leaves the question of whether there are common “almost” violations of rank faithfulness that could only be discovered with enormous sample sizes (i.e. the relevant determinants are very close to zero).

In order to illustrate one use of the extension of the Trek Separation Theorem and to do a preliminary test of the extent to which the introduction of non-linearity makes the problem of almost violations of the assumption of rank-faithfulness more common, I performed a simulation study of the Silva et al. BuildPureClusters Algorithm, using both linear models, and LA-below the choke set models.

The BuildPureClusters Algorithm (Silva et al. 2006) takes as input sample data and attempts to find a subset \( S \) of the measured indicators such no two members of \( S \) have a directed edge between them, no member of \( S \) has more than one latent parent, and the measured variables in \( S \) are partitioned into clusters, where each member of a cluster is the child of the same latent parent. (This is useful for determining which measured variables are measuring which latent variables, and is input to the MIMBuild algorithm that searches for the causal structure among the latent variables.) BuildPureClusters uses tests of vanishing tetrad differences to select and cluster the variables (which are equivalent to tests of whether various 2 × 2 submatrices of the covariance matrix have rank 1.) Not all of the rank tests that BuildPureClusters uses in general are also entailed for the case where the relationships between the latents are non-linear (which is not the same as LA below the choke sets), but all of the ones that it uses for this particular study are entailed in the non-linear case.

Figure 2 illustrates a model that contains an impure measurement model because of the \( X_1 \rightarrow X_6 \) edge and because \( X_{10} \) has two latent parents (indicated by the red arrows) while Figure 3 illustrates that if \( X_5 \) and \( X_{10} \) are removed, the resulting model has a pure measurement model. Thus correct output for Figure 2 would either be \( \{X_1, X_2, X_3, X_4, X_5\} \) and \( \{X_7, X_8, X_9\} \) or \( \{X_2, X_3, X_4, X_5\} \) and \( \{X_6, X_7, X_8, X_9\} \).

The model in the simulation contained 5 latent variables (\( L_1 \) through \( L_5 \)), each with 5 measured children (\( X \) through \( X_{15} \)), with \( L_2 \) through \( L_5 \) children of \( L_1 \). It also contained edges \( X_1 \rightarrow X_6, X_{15} \rightarrow X_{10}, L_2 \rightarrow X_{10}, L_4 \rightarrow X_{21} \), which introduced impurities. The input to the algorithm in each case was raw data at one of 3 sample sizes, 100, 500, and 1000. Each variable is a linear function of its parents plus a unique error term, where the linear coefficients were chosen uniformly from the range 0.5 to 2.0, and the error terms were independent standard Gaussian. Each latent variable \( L_i \) for \( i = 2...5 \) was equal to \( aL_1 + bcL_1^3 + \varepsilon \), where \( a \) was chosen uniformly from 0.25 to 1.0, \( c \) was chosen uniformly from 0.5 to 2.0, and the
The degree of non-linearity was varied by setting \( b \) to each of the values 0.0, 0.01, 0.02, 0.03, and 0.05 in turn. The degree of non-linearity of the relationship between the measured variables was measured by the median p-value of the White test of non-linearity between each pair of measured variables (which is 0.5 for linear relationships). 100 data sets were generated at each sample size, for both the linear and non-linear case. Then the BuildPureClusters algorithm was applied to each data set, using the Wishart test of vanishing tetrad differences. The Wishart test assumes the variables have joint Gaussian distributions, which is true in the linear Gaussian case but not the non-linear case.

Table 1: Output of First Simulation Study

<table>
<thead>
<tr>
<th>Size</th>
<th>Cubic</th>
<th>Cluster Number</th>
<th>Average Purity</th>
<th>Average Fraction</th>
<th>Median White</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.00</td>
<td>3.89</td>
<td>.909</td>
<td>.782</td>
<td>.500</td>
</tr>
<tr>
<td>100</td>
<td>0.01</td>
<td>4.26</td>
<td>.930</td>
<td>.792</td>
<td>.414</td>
</tr>
<tr>
<td>100</td>
<td>0.02</td>
<td>4.32</td>
<td>.931</td>
<td>.806</td>
<td>.291</td>
</tr>
<tr>
<td>100</td>
<td>0.03</td>
<td>4.26</td>
<td>.935</td>
<td>.809</td>
<td>.285</td>
</tr>
<tr>
<td>100</td>
<td>0.05</td>
<td>4.29</td>
<td>.937</td>
<td>.809</td>
<td>.241</td>
</tr>
<tr>
<td>500</td>
<td>0.00</td>
<td>4.34</td>
<td>.957</td>
<td>.820</td>
<td>.508</td>
</tr>
<tr>
<td>500</td>
<td>0.01</td>
<td>4.41</td>
<td>.953</td>
<td>.813</td>
<td>.349</td>
</tr>
<tr>
<td>500</td>
<td>0.02</td>
<td>4.34</td>
<td>.950</td>
<td>.813</td>
<td>.119</td>
</tr>
<tr>
<td>500</td>
<td>0.03</td>
<td>4.29</td>
<td>.954</td>
<td>.813</td>
<td>.088</td>
</tr>
<tr>
<td>500</td>
<td>0.05</td>
<td>4.48</td>
<td>.957</td>
<td>.829</td>
<td>.0001</td>
</tr>
<tr>
<td>1000</td>
<td>0.00</td>
<td>4.78</td>
<td>.930</td>
<td>.900</td>
<td>.510</td>
</tr>
<tr>
<td>1000</td>
<td>0.01</td>
<td>4.91</td>
<td>.953</td>
<td>.926</td>
<td>.288</td>
</tr>
<tr>
<td>1000</td>
<td>0.02</td>
<td>4.55</td>
<td>.924</td>
<td>.909</td>
<td>.030</td>
</tr>
<tr>
<td>1000</td>
<td>0.03</td>
<td>4.31</td>
<td>.912</td>
<td>.899</td>
<td>.017</td>
</tr>
<tr>
<td>1000</td>
<td>0.05</td>
<td>4.52</td>
<td>.956</td>
<td>.831</td>
<td>4.43e-10</td>
</tr>
</tbody>
</table>

Table 2: Output of Second Simulation Study

The results of the simulation test are summarized in Table 1, where each row gives values for 100 runs of a given kind. The columns in order give the sample size, the value of the \( b \) coefficient, the average number of clusters, average Purity, average Fraction size, and median p-value of a White test of non-linearity applied to each pair of measured variables. The maximum correct number of clusters is 5, the maximum average Purity is 1, and the maximum average Fraction is 1.

The results of the simulation study (Table 1) indicate that at least with respect to vanishing tetrad differences, the BuildPureClusters algorithm performs about as well in the nonlinear and the linear case using the Wishart test. There is no systematic advantage of linear over non-linear or vice-versa, and the results are generally close in both cases. Hence, in this limited test, the non-linearity that was introduced did not make the problem of almost unfaithful rank constraints much worse in terms of the output.

A simulation study of the extent to which violation of the assumption that the observed variables are linearly related to their latent parents affects the performance of the BuildPureClusters algorithm was also performed. The input to the algorithm in each case was raw data at one of 2 sample sizes, 100 and 1000. The latent variables were simulated in the same way as in the previously described simulation. Each measured variable was set equal to \((1 - d_1) e_{L_t} + d_2 f_{L_t}^2 + e_i\) (where \( L_t \) is the parent of the measured variable in the graph), \( e \) and \( f \) were independently selected.

---

**Figure 2: Impure Measurement Model**

**Figure 3: Pure Measurement Submodel**

In order to avoid detectible cases of almost unfaithful rank constraints, if the correlation matrix of the observed indicators contained correlations close to zero (less than 0.09) or close to 1 (greater than .9) the data was rejected. (In actual practice, instead of rejecting the data a user could simply search for a subset of variables that did not contain extreme correlations.) The simulation set the p-value used in the algorithm to 0.01 for every case, and the TETRAD IV implementation was used (http://www.phil.cmu.edu/projects/tetrad/current.html).

The correctness of the output of BuildPureClusters was measured in three ways:

1. How many clusters the algorithm found (which was a maximum of 5 in each case).
2. How far a given output cluster was from being a pure cluster. I set Purity for a given output cluster to Purity = (Size of largest pure subcluster contained in output cluster)/(size of output cluster). For example, if the output cluster for data generated by the a model had 7 variables \( \{X_1, X_2, X_3, X_4, X_5, X_6, X_7\} \), and \( X_1 \) and \( X_6 \) were all children of latent variable \( L_1 \), and \( X_0 \) was a child of latent variable \( L_2 \), then \( X_0 \) would have to be removed in order to make the output cluster pure (leaving 6 variables), so Purity for the output cluster would be equal to 6/7.
3. The percentage of the largest pure actual subclusters included in the output. I set Fraction size = (Size of the output cluster)/(size of the largest actual pure subcluster containing it). For example, if a model has an actual pure subcluster of size 8 (e.g. \( X_1 - X_8 \)) and if the output contained a corresponding subcluster of size 6 (e.g. \( X_1 - X_6 \)) then Fraction size for the output cluster is 6/8. (If the output contained only four subclusters instead of the potential five subclusters, I calculated this only for the subclusters that were actually output.

---

**Figure 2: Impure Measurement Model**

**Figure 3: Pure Measurement Submodel**

In order to avoid detectible cases of almost unfaithful rank constraints, if the correlation matrix of the observed indicators contained correlations close to zero (less than 0.09) or close to 1 (greater than .9) the data was rejected. (In actual practice, instead of rejecting the data a user could simply search for a subset of variables that did not contain extreme correlations.) The simulation set the p-value used in the algorithm to 0.01 for every case, and the TETRAD IV implementation was used (http://www.phil.cmu.edu/projects/tetrad/current.html).
from a uniform distribution between 0.5 and 2.0, and the degree of non-linearity of the relationship between the measured and the latents was varied by setting \( d \) to either 0.01 or 0.05 in turn. The error terms were independent standard Gaussians. The results are shown in Table 2, where the second column reports the values both of \( b \) (the first number, from the equation for the relationships between the latents) and \( d \) (the second number, from the equations relating the measured variables to their latent parent.)

As with the previously described simulation, the result of making the relationships between the latents non-linear does not have any systematic effect on the performance of the BuildPureClusters Algorithm. However, as the nonlinearity of the relationship between the measured variables and their latent parents increases, the output becomes much less informative (as evidenced by the large decreases in the Number of Clusters, and the Average Fraction), but is generally not incorrect (as evidenced by the small decreases in the Average Purity). When the assumption of linear relationships between the measured and latent variables is violated, the algorithm actually performs better at smaller sample sizes, presumably because at larger sample sizes even small deviations from the assumption lead to rejection of the rank constraints.

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Cubic</th>
<th>Number of Clusters</th>
<th>Average Purity</th>
<th>Average Fraction</th>
<th>Median White</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.01</td>
<td>3.42</td>
<td>.909</td>
<td>.755</td>
<td>.302</td>
</tr>
<tr>
<td>100</td>
<td>0.05</td>
<td>2.65</td>
<td>.874</td>
<td>.668</td>
<td>.205</td>
</tr>
<tr>
<td>100</td>
<td>.05:01</td>
<td>2.65</td>
<td>.903</td>
<td>.754</td>
<td>.346</td>
</tr>
<tr>
<td>100</td>
<td>.05:05</td>
<td>3.23</td>
<td>.902</td>
<td>.679</td>
<td>.212</td>
</tr>
<tr>
<td>1000</td>
<td>0.01</td>
<td>2.21</td>
<td>.942</td>
<td>.713</td>
<td>.019</td>
</tr>
<tr>
<td>1000</td>
<td>0.05</td>
<td>0.72</td>
<td>.868</td>
<td>.344</td>
<td>6.1e4</td>
</tr>
<tr>
<td>1000</td>
<td>.05:01</td>
<td>3.22</td>
<td>.942</td>
<td>.749</td>
<td>.106</td>
</tr>
<tr>
<td>1000</td>
<td>.05:05</td>
<td>1.20</td>
<td>.895</td>
<td>.305</td>
<td>6.9e4</td>
</tr>
</tbody>
</table>

**Table 2:** Output of Second Simulation Study

5 OPEN QUESTIONS

In this paper I have proved that the necessary and sufficient conditions for a class of rank constraints on submatrices of a covariance matrix to be implied by a linear model can be extended to models that contains some non-linear and/or cyclic relationships. This shows that existing algorithms that use these rank constraints to search for causal models can be reliably applied to a much wider class of models, as long a rank-faithfulness condition holds. I also argued that the same kind of considerations that argue for rank-faithfulness in linear models can be extended to some kinds of non-linear structure equation models.

In order to make full use of this theorem, it would be very helpful to have a computationally feasible test of when two models are equivalent with respect to rank constraints of a given kind assuming they are both LA below their choke sets. Nor is it known how to graphically represent the features that each member of such an equivalence class has in common. In addition, the question of the extent to which almost violations of faithfulness are made worse by different classes of non-linear functional relationships among variables also needs to be more fully investigated.

6 APPENDIX

The proof of Theorem 2 requires the following two lemmas.

**Lemma 1:** Suppose that \( C_A \neq \emptyset, A = \Lambda_s C_A + f(E_A), \) and \( \text{cov}(f(E_A), B) = 0, \) where \( A \) is a \#A by \#C_A matrix of real numbers. Then \( \text{rank}(\text{cov}(A, B)) \leq \#C_A. \)

**Proof.**

\[
\text{cov}(A, B) = \text{cov}(\Lambda_s C_A + f(E_A), B) = \text{cov}(\Lambda_s C_A, B) + \text{cov}(f(E_A), B) = \Lambda_s \text{cov}(C_A, B). \text{Hence rank}(\text{cov}(A, B)) = \text{rank}(\Lambda_s \text{cov}(C_A, B)). \text{It follows that}
\]

\[
\text{rank}(\text{cov}(C_A, B)) \leq \min(\#C_A, \#B) \leq \#C_A
\]

\[
\text{rank}(\Lambda_s) \leq \min(\#C_A, \#A) \leq \#C_A
\]

\[
\text{rank}(\Lambda_s \text{cov}(C_A, B)) \leq \min(\text{rank}(\Lambda_s), \text{rank}(\text{cov}(C_A, B))) \leq \min(\#C_A, \#A) \leq \#C_A
\]

Q.E.D.

Next consider the case where \( A \) is a linear function of \( C_A \) plus a function of a set of variables \( E_A, B \) is a linear function of \( C_B \) plus a function of a set of variables \( E_B, \) and all of the variables in \( E_A \) are uncorrelated with all of the variables in \( E_B. \)

**Lemma 2:** Suppose that \( C_A \neq \emptyset, C_B \neq \emptyset, \#C_A = p, \#C_B = q, \#A = r, \#B = s, A = \Lambda_s C_A + f(E_A), \text{cov}(f(E_A), g(E_B)) = 0, B = \Lambda_s C_B + g(E_B). \) Then \( \text{rank}(\text{cov}(A, B)) \leq \#C_A + \#C_B. \)

**Proof.**

\[
\text{cov}(A, B) = \text{cov}(\Lambda_s C_A + f(E_A), \Lambda_s C_B + g(E_B)) = \text{cov}(\Lambda_s C_A, \Lambda_s C_B) + \text{cov}(f(E_A), \Lambda_s C_B) + \text{cov}(f(E_A), g(E_B)) = \Lambda_s \text{cov}(C_A, C_B) + \text{cov}(f(E_A), g(E_B))
\]

\[
\text{rank}(\text{cov}(C_A, C_B) + \text{cov}(f(E_A), g(E_B))) \leq \min(p, s) \leq p
\]

\[
\text{rank}(\Lambda_s) \leq \min(r, p) \leq p
\]

\[
\text{rank}(\Lambda_s \text{cov}(C_A, C_B) + \text{cov}(f(E_A), g(E_B))) \leq \min(\text{rank}(\Lambda_s), \text{rank}(\text{cov}(C_A, C_B) + \text{cov}(f(E_A), g(E_B)))) \leq \min(p, p) \leq p
\]

\[
\text{rank}(\text{cov}(f(E_A), C_B)) \leq \min(r, q) \leq q
\]

\[
\text{rank}(\Lambda_s) \leq \min(q, s) \leq q
\]

\[
\text{rank}(\text{cov}(f(E_A), C_B)) \leq \min(q, q) \leq q
\]

It follows that the sum of two matrices of the same
number of rows and columns is at most \#C_A + \#C_B. Q.E.D.

**Theorem 2:** Suppose \( G \) is a directed graph containing \( C_A, A, C_B, \) and \( B \), and \( (C_A, C_B) \) \( t \)-separates \( A \) and \( B \) in \( G \). Then for all covariance matrices entailed by a fixed parameter structural equation model \( S \) with path diagram \( G \) that is LA below the sets \( C_A \) and \( C_B \) for \( A \) and \( B \), \( \text{rank}(\text{cov}(A,B)) \leq \#C_A + \#C_B \).

**Proof.** In the proof, the graphical relations all refer to \( G \), so the graphical arguments will be dropped when referring to parents and directed paths. I will prove the theorem by showing that \( t \)-separation of \( A \) and \( B \) by \( (C_A, C_B) \) entails that \( A \) can be written as a linear function of \( C_A \) plus a function of a set of variables \( E_A \), that \( B \) can be written as a linear function of \( C_B \) plus a function of a set of variables \( E_B \), and that all of the variables in \( E_A \) are uncorrelated with all of the variables in \( E_B \). Then applying Lemmas 1 and/or 2 proves the theorem.

Case 1: If \( C_A = C_B = \emptyset \), then there are no treks between \( A \) and \( B \). Hence \( A \) and \( B \) are jointly independent. It follows that \( \text{cov}(A,B) = 0 \), which is of rank 0 = \#C_A + \#C_B.

Case 2: \( C_A \neq \emptyset \). I will show that for each \( A_i \in A \),

\[
A_i = \sum_{e \in C_A} a_i^{e} V + f_i(E_i)
\]

where each member of \( E_i \) is not in \( D(C_A, A) \cup C_A \) and is an ancestor of \( A_i \) via some (possibly single-vertex) path that does not intersect \( C_A \).

Case 2a: \( A_i \in C_A \). Set \( E_i = \{A_i\} \), \( f_i(E_i) = A_i \). By assumption, each member of \( E_i \) is not in \( D(C_A, A) \cup C_A \) and is an ancestor of \( A_i \) via some (possibly single-vertex) path that does not intersect \( C_A \).

Case 2b: \( D(C_A, A_i) \neq \emptyset \). The longest directed path from \( C_A \) to \( A_i \) is of finite length. Let \( R = \{V \in \text{Parents}(A_i) \cap (D(C_A, A_i) \cup C_A)\} \). By the assumption of LA below the choke sets \( C_A, C_B \), for \( A, B \),

\[
A_i = \sum_{v \in R} a_{i,v}^{e} V + f_i(\text{Parents}(A_i) \setminus (D(C_A, A) \cup C_A))
\]

The algorithms in this section of the proof are illustrated in Figure 4 and Figure 5 (where only the relevant error variables are shown in the graph). For each vertex in \( R \), substitute the r.h.s of equation 1 in for \( V \). Continue substitutions until no more substitutions based on equation 1 can be made. The proof is by induction on the number of substitutions.

Let \( V_i = \text{Parents}(A_i) \cap D(C_A, A) \cup C_A \), \( f_i = f_i \).

For each \( E_i \) in Parents \((\text{Parents}(A_i) \setminus (D(C_A, A) \cup C_A)) \) at stage 1 of equation 1. Every member of \( E_i \) is not in \( D(C_A, A) \cup C_A \) by definition. An edge from any member of \( E_i \) to \( A_i \) constitutes a path to \( A_i \) that does not intersect \( C_A \).

Suppose for an induction hypothesis that after \( n \) substitutions,

\[
A_i = \sum_{v \in X} a_{i,v}^{e} V + f_i(E_i) + a_i^{e} X
\]

where \( V_\forall \subseteq D(C_A, A) \cup C_A \). \( X \in D(C_A, A) \cap V_\forall \), there is no member of \( V_\forall \) whose longest path to \( A_i \) is shorter than the longest path from \( X \) to \( A_i \), and each member of \( E_i \) is not a member of \( D(C_A, A) \cup C_A \) but is an ancestor of \( A_i \) via a directed path that does not intersect \( C_A \). The superscripts represent which substitution the superscripted term first appeared in. If no such \( X \) exists (because \( A_i \) is expressed as a function of members of \( C_A \) and variables that are not on paths from \( C_A \) to \( A \)), the algorithm is done.

![Figure 4: Illustration of base stage of substitutions](image-url)

Otherwise, Let \( R = \text{Parents}(X) \cap D(C_A, A) \cup C_A \). Substitute the r.h.s of

\[
X = \sum_{v \in R} a_{x,v}^{e} V + f_x(\text{Parents}(X) \setminus (D(C_A, A) \cup C_A))
\]

for \( X \) in the equation. After the substitution,

\[
a_i^{e} \left( \sum_{v \in R} a_{x,v}^{e} V + f_x(\text{Parents}(X) \setminus (D(C_A, A) \cup C_A)) \right)
\]

in for \( X \) in the equation. After the substitution,

\[
a_i^{e} \left( \sum_{v \in R} a_{x,v}^{e} V + f_x(\text{Parents}(X) \setminus (D(C_A, A) \cup C_A)) \right)
\]

Finally, substitute \( a_i^{e} \) for \( a_{x,v}^{e} \) in the equation.

613
\[ \sum_{i \in V_n} a_{i,x} V + f_i^{\text{new}} (E_i^{\text{new}}) \]

\[ V_{n+1} = (V_n \cup (\text{Parents}(X) \cap (D(C,A) \cup C_A))) \setminus X \]

\[ E_i^{\text{new}} = E_i \cup (\text{Parents}(X) \setminus (D(C,A) \cup C_A)), \]

\[ a_{i,x} = a_{i,x}^* \text{ for parents of } X \]

\[ f_i^{\text{new}} (E_i^{\text{new}}) = f_i^{\text{new}} (E_i^*) + a_{i,x} f^* (\text{Parents}(X) \setminus (D(C,A) \cup C_A)) \]

Figure 5 contains an illustration of the substitutions for the example shown in Figure 4.

Each member of \( E_i^{\text{new}} \) is not on a directed path from \( C_A \) to \( A \) but is an ancestor of \( A_i \) via a path that does not intersect \( C_A \) by the induction assumption. \( E_i^{\text{new}} \setminus E_i^* \subseteq \text{Parents}(X) \setminus (D(C,A) \cup C_A) \) and hence not a member of \( D(C,A) \cup C_A \). Because \( X \) is expanded by substitution only if it is not in \( C_A \), and occurs on the r.h.s only by substituting in for variables not in \( C_A \), \( X \) is an ancestor of \( A_i \) via a directed path that does not intersect \( C_A \); hence each member of \( \text{Parents}(X) \setminus (D(C,A) \cup C_A) \) is an ancestor of \( A_i \) via a directed path that doesn’t intersect \( C_A \).

\[ X_2 = 3 X_1 + f_2(e_2, X_0) \quad V_1 = \{ X_1 \} \]

\[ E_{i_2} = \{ X_2, e_2 \} \quad f_{i_2}^* (e_2, X_1) = f_2(e_2, X_0) \quad a_{i_2,x_1} = 3 \]

Substitute r.h.s of equation for \( X_1 \) in for \( X_1 \), in equation for \( X_2 \):

\[ X_2 = 3 X_1 + f_2(e_2, X_0) = 3 (2 L_1 + f_1(e_1)) + f_2(e_2, X_0) = 6 L_1 + 3 f_1(e_1) + f_2(e_2, X_0) \]

\[ V_2 = \{ L_1 \} \]

\[ E_{i_2} = \{ X_2, e_2, e_1 \} \quad f_{i_2}^* (e_2, e_1, e_1) = f_2^* (X_0, e_1) + 3 f_2^* (e_1) \]

\[ a_{i_2,x_1} = 3 \times 2 = 6 \]

\[ E_A = \{ X_2, e_1 \} \]

Figure 5: Illustration of substitutions

After a finite number of substitutions, all of the members of \( V_n \) are members of \( C_A \), and no more substitutions are done. At that stage, by induction,

\[ A_i = \sum_{i \in V_n} a_{i,x} V + f(E_i) \]

where \( E_i \cap (D(C,A) \cup C_A) = \emptyset \), but each member of \( E_i \) is an ancestor of \( A_i \) via some path that does not intersect \( C_A \).

Case 2b(ii): \( D(C,A, A_i) \neq \emptyset \). This case now divides into two subcases, \( C_B = \emptyset \) or \( C_B \neq \emptyset \). First consider the case where \( C_B = \emptyset \). Let \( E_A \) be the union of all of the \( E_i \). For each \( X \in E_A \), if there is a trek \( T \) between \( X \) and \( B \), then it intersects \( C_A \) on the \( X \) side, since otherwise \( (C_A; \emptyset) \) does not t-separate \( A \) and \( B \). It follows then that there is a directed path from \( C_A \) to \( X \), and \( X \) is on a directed path from \( C_A \) to \( A \), contrary to what was proved about each member of \( E_A \). Hence there is no trek between \( X \) and \( B \). It follows that \( E_A \) is independent of \( B \), and hence \( f(E_A) \) is independent of \( B \), and \( \text{cov}(f(E_A), B) = 0 \). Then by Lemma 1, \( \text{rank}(\text{cov}(A,B)) \leq \#C_B \).

Now suppose \( C_B \neq \emptyset \). Similarly to the case for \( A \), for each \( B_j \) in \( B \),

\[ B_j = \sum_{i \in E_B} b_{i,j} V + g(E_i) \]

where each member of \( E_i \) is not in \( D(C_B, B) \cup C_B \), but is an ancestor of \( B_j \) via some path that does not intersect \( C_B \). I will now show that for any two members \( X \) and \( Y \) of \( E_A \) and \( E_B \) respectively, \( \text{cov}(X,Y) = 0 \). By the construction of \( E_A \) and \( E_B \), there is a directed path \( P_1 \) from \( X \) to some \( A_i \) that does not intersect \( C_A \), and a directed path \( P_2 \) from \( Y \) to some \( B_i \) that does not intersect \( C_B \). If \( X = Y \), then there is a trek between \( A \) and \( B \) that does not intersect \( C_A \) on the \( x \) side or \( C_B \) on the \( B \) side, contrary to the assumption that \( (C_A; C_B) \) t-separates \( A \) and \( B \). Similarly, if \( \neq Y \), but there is a trek \( T \) between \( X \) and \( Y \), it either intersects \( C_A \) on the \( X \) side or \( C_B \) on the \( Y \) side, since otherwise \( (C_A; C_B) \) does not t-separate \( A \) and \( B \). But if \( T \) intersects \( C_A \) on the \( X \) side or \( C_B \) on the \( Y \) side, then there is a directed path from \( C_A \) to \( X \) or \( C_B \) to \( Y \), in which case \( X \) is on a directed path from \( C_A \) to \( A \), or \( Y \) is on a directed path from \( C_B \) to \( B \), contrary to what was shown about \( E_A \) and \( E_B \). Hence there is no trek between \( X \) and \( Y \) and \( X \neq Y \). It follows that \( E_A \) is independent of \( E_B \), and for any functions \( f \) and \( g \), \( f(E_A) \) is independent of \( g(E_B) \). Hence \( \text{cov}(f(E_A), g(E_B)) = 0 \). By Lemma 2, \( \text{rank}(\text{cov}(A,B)) \leq \#C_A + \#C_B \). Q.E.D.

**Theorem 3:** For all directed graphs \( G \), if there does not exist a pair of sets \( C_A, C_B \) such that \( (C_A', C_B') \) t-separates \( A \) and \( B \) and \( \#C_A + \#C_B \leq r \), then for any \( C_A \), \( C_B \) there is a fixed parameter structural equation model \( S \) with path diagram \( G \) that is LA below the sets \( (C_A; C_B) \) for \( A \) and \( B \) that entails \( \text{rank}(\text{cov}(A,B)) > r \).

**Proof.** \( G \) can always be made acyclic by setting the coefficients of edges occurring in cycles to zero. By the Trek Separation Theorem, there is a fixed parameter linear structural equation model \( S' \) with path diagram \( G \) in which \( \text{rank}(\text{cov}(A,B)) > r \). By definition, \( S' \) is LA below the sets \( (C_A; C_B) \) for any \( C_A \), \( C_B \). Q.E.D.

**Acknowledgements:** I wish to thank Rina Foygel, Kelli Talaska, Jan Draisma, Seth Sullivant, and Mathias Drton for substantial help with the proofs at a 2010 AIM workshop on Parameter Identification in Graphical Models.
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Abstract

We introduce a type of Deep Boltzmann Machine (DBM) that is suitable for extracting distributed semantic representations from a large unstructured collection of documents. We overcome the apparent difficulty of training a DBM with judicious parameter tying. This enables an efficient pretraining algorithm and a state initialization scheme for fast inference. The model can be trained just as efficiently as a standard Restricted Boltzmann Machine. Our experiments show that the model assigns better log probability to unseen data than the Replicated Softmax model. Features extracted from our model outperform LDA, Replicated Softmax, and DocNADE models on document retrieval and document classification tasks.

1 Introduction

Text documents are a ubiquitous source of information. Representing the information content of a document in a form that is suitable for solving real-world problems is an important task. The aim of topic modeling is to create such representations by discovering latent topic structure in collections of documents. These representations are useful for document classification and retrieval tasks, making topic modeling an important machine learning problem.

The most common approach to topic modeling is to build a generative probabilistic model of the bag of words in a document. Directed graphical models, such as Latent Dirichlet Allocation (LDA), CTM, H-LDA, have been extensively used for this [3, 2, 8]. Non-parametric extensions of these models have also been quite successful [13, 1, 5]. Even though exact inference in these models is hard, efficient inference schemes, including stochastic variational inference, online inference, and collapsed Gibbs have been developed that make it feasible to train and use these methods [14, 16, 4]. Another approach is to use undirected graphical models such as the Replicated Softmax model [12]. In this model, inferring latent topic representations is exact and efficient. However, training is still hard and often requires careful hyperparameter selection. These models typically perform better than LDA in terms of both the log probability they assign to unseen data and their document retrieval and document classification accuracy. Recently, neural network based approaches, such as Neural Autoregressive Density Estimators (DocNADE) [7], have been shown to outperform the Replicated Softmax model.

The Replicated Softmax model is a family of Restricted Boltzmann Machines (RBMs) with shared parameters. An important feature of RBMs is that they solve the “explaining-away” problem of directed graphical models by having a complementary prior over hidden units. However, this implicit prior may not be the best prior to use and having some degree of flexibility in defining the prior may be advantageous. One way of adding this additional degree of flexibility, while still avoiding the explaining-away problem, is to learn a two hidden layer Deep Boltzmann Machine (DBM). This model adds another layer of hidden units on top of the first hidden layer with bi-partite, undirected connections. The new connections come with a new set of weights. However, this additional implicit prior comes at the cost of more expensive training and inference. Therefore, we have the following two extremes: On one hand, RBMs can be efficiently trained (e.g. using Contrastive Divergence), inferring the state of the hidden units is exact, but the model defines a rigid, implicit prior. On the other hand, a two hidden layer DBM defines a more flexible prior over the hidden representations, but training and performing inference in a DBM model is considerably harder.

In this paper, we try to find middle ground between
these extremes and build a model that combines the best of both. We introduce a two hidden layer DBM model, which we call the Over-Replicated Softmax model. This model is easy to train, has fast approximate inference and still retains some degree of flexibility towards manipulating the prior. Our experiments show that this flexibility is enough to improve significantly on the performance of the standard Replicated Softmax model, both as generative models and as feature extractors even though the new model only has one more parameter than the RBM model. The model also outperforms LDA and DocNADE in terms of classification and retrieval tasks.

Before we describe our model, we briefly review the Replicated Softmax model [12] which is a stepping stone towards the proposed Over-Replicated Softmax model.

2 Replicated Softmax Model

This model comprises of a family of Restricted Boltzmann Machines. Each RBM has “softmax” visible variables that can have one of a number of different states. Specifically, let \( K \) be the dictionary size, \( N \) be the number of words appearing in a document, and \( h \in \{0, 1\}^F \) be binary stochastic hidden topic features. Let \( \mathbf{V} \) be a \( N \times K \) observed stochastic binary matrix with \( v_{ik} = 1 \) if visible unit \( i \) takes on the \( k^{th} \) value. We define the energy of the state \( \{ \mathbf{V}, h \} \) as:

\[
E(\mathbf{V}, h; \theta) = - \sum_{i=1}^{N} \sum_{j=1}^{F} \sum_{k=1}^{K} W_{ijk} h_j v_{ik} - \sum_{i=1}^{N} \sum_{k=1}^{K} v_{ik} b_k - N \sum_{j=1}^{F} h_j a_j,
\]

where \( \theta = \{ \mathbf{W}, \mathbf{a}, \mathbf{b} \} \) are the model parameters; \( W_{ijk} \) is a symmetric interaction term between visible unit \( i \) that takes on value \( k \), and hidden feature \( j \), \( b_k \) is the bias of unit \( i \) that takes on value \( k \), and \( a_j \) is the bias of hidden feature \( j \). The probability that the model assigns to a visible binary matrix \( \mathbf{V} \) is:

\[
P(\mathbf{V}; \theta) = \frac{1}{\mathcal{Z}(\theta, N)} \sum_{h} \exp \left( -E(\mathbf{V}, h; \theta) \right)
\]

\[
\mathcal{Z}(\theta, N) = \sum_{\mathbf{V}'} \sum_{h'} \exp \left( -E(\mathbf{V}', h'; \theta) \right),
\]

where \( \mathcal{Z}(\theta, N) \) is known as the partition function, or normalizing constant.

The key assumption of the Replicated Softmax model is that for each document we create a separate RBM with as many softmax units as there are words in the document, as shown in Fig. 1. Assuming that the order of the words can be ignored, all of these softmax units can share the same set of weights, connecting them to binary hidden units. In this case, the energy of the state \( \{ \mathbf{V}, h \} \) for a document that contains \( N \) words is defined as:

\[
E(\mathbf{V}, h) = - \sum_{j=1}^{F} \sum_{k=1}^{K} W_{jk} h_j \hat{v}_k - \sum_{k=1}^{K} \hat{v}_k b_k - N \sum_{j=1}^{F} h_j a_j,
\]

where \( \hat{v}_k = \sum_{i=1}^{N} v_{ik} \) denotes the count for the \( k^{th} \) word. The bias terms of the hidden variables are scaled up by the length of the document. This scaling is important as it allows hidden units to behave sensibly when dealing with documents of different lengths. The conditional distributions are given by softmax and logistic functions:

\[
P(h_j = 1) = \sigma \left( \sum_{k=1}^{K} W_{jk} \hat{v}_k + N a_j \right),
\]

\[
P(v_{ik} = 1) = \frac{\exp \left( \sum_{j=1}^{F} W_{jk} h_j^{(1)} + b_k \right)}{\sum_{k'=1}^{K} \exp \left( \sum_{j=1}^{F} W_{jk'} h_j^{(1)} + b_{k'} \right)}.
\]

The Replicated Softmax model can also be interpreted as an RBM model that uses a single visible multinomial unit with support \( \{1, ..., K\} \) which is sampled \( N \) times (see Fig. 1, right panel).

For this model, exact maximum likelihood learning is intractable, because computing the derivatives of the partition function, needed for learning, takes time that is exponential in \( \min\{D, F\} \), i.e. the number of visible or hidden units. In practice, approximate learning is performed using Contrastive Divergence (CD) [6].

3 Over-Replicated Softmax Model

The Over-Replicated Softmax model is a family of two hidden layer Deep Boltzmann Machines (DBM). Let
us consider constructing a Boltzmann Machine with two hidden layers for a document containing \( N \) words, as shown in Fig. 2. The visible layer \( V \) consists of \( N \) softmax units. These units are connected to a binary hidden layer \( h^{(1)} \) with shared weights, exactly like in the Replicated Softmax model in Fig. 1. The second hidden layer consists of \( M \) softmax units represented by \( H^{(2)} \). Similar to \( V \), \( H^{(2)} \) is an \( M \times K \) binary matrix with \( h^{(2)}_{mk} = 1 \) if the \( m \)-th hidden softmax unit takes on the \( k \)-th value.

The energy of the joint configuration \( \{V, h^{(1)}, H^{(2)}\} \) is defined as:

\[
E(V, h^{(1)}, H^{(2)}; \theta) = - \sum_{i=1}^{N} \sum_{j=1}^{F} \sum_{k=1}^{K} W_{ij} h^{(1)}_{ijk} v_{ik} \tag{5}
\]

\[
- \sum_{i=1}^{M} \sum_{j=1}^{F} \sum_{k=1}^{K} W_{ij} h^{(1)}_{ijk} v_{ik} b_{ik}^{(1)}
- (M + N) \sum_{j=1}^{F} \sum_{k=1}^{K} h^{(1)}_{jk} a_j - \sum_{k=1}^{K} b_{ik}^{(2)}
\]

where \( \theta = \{W^{(1)}, W^{(2)}, a, b^{(1)}, b^{(2)}\} \) are the model parameters.

Similar to the Replicated Softmax model, we create a separate document-specific DBM with as many visible softmax units as there are words in the document. We also fix the number \( M \) of the second-layer softmax units across all documents. Ignoring the order of the words, all of the first layer softmax units share the same set of weights. Moreover, the first and second layer weights are tied. Thus we have \( W_{ij}^{(1)} = W_{ij}^{(2)} = W_{jk} \) and \( b_{ik}^{(1)} = b_{ik}^{(2)} = b_k \). Compared to the standard Replicated Softmax model, this model has more replicated softmaxes (hence the name “Over-Replicated”). Unlike the visible softmaxes, these additional softmaxes are unobserved and constitute a second hidden layer\(^1\). The energy can be simplified to:

\[
E(V, h^{(1)}, H^{(2)}; \theta) = - \sum_{j=1}^{F} \sum_{k=1}^{K} W_{jk} \hat{h}_{jk}^{(1)} \left( \hat{v}_k + \hat{h}_{k}^{(2)} \right) \tag{6}
\]

\[
- \sum_{k=1}^{K} \left( \hat{v}_k + \hat{h}_{k}^{(2)} \right) b_k - (M + N) \sum_{j=1}^{F} \hat{h}_{jk}^{(1)} a_j
\]

where \( \hat{v}_k = \sum_{i=1}^{N} v_{ik} \) denotes the count for the \( k \)-th word in the input and \( \hat{h}_{k}^{(2)} = \sum_{j=1}^{F} \hat{h}_{jk}^{(2)} \) denotes the count for the \( k \)-th “latent” word in the second hidden layer. The joint probability distribution is defined as:

\[
P(V, h^{(1)}, H^{(2)}; \theta) = \frac{\exp \left( -E(V, h^{(1)}, H^{(2)}; \theta) \right)}{Z(\theta, N)},
\]

\(^1\)This model can also be seen as a Dual-Wing Harmonium [17] in which one wing is unclamped.

\(^2\)We omit the bias terms for clarity of presentation.

Figure 2: The Over-Replicated Softmax model. The bottom layer represents softmax visible units \( V \). The middle layer represents binary latent topics \( h^{(1)} \). The top layer represents softmax hidden units \( H^{(2)} \). All visible and hidden softmax units share the same set of weights, connecting them to binary hidden units. Left: The model for a document containing \( N = 3 \) words with \( M = 2 \) softmax hidden units. Right: A different interpretation of the model, in which \( N \) softmax units with identical weights are replaced by a single multinomial unit which is sampled \( N \) times and the \( M \) softmax hidden units are replaced by a multinomial unit sampled \( M \) times.

Note that the normalizing constant depends on the number of words \( N \) in the corresponding document, since the model contains as many visible softmax units as there are words in the document. So the model can be viewed as a family of different-sized DBMs that are created for documents of different lengths, but with a fixed-sized second-layer.

A pleasing property of the Over-Replicated Softmax model is that it has exactly the same number of trainable parameters as the Replicated Softmax model. However, the model’s marginal distribution over \( V \) is different, as the second hidden layer provides an additional implicit prior. The model’s prior over the latent topics \( h^{(1)} \) can be viewed as the geometric mean of the two probability distributions: one defined by an RBM composed of \( V \) and \( h^{(1)} \), and the other defined by an RBM composed of \( h^{(1)} \) and \( H^{(2)} \):

\[
P(h^{(1)}; \theta) = \frac{1}{Z(\theta, N)} \exp \left( \sum_v \exp \left( \sum_{j=1}^{F} \sum_{k=1}^{K} W_{jk} \hat{v}_k h_{jk}^{(1)} \right) \right)
\]

\[
P(h^{(1)}; \theta) = \frac{1}{Z(\theta, N)} \exp \left( \sum_{j=1}^{F} \sum_{k=1}^{K} W_{jk} \hat{h}_{jk}^{(2)} h_{jk}^{(1)} \right).
\]

Observe that \( \sum_{k=1}^{K} \hat{v}_k = N \) and \( \sum_{k=1}^{K} \hat{h}_{jk}^{(2)} = M \), so the strength of this prior can be varied by changing the number \( M \) of second-layer softmax units. For example,
if \( M = N \), then the model’s marginal distribution over \( h^{(1)} \), defined in Eq. 7, is given by the product of two identical distributions. In this DBM, the second-layer performs \( 1/2 \) of the modeling work compared to the first layer [11]. Hence, for documents containing few words \((N \ll M)\) the prior over hidden topics \( h^{(1)} \) will be dominated by the second-layer, whereas for long documents \((N \gg M)\) the effect of having a second-layer will diminish. As we show in our experimental results, having this additional flexibility in terms of defining an implicit prior over \( h^{(1)} \) significantly improves model performance, particularly for small and medium-sized documents.

### 3.1 Learning

Let \( h = \{h^{(1)}, H^{(2)}\} \) be the set of hidden units in the two-layer DBM. Given a collection of \( L \) documents \( \{V_t\}_{t=1}^L \), the derivative of the log-likelihood with respect to model parameters \( W \) takes the form:

\[
\frac{1}{L} \sum_{t=1}^L \frac{\partial \log P(V_t; \theta)}{\partial W_{jk}} = \mathbb{E}_{P_{data}} \left[ (\hat{v}_k + \hat{h}_j^{(2)}) h^{(1)}_j \right] - \mathbb{E}_{P_{model}} \left[ (\hat{v}_k + \hat{h}_k^{(2)}) h^{(1)}_j \right],
\]

where \( \mathbb{E}_{P_{data}}[\cdot] \) denotes an expectation with respect to the data distribution \( P_{data}(h, V) = P(h|V; \theta)P_{data}(V) \), with \( P_{data}(V) = \frac{1}{Z} \exp(-V) \) representing the empirical distribution, and \( \mathbb{E}_{P_{model}}[\cdot] \) is an expectation with respect to the distribution defined by the model. Similar to the Replicated Softmax model, exact maximum likelihood learning is intractable, but approximate learning can be performed using a variational approach [10]. We use mean-field inference to estimate data-dependent expectations and an MCMC-based stochastic approximation procedure to approximate the models expected sufficient statistics.

Consider any approximating distribution \( Q(h|V; \mu) \), parameterized by a vector of parameters \( \mu \), for the posterior \( P(h|V; \theta) \). Then the log-likelihood of the DBM model has the following variational lower bound:

\[
\log P(V; \theta) \geq \sum_h Q(h|V; \mu) \log P(V, h; \theta) + \mathcal{H}(Q),
\]

where \( \mathcal{H}(\cdot) \) is the entropy functional. The bound becomes tight if and only if \( Q(h|V; \mu) = P(h|V; \theta) \).

For simplicity and speed, we approximate the true posterior \( P(h|V; \theta) \) with a fully factorized approximating distribution over the two sets of hidden units, which corresponds to the so-called mean-field approximation:

\[
Q_{MF}(h|V; \mu) = \prod_{j=1}^F q(h_j^{(1)}|V) \prod_{i=1}^M q(h_i^{(2)}|V),
\]

where \( \mu = \{\mu^{(1)}, \mu^{(2)}\} \) are the mean-field parameters with \( q(h_j^{(1)} = 1) = \mu_j^{(1)} \) and \( q(h_i^{(2)} = 1) = \mu_i^{(2)} \), \( \forall i \in \{1, \ldots, M\} \), s.t. \( \sum_{k=1}^K \mu_k^{(2)} = 1 \). Note that due to the shared weights across all of the hidden softmaxes, \( q(h_i^{(2)} = 1) \) does not depend on \( i \). In this case, the variational lower bound takes a particularly simple form:

\[
\log P(V; \theta) \geq \sum_h Q_{MF}(h|V; \mu) \log P(V, h; \theta) + \mathcal{H}(Q_{MF}) \\
\geq \left( \hat{v}^T + M \mu^{(2)} \right) W \mu^{(1)} - \log Z(\theta, N) + \mathcal{H}(Q_{MF}),
\]

where \( \hat{v} \) is a \( K \times 1 \) vector, with its \( k \)th element \( \hat{v}_k \) containing the count for the \( k \)th word. Since \( \sum_{k=1}^K \hat{v}_k = N \) and \( \sum_{k=1}^K \mu_k^{(2)} = 1 \), the first term in the bound linearly combines the effect of the data (which scales as \( N \)) with the prior (which scales as \( M \)). For each training example, we maximize this lower bound with respect to the variational parameters \( \mu \) for fixed parameters \( \theta \), which results in the mean-field fixed-point equations:

\[
\mu_j^{(1)} \leftarrow \sigma \left( \sum_{k=1}^K W_{jk} (\hat{v}_k + M \mu_k^{(2)}) \right),
\]

\[
\mu_k^{(2)} \leftarrow \frac{\exp \left( \sum_{j=1}^F W_{jk} \mu_j^{(1)} \right)}{\sum_{k'=1}^K \exp \left( \sum_{j=1}^F W_{jk'} \mu_j^{(1)} \right)},
\]

where \( \sigma(x) = 1/(1 + \exp(-x)) \) is the logistic function. To solve these fixed-point equations, we simply cycle through layers, updating the mean-field parameters within a single layer.

Given the variational parameters \( \mu \), the model parameters \( \theta \) are then updated to maximize the variational bound using an MCMC-based stochastic approximation [10, 15, 18]. Let \( \theta_t \) and \( x_t = \{V_t, h^{(1)}_t, h^{(2)}_t\} \) be the current parameters and the state. Then \( x_t \) and \( \theta_t \) are updated sequentially as follows: given \( x_t \), sample a new state \( x_{t+1} \) using alternating Gibbs sampling. A new parameter \( \theta_{t+1} \) is then obtained by making a gradient step, where the intractable model’s expectation \( \mathbb{E}_{P_{model}}[\cdot] \) in the gradient is replaced by a point estimate at sample \( x_{t+1} \).

In practice, to deal with variable document lengths, we take a minibatch of data and run one Markov chain for each training case for a few steps. To update the model parameters, we use an average over those chains. Similar to Contrastive Divergence learning, in order to provide a good starting point for the sampling, we initialize each chain at \( h^{(1)} \) by sampling from the mean-field approximation to the posterior \( q(h^{(1)}|V) \).

### 3.2 An Efficient Pretraining Algorithm

The proper training procedure for the DBM model described above is quite slow. This makes it very impor-
Figure 3: Pretraining a two-layer Boltzmann Machine using one-step contrastive divergence. The second hidden softmax layer is initialized to be the same as the observed data. The units in the first hidden layer have stochastic binary states, but the reconstructions of both the visible and second hidden layer use probabilities, so both reconstructions are identical.

It is important to pretrain the model so that the model parameters start off in a nice region of space. Fortunately, due to parameter sharing between the visible and hidden softmax units, there exists an efficient pretraining method which makes the proper training almost redundant.

Consider a DBM with $N$ observed and $M$ hidden softmax units. Let us first assume that the number of hidden softmaxes $M$ is the same as the number of words $N$ in a given document. If we were given the initial state vector $H^{(2)}$, we could train this DBM using one-step contrastive divergence with mean-field reconstructions of both the states of the visible and the hidden softmax units, as shown in Fig. 3. Since we are not given the initial state, one option is to set $H^{(2)}$ to be equal to the data $V$. Provided we use mean-field reconstructions for both the visible and second-layer hidden units, one-step contrastive divergence is then exactly the same as training a Replicated Softmax RBM with the bottom-up weights scaled by a factor of $1+\frac{M}{N}$.

To pretrain a DBM with different number of visible and hidden softmaxes, we train an RBM with the bottom-up weights scaled by a factor of $1+\frac{M}{N}$. In other words, in place of using $W$ to compute the conditional probability of the hidden units (see Eq. 3), we use $(1+\frac{M}{N})W$:

$$P(h_j^{(1)}=1|V) = \sigma \left( 1 + \frac{M}{N} \sum_{k=1}^{K} v_k W_{kj} \right). \quad (11)$$

The conditional probability of the observed softmax units remains the same as in Eq. 4. This procedure is equivalent to training an RBM with $N+M$ observed visible units with each of the $M$ extra units set to be the empirical word distribution in the document, i.e., for $i \in \{N+1, \ldots, N+M\}$,

$$v_{ik} = \frac{\sum_{j=1}^{N} v_{jk}}{\sum_{j'=1}^{N} \sum_{k'=1}^{K} v_{jk'}}$$

Thus the $M$ extra units are not 1-of-K, but represent distributions over the $K$ words.

This way of pretraining the Over-Replicated Softmax DBMs with tied weights will not in general maximize the likelihood of the weights. However, in practice it produces models that reconstruct the training data well and serve as a good starting point for generative fine-tuning of the two-layer model.

### 3.3 Inference

The posterior distribution $P(h^{(1)}|V)$ represents the latent topic structure of the observed document. Conditioned on the document, these activation probabilities can be inferred using the mean-field approximation used to infer data-dependent statistics during training.

A fast alternative to the mean-field posterior is to multiply the visible to hidden weights by a factor of $1+\frac{M}{N}$ and approximate the true posterior with a single matrix multiply, using Eq. 11. Setting $M=0$ recovers the proper posterior inference step for the standard Replicated Softmax model. This simple scaling operation leads to significant improvements. The results reported for retrieval and classification experiments used the fast pretraining and fast inference methods.

### 3.4 Choosing $M$

The number of hidden softmaxes $M$ affects the strength of the additional prior. The value of $M$ can be chosen using a validation set. Since the value of $M$ is fixed for all Over-Replicated DBMs, the effect of the prior will be less for documents containing many words. This is particularly easy to see in Eq. 11. As $N$ becomes large, the scaling factor approaches 1, diminishing the part of implicit prior coming from the $M$ hidden softmax units. Thus the value of $M$ can be chosen based on the distribution of lengths of documents in the corpus.

### 4 Experiments

In this section, we evaluate the Over-Replicated Softmax model both as a generative model and as a feature extraction method for retrieval and classification. Two datasets are used - 20 Newsgroups and Reuters Corpus Volume I (RCV1-v2).\footnote{Note that when $M = N$, we recover the setting of having the bottom-up weights being twice the top-down weights.}
4.1 Description of datasets
The 20 Newsgroups dataset consists of 18,845 posts taken from the Usenet newsgroup collection. Each post belongs to exactly one newsgroup. Following the preprocessing in [12] and [7], the data was partitioned chronologically into 11,314 training and 7,531 test articles. After removing stopwords and stemming, the 2000 most frequent words in the training set were used to represent the documents.

The Reuters RCV1-v2 contains 804,414 newswire articles. There are 103 topics which form a tree hierarchy. Thus documents typically have multiple labels. The data was randomly split into 794,414 training and 10,000 test cases. The available data was already preprocessed by removing common stopwords and stemming. We use a vocabulary of the 10,000 most frequent words in the training dataset.

4.2 Training details
The Over-Replicated Softmax model was first pre-trained with Contrastive Divergence using the weight scaling technique described in Sec. 3.2. Minibatches of size 128 were used. A validation set was held out from the training set for hyperparameter selection (1,000 cases for 20 newsgroups and 10,000 for RCV1-v2). The value of $M$ and number of hidden units were chosen over a coarse grid using the validation set. Typically, $M = 100$ performed well on both datasets. Increasing the number of hidden units lead to better performance on retrieval and classification tasks, until serious overfitting became a problem around 1000 hidden units. For perplexity, 128 hidden units worked quite well and having too many units made the estimates of the partition function obtained using AIS unstable. Starting with CD-1, the number of Gibbs steps was stepped up by one after every 10,000 weight updates till CD-20. Weight decay was used to prevent overfitting. Additionally, in order to encourage sparsity in the hidden units, KL-sparsity regularization was used. We decayed the learning rate as $\frac{\alpha_0}{1+\tau/T}$, with $T = 10,000$ updates. This approximate training was sufficient to give good results on retrieval and classification tasks. However, to obtain good perplexity results, the model was trained properly using the method described in Sec. 3.1. Using 5 steps for mean-field inference and 20 for Gibbs sampling was found to be sufficient. This additional training gave improvements in terms of perplexity but the improvement on classification and retrieval tasks was not statistically significant.

We also implemented the standard Replicated Softmax model. The training procedure was the same as the pretraining process for the Over-Replicated Softmax model. Both the models were implemented on GPUs. Pretraining took 3-4 hours for the 2-layered Boltzmann Machines (depending on $M$) and the proper training took 10-12 hours. The DocNADE model was run using the publicly available code\(^4\). We used default settings for all hyperparameters, except the learning rates which were tuned separately for each hidden layer size and data set.

4.3 Perplexity
We compare the Over-Replicated Softmax model with the Replicated Softmax model in terms of perplexity. Computing perplexities involves computing the partition functions for these models. We used Annealed Importance Sampling [9] for doing this. In order to get reliable estimates, we ran 128 Markov chains for each document length. The average test perplexity per word was computed as $\exp \left( -\frac{1}{L} \sum_{i=1}^L 1/N_i \log p(\mathbf{v}_i) \right)$, where $N_i$ is the number of words in document $i$. Table 1 shows the perplexity averaged over $L = 1000$ randomly chosen test cases for each data set. Each of the models has 128 latent topics. Table 1 shows that the Over-Replicated Softmax model assigns slightly lower perplexity to the test data compared to the Replicated Softmax model. For the Reuters data set the perplexity decreases from 1081 to 1076, and for 20 Newsgroups, it decreases from 965 to 958. Though the decrease is small, it is statistically significant since the standard deviation was typically ±2 over 10 random choices of 1000 test cases. Increasing the value of $M$ increases the strength of the prior, which leads to further improvements in perplexities. Note that the estimate of the log probability for 2-layered Boltzmann Machines is a lower bound on the actual log probability. So the perplexities we show are upper bounds and the actual perplexities may be lower (provided the estimate of the partition function is close to the actual value).

---
\(^4\)http://www.dmi.usherb.ca/~larocheh/code/DocNADE.zip

Table 1: Comparison of the average test perplexity per word. All models use 128 topics.

<table>
<thead>
<tr>
<th></th>
<th>20 News</th>
<th>Reuters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set size</td>
<td>11,072</td>
<td>794,414</td>
</tr>
<tr>
<td>Test set size</td>
<td>7,052</td>
<td>10,000</td>
</tr>
<tr>
<td>Vocabulary size</td>
<td>2,000</td>
<td>10,000</td>
</tr>
<tr>
<td>Avg Document Length</td>
<td>51.8</td>
<td>94.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Perplexities</td>
<td>1335</td>
<td>965</td>
<td>961</td>
<td>958</td>
</tr>
<tr>
<td></td>
<td>2208</td>
<td>1081</td>
<td>1076</td>
<td>1060</td>
</tr>
</tbody>
</table>
4.4 Document Retrieval

In order to do retrieval, we represent each document $V$ as the conditional posterior distribution $P(h^{(1)}|V)$. This can be done exactly for the Replicated Softmax and DocNADE models. For two-layered Boltzmann Machines, we extract this representation using the fast approximate inference as described in Sec. 3.3. Performing more accurate inference using the mean-field approximation method did not lead to statistically different results. For the LDA, we used 1000 Gibbs sweeps per test document in order to get an approximate posterior over the topics.

Documents in the training set (including the validation set) were used as a database. The test set was used as queries. For each query, documents in the database were ranked using cosine distance as the similarity metric. The retrieval task was performed separately for each label and the results were averaged. Fig. 4 compares the precision-recall curves. As shown by Fig. 4, the Over-Replicated Softmax DBM outperforms other models on both datasets, particularly when retrieving the top few documents.

To find the source of improvement, we analyzed the effect of document length of retrieval performance. Fig. 5 plots the average precision obtained for query documents arranged in order of increasing length. We found that the Over-Replicated Softmax model gives large gains on documents with small numbers of words, confirming that the implicit prior imposed using a fixed value of $M$ has a stronger effect on short documents. As shown in Fig. 5, DocNADE and Replicated Softmax models often do not do well for documents with few words. On the other hand, the Over-Replicated softmax model performs significantly better for short documents. In most document collections, the length of documents obeys a power law distribution. For example, in the 20 newsgroups dataset 50% of the documents have fewer than 35 words (Fig. 5c). This makes it very important to do well on short documents. The Over-Replicated Softmax model achieves this goal.
20 Newsgroups
(a) 128 topics
(b) 512 topics
(c) Document length distribution

Reuters
(d) 128 topics
(e) 512 topics
(f) Document length distribution

Figure 5: Effect of document size on retrieval performance for different topic models. The x-axis in Figures (a), (b), (d), (e) represents test documents arranged in increasing order of their length. The y-axis shows the average precision obtained by querying that document. The plots were smoothed to make the general trend visible. Figures (c) and (f) show the histogram of document lengths for the respective datasets. The dashed vertical lines denote 10-percentile boundaries. **Top:** Average Precision on the 20 Newsgroups dataset. **Bottom:** Mean Average Precision on the Reuters dataset. The Over-Replicated Softmax models perform significantly better for documents with few words. The adjoining histograms in each row show that such documents occur quite frequently in both data sets.

### 4.5 Document Classification

In this set of experiments, we evaluate the learned representations from the Over-Replicated Softmax model for the purpose of document classification. Since the objective is to evaluate the quality of the representation, simple linear classifiers were used. Multinomial logistic regression with a cross entropy loss function was used for the 20 newsgroups data set. The evaluation metric was classification accuracy. For the Reuters dataset, we used independent logistic regressions for each label since it is a multi-label classification problem. The evaluation metric was Mean Average Precision.

Table 2 shows the results of these experiments. The Over-Replicated Softmax model performs significantly better than the standard Replicated Softmax model and LDA across different network sizes on both datasets. For the 20 newsgroups dataset using 512 topics, LDA gets 64.2% accuracy. Replicated Softmax (67.7%) and DocNADE (68.4%) improve upon this. The Over-Replicated Softmax model further improves the result to 69.4%. The difference is larger for the Reuters dataset. In terms of Mean Average Precision (MAP), the Over-Replicated Softmax model achieves 0.453 which is a very significant improvement upon DocNADE (0.427) and Replicated Softmax (0.421).

We further examined the source of improvement by analyzing the effect of document length on the classification performance. Similar to retrieval, we found that the Over-Replicated Softmax model performs well on short documents. For long documents, the performance of the different models was similar.

<table>
<thead>
<tr>
<th>Model</th>
<th>20 News 128</th>
<th>20 News 512</th>
<th>Reuters 128</th>
<th>Reuters 512</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>65.7</td>
<td>64.2</td>
<td>0.304</td>
<td>0.351</td>
</tr>
<tr>
<td>DocNADE</td>
<td>67.0</td>
<td>68.4</td>
<td>0.388</td>
<td>0.417</td>
</tr>
<tr>
<td>Replicated Softmax</td>
<td>65.9</td>
<td>67.7</td>
<td>0.390</td>
<td>0.421</td>
</tr>
<tr>
<td>Over-Rep. Softmax</td>
<td>66.8</td>
<td>69.1</td>
<td><strong>0.401</strong></td>
<td><strong>0.453</strong></td>
</tr>
</tbody>
</table>

Table 2: Comparison of Classification accuracy on 20 Newsgroups dataset and Mean Average Precision on Reuters RCV1-v2.
5 Conclusion

The Over-Replicated Softmax model described in this paper is an effective way of defining a flexible prior over the latent topic features of an RBM. This model causes no increase in the number of trainable parameters and only a minor increase in training algorithm complexity. Deep Boltzmann Machines are typically slow to train. However, our fast approximate training method makes it possible to train the model with CD, just like an RBM. The features extracted from documents using the Over-Replicated Softmax model perform better than features from the standard Replicated Softmax and LDA models and are comparable to DocNADE across different network sizes.

While the number of hidden softmax units $M$, controlling the strength of the prior, was chosen once and fixed across all DBMs, it is possible to have $M$ depend on $N$. One option is to set $M = cN$, $c > 0$. In this case, for documents of all lengths, the second-layer would perform perform $c/c+1$ of the modeling work compared to the first layer. Another alternative is to set $M = N_{\text{max}} - N$, where $N_{\text{max}}$ is the maximum allowed length of all documents. In this case, our DBM model will always have the same number of replicated softmax units $N_{\text{max}} = N + M$, hence the same architecture and a single partition function. Given a document of length $N$, the remaining $N_{\text{max}} - N$ words can be treated as missing. All of these variations improve upon the standard Replicated Softmax model, LDA, and DocNADE models, opening up the space of new deep undirected topics to explore.
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Abstract

We tackle the challenge of efficiently learning the structure of expressive multivariate real-valued densities of copula graphical models. We start by theoretically substantiating the conjecture that for many copula families the magnitude of Spearman’s rank correlation coefficient is monotonic in the expected contribution of an edge in network, namely the negative copula entropy. We then build on this theory and suggest a novel Bayesian approach that makes use of a prior over values of Spearman’s rho for learning copula-based models that involve a mix of copula families. We demonstrate the generalization effectiveness of our highly efficient approach on sizable and varied real-life datasets.

1 Introduction

Learning expressive real-valued multivariate distributions is of central interest in numerous fields ranging from computational biology to economics to climatology. When the joint distribution of interest is far from multivariate normal, this modeling task can be a great challenge. In statistics, copulas [Joe, 1997, Nelsen, 2007] are the central tool for capturing flexible multivariate real-valued distributions by separating the choice of the univariate marginals and the copula function that links them. Copulas are typically only effective in low dimensions, and much of the research in the field in fact focuses on the bivariate case. Accordingly, in the last decade, various high-dimensional constructions that build on a collection of copulas have been suggested, most notably those based on the vine construction [Bedford and Cooke, 2002, Kurowicka and Cooke, 2002]. These models have proved to be quite effective for crossing the few variable barrier. However, in the context of many tens of variables to hundreds and thousands of variables, applications have been few and involve costly and time-consuming expert elicitation [Hanea et al., 2010].

In machine learning, probabilistic graphical models, and in particular directed Bayesian networks (BNs) [Pearl, 1988], have become increasingly popular as a flexible and intuitive framework for modeling multivariate densities based on a qualitative graph structure $G$ that encodes the independencies in the domain. Graphical models are geared toward the high-dimensional case and numerous algorithms for estimation, model selection and prediction using these models have been developed in recent decades [Koller and Friedman, 2009]. Unfortunately, due to computational considerations, real-valued high-dimensional modeling using this framework is often limited to a structured multivariate Gaussian model.

In recent years, several works suggested a fusion between copulas and graphical models [Kirshner, 2007, Elidan, 2010], with the goal of allowing for flexible real-valued modeling that is practical in the high-dimensional setting. The basic idea is that the joint density is defined via a collection of local copula functions that capture the direct dependence between a variable and its parents in the graph $G$, as well as a set of univariate marginals that are shared across the entire model. As with standard graphical models, the super-exponential task of learning the structure of such models from data poses practical difficulties. Specifically, the computational bottleneck of structure learning is the assessment of the quality of candidate structures, which in turn requires costly estimation of maximum likelihood parameters. Indeed, even when using a simple greedy procedure to traverse the space of structures, or when limiting ourselves to tree structured models, structure learning can be computationally demanding for non-Gaussian models. Our goal in this work is to cope with this challenge.

Recently, Elidan [2012] suggested a highly efficient approach for learning the structure of copula-based
Bayesian networks. Briefly, the building block of structure learning is the ranking of the merit of an edge \( X \rightarrow Y \) given \( M \) training samples. Using \( U \equiv F_X(x) \), \( V \equiv F_Y(y) \) to denote the marginal distributions of these variables and assuming a copula-based model, they note that the benefit of the edge is asymptotically equal to the negative differential entropy

\[
-H(c_\theta(U,V)) = \int c_\theta(u,v) \log c_\theta(u,v) du dv,
\]

where \( c(\cdot) \) denotes the (copula) density that corresponds to the joint distribution of \( X \) and \( Y \). They then suggest that \(-H(c_\theta(U,V))\) is monotonic in the easy to compute Spearman’s \( \rho \) measure of correlation. This in turn facilitates highly efficient structure learning where simple Spearman’s \( \rho \) computations are used to rank candidate edge modifications. The monotonicity is proved for the Gaussian copula and algebraically simple Farlie-Gumbel-Morgenstern (FGM) copula family. Based on simulations, they further conjectured that the result holds for several additional copula families. Finally, they show that the method can be used to learn the structure of copula-based models that generalize well very efficiently. The method’s main limitation, other than the gap in theory, is the fact that the same copula family is used to parameterize all edges in the model.

In this work we extend Elidan [2012] along two important axes. First, we provide a formal proof of the monotonicity conjecture given a sufficient condition that applies to a wide range of common copula families, a novel contribution to the theory of copulas on its own. Second, we tackle the challenge of performing structure learning while also allowing for a mixed combination of copulas, thereby significantly increasing the expressive power of the model. Briefly, our theoretical result suggests that the selection between copula families can be made based on expected likelihood characteristic curves that are computed once. A natural Bayesian prior is then used to “calibrate” the curves for several families. Finally, the posterior curves are used to select a copula family for each edge based only on Spearman’s \( \rho \) computations. We use our speedy model selection (SMS) approach to learn copula-based tree structured models for several real-life datasets that are quite substantial in size in the context of structure learning with the number of variables ranging from 100 to close to 900. In all cases, we demonstrate impressive performance benefits relative to learning a model that is constrained to using a single copula family. Further, in many instances we show that our highly efficient approach is competitive with the computationally demanding standard where the best copula for each edge is computed via costly maximum likelihood estimation for each family.

2 Background

In this section we briefly provide the necessary background on copulas, Spearman’s \( \rho \) and stochastic orders of multivariate distributions.

2.1 Copula and Spearman’s \( \rho \)

A copula function joins univariate marginals into a joint real-valued multivariate distribution. Formally,

**Definition 2.1:** Let \( U_1, \ldots, U_n \) be random variables marginally uniformly distributed on \([0, 1]\). A copula function \( C : [0, 1]^n \rightarrow [0, 1] \) is a joint distribution

\[
C_\theta(u_1, \ldots, u_n) = P(U_1 \leq u_1, \ldots, U_n \leq u_n),
\]

where \( \theta \) are the parameters of the copula function.

Now consider an arbitrary set \( \mathcal{X} = \{X_1, \ldots, X_n\} \) of real-valued random variables (typically not marginally uniformly distributed). Sklar’s seminal theorem [Sklar, 1959] states that for any joint distribution \( F_{\mathcal{X}}(x) \), there exists a copula function \( C \) such that

\[
F_{\mathcal{X}}(x) = C(F_1(x_1), \ldots, F_n(x_n)).
\]

When the univariate marginals are continuous, \( C \) is uniquely defined.

The constructive converse, which is of central interest from a modeling perspective, is also true. Since \( U_i \equiv F_i \) is itself a random variable that is always uniformly distributed in \([0, 1]\), any copula function taking any marginal distributions \( \{F_i(x_i)\} \) as its arguments, defines a valid joint distribution with marginals \( \{F_i(x_i)\} \). Thus, copulas are “distribution generating” functions that allow us to separate the choice of the univariate marginals and that of the dependence.

To derive the joint density \( f(x) = \frac{\partial^n F(x_1, \ldots, x_n)}{\partial x_1 \ldots \partial x_n} \) from the copula construction, assuming \( F \) has \( n \)-order partial derivatives (true almost everywhere when \( F \) is continuous), and using the chain rule, we have

\[
f(x) = \frac{\partial^n C(F_1(x_1), \ldots, F_n(x_n))}{\partial F_1(x_1) \ldots \partial F_n(x_n)} \prod_i f_i(x_i)
\]

\[
\equiv c(F_1(x_1), \ldots, F_n(x_n)) \prod_i f_i(x_i),
\]

where \( c(F_1(x_1), \ldots, F_n(x_n)) \), is called the copula density function.

**Example 2.2:** The Gaussian copula is undoubtedly the most commonly used copula family and is defined as

\[
C_\Sigma(U_i) = \Phi_\Sigma(\Phi^{-1}(U_1), \ldots, \Phi^{-1}(U_N)),
\]

where \( \Phi_\Sigma \) is the Gaussian copula. The Gaussian copula is undoubtedly

Figure 1: Samples from the bivariate Gaussian copula with correlation $\theta = 0.25$. (left) with unit variance Gaussian marginals; (right) with a mixture of Gaussian and Gamma marginals.

where $\Sigma$ is a correlation matrix, $\Phi$ is the standard normal distribution, and $\Phi_\Sigma$ is a zero mean normal distribution with correlation matrix $\Sigma$. Figure 1 exemplifies the flexibility that comes with this seemingly limited elliptical copula family.

Copula are intimately connected to many dependence concepts such as Spearman’s $\rho_s$ measure of association

$$\rho_s(X_1, X_2) = \frac{\text{cov}(F_{X_1}, F_{X_2})}{\text{STD}(X_1)\text{STD}(X_2)},$$

which is simply Pearson’s correlation applied to the cumulative distributions of $X_1$ and $X_2$. For the copula associated with the joint $F_{X_1, X_2}(x_1, x_2)$, we have

$$\rho_s(X_1, X_2) = \rho_s(C) \equiv 12 \int \int C(u, v) dudv - 3.$$

Thus, Spearman’s $\rho_s$ is monotonic in the copula cumulative distribution function associated with the joint distribution of $X_1$ and $X_2$. See [Nelsen, 2007, Joe, 1997] for an in-depth exploration of the framework of copulas and its relationship to dependence measures.

2.2 Stochastic Orderings

The vast majority of copula families are parameterized by a dependence parameter $\theta$ that defines a stochastic ordering in the bivariate case. Below we define two such related orders that will be used in the sequel. In the rest of the paper, we use $X, Y$ to denote bivariate random vectors with distributions $F_X(u, v)$ and $F_Y(u, v)$, respectively.

Definition 2.3: $Y$ is said to be more positive quadrant dependent than $X$, denoted by $X \leq_{PQD} Y$, if $\forall (u, v) \in \mathbb{R}^2, F_X(u, v) \leq F_Y(u, v)$. \hfill $\blacksquare$

Thus, PQD ordering corresponds to a fast accumulation of density. To define the second ordering, we first need the notion of supermodularity. In what follows we use the following notation: $u \lor v \equiv \min(u, v)$, $u \land v \equiv \max(u, v)$.

Definition 2.4: A function $\Psi : \mathbb{R}^2 \rightarrow \mathbb{R}$ is said to be supermodular if

$$\forall (u, v) \in \mathbb{R}^2, \Psi(u \lor v) + \Psi(u \land v) \geq \Psi(u) + \Psi(v)$$

$\Psi$ is submodular when the inequality is reversed. \hfill $\blacksquare$

The supermodular ordering can now be defined:

Definition 2.5: $Y$ is said to be greater than $X$ in the supermodular order, denoted by $X \leq_{sm} Y$, if $\forall \Psi$ such that $\Psi$ is super modular: $E[\Psi(X)] \leq E[\Psi(Y)]$. \hfill $\blacksquare$

This property is important in our context since, in the bivariate case, we have the following result due to Shaked and Shanthikumar [2007]:

Theorem 2.6: $X \leq_{PQD} Y \iff X \leq_{sm} Y$.

3 Monotonicity of the Copula Entropy in the Dependence Parameter

As discussed in the introduction, Elidan [2012] suggested that the magnitude of Spearman’s $\rho_s$ is monotonic in the negative copula entropy which in turn asymptotically approximates the expected log-likelihood of a model, thereby giving rise to an efficient structure learning procedure. In this section we prove the conjecture for a wide range of copula families and discuss its relationship to real-valued majorization. In the next section we present a novel algorithmic approach called speedy model selection (SMS) that builds on this theory and allows us to efficiently perform structure learning while at the same time choose the local copula family.

3.1 TP2 Density Implies Entropy Ordering

We now present our central result, namely the identification of a widely applicable sufficient condition for the monotonicity of the copula entropy in the dependence parameter, and consequently in Spearman’s $\rho_s$.

Recall that $X, Y$ are two bivariate random vectors. Throughout this section let $X \sim C_{\theta_1}(u, v), Y \sim C_{\theta_2}(u, v)$.
\( C_{\theta_2}(u, v) \) with \( \theta_1 < \theta_2 \), where \( C_{\theta}(u, v) \) is an absolutely continuous bivariate copula family that is increasing in \( \text{PQD} \) so that the cumulative distribution of \( Y \) is greater than that of \( X \) for all \( (u, v) \). Note that essentially all copula families that are parameterized by a so-called dependence parameter \( \theta \) are PQD ordered.

Before stating the main result, using \( u \vee v \equiv \min(u, v) \), \( u \wedge v \equiv \max(u, v) \), we define the following notion:

**Definition 3.1:** A function \( \Psi : \mathbb{R}^2 \rightarrow \mathbb{R} \) is TP2 (total positive of order 2) if the following holds:

\[
\forall (u, v) \in \mathbb{R}^2 \quad \Psi(u \vee v) \cdot \Psi(u \wedge v) \geq \Psi(u) \cdot \Psi(v).
\]

\( \Psi \) is called RR2 (reversed regular of order 2) when the inequality is reversed.

Note that the density for many copulas is a TP2 or RR2 function (for example, 8 of the twelve B1–B12 families defined in Joe [1997] are known to be TP2 and the property may hold for some of the others).

The following property of TP2 (RR2) functions, easily proved using logarithmic properties, will be needed:

**Observation 3.2:** Given a positive function \( \Psi(u, v) \) which is TP2 (RR2), \( \Phi(u, v) = \log(\Psi(u, v)) \) is supermodular (submodular).

We are now ready for our central result:

**Theorem 3.3:** If \( C_{\theta}(u, v) \) is a copula family that defines a positive PQD ordering, and the copula density \( c_{\theta}(u, v) \) is TP2 for all values of \( \theta \), then

\[
\theta_1 < \theta_2 \Rightarrow -H(c_{\theta_1}) \leq -H(c_{\theta_2})
\]

When \( C_{\theta}(u, v) \) is RR2 the inequality is reversed.

**Proof:** Recall that \( X \sim c_{\theta_1} \) and \( Y \sim c_{\theta_2} \), and that \( \theta_1 < \theta_2 \). We will show that the following holds:

\[
-H(X) = \int c_{\theta_1}(u, v) \log(c_{\theta_1}(u, v)) \, du \, dv
\leq \int c_{\theta_2}(u, v) \log(c_{\theta_2}(u, v)) \, du \, dv
\leq \int c_{\theta_2}(u, v) \log(c_{\theta_1}(u, v)) \, du \, dv = -H(Y)
\]

**First inequality.** Since \( C_{\theta}(u, v) \) defines a PQD ordering, we have from Theorem 2.6 that \( X \leq_m Y \). Let \( \Psi(u, v) = \log(c_{\theta_1}(u, v)) \). Since \( c_{\theta_1}(u, v) \) is TP2, from Observation 3.2 we have that \( \Psi(u, v) \) is supermodular, that is \( E(\Psi(X)) \leq E(\Psi(Y)) \). Thus:

\[
\int c_{\theta_1}(u, v) \Psi(u, v) \, du \, dv \leq \int c_{\theta_2}(u, v) \Psi(u, v) \, du \, dv.
\]

The first inequality follows by substitution of \( \Psi \).

**Second inequality.** The difference between the two sides of the second inequality is

\[
\int c_{\theta_2}(u, v) [\log(c_{\theta_1}(u, v)) - \log(c_{\theta_2}(u, v))] \, du \, dv
\]

The result follows by noting that this is simply the Kullback-Leibler divergence between the two densities \( c_{\theta_2} \) and \( c_{\theta_1} \), and the fact that this divergence is always non-negative [Cover and Thomas, 1991].

Note that the above theorem is stated for positively PQD ordered copula families. For negatively ordered families (e.g., Gumbel-Barnett) a reverse monotone relationship holds, as can be similarly proved.

The following is an immediate consequence of Theorem 3.3 and the known monotonicity of \( \rho_s \) in the dependence parameter \( \theta \) for PQD ordered families:

**Corollary 3.4:** If the copula density \( c_{\theta}(u, v) \) is TP2/RR2 for all \( \theta \), then the magnitude of Spearman’s \( \rho_s \) is monotonic in the copula entropy.

Note that, phrased in terms of the magnitude of \( \rho_s \), the result also holds for PQD families such as the Gaussian copula that are TP2 for one side of the parameter values \( 0 \leq \theta \leq 1 \) and RR2 otherwise \( -1 \leq \theta \leq 0 \).
Two additional popular copula families are confirmed to have a TP2/RR2 density:

**Lemma 3.5:** The Ali-Mikhail-haq (AMH) copula has a TP2 density for nonnegative $\theta$ values and an RR2 density otherwise. The Gumbel-Barnett (GB) copula has an RR2 density.

Proof of this result can be found in Appendix 7.

### 3.3 Other Copula Families

For completeness, we now discuss another sufficient condition for the monotonicity of the entropy in the dependence parameter and its relation to the TP2 condition. To the best of our knowledge, other than the work of Ełid [2012] that formulated the conjecture proved above, the only work that sheds theoretical light on the relationship between the copula dependence parameter $\theta$ and the entropy is that of Joe [1987]. The relevant details are summarized below.

If $f, g$ are two $n$-dimensional densities, then $f$ is said to be majorized by $g$, denoted by $f \preceq g$, iff $\int \Phi(f)dx \leq \int \Phi(g)dx$ for all convex functions $\Phi$. In particular, since $\Phi(x) = x\log(x)$ is convex, then letting $X, Y$ be two $n$-dimensional random vectors, such that $X \sim f_1$, $Y \sim f_2$, and $f_1$ is majorized by $f_2$, we have that

$$-H(X) = \int f_1\log(f_1)dX \leq \int f_2\log(f_2)dY \equiv -H(Y).$$

With some additional technical details (see [Joe, 1987]), it is possible to show that for all elliptical copula families the dependence parameter $\theta$ implies a majorization ordering, which in turn implies monotonicity of the entropy in the absolute value of Spearman’s $\rho_s$.

Thus, the monotonicity of the entropy in the correlation parameter for a bivariate Gaussian copula can be proved via majorization or Theorem 3.3. However, majorization does not hold for the other families which have a TP2 density. Conversely, the t-copula elliptical family defines a majorization ordering but its density is neither TP2 nor RR2 for some degrees of freedom [Allan.R.Sampson, 1983].

Finally, the widely used Plackett family of copulas has a density that is neither a TP2 function, nor does it define a majorization ordering. However, as the simulations of Ełid [2012] suggest, the monotonicity of the entropy in the dependence parameter also holds for this copula family. Identification of the conditions necessary for the monotonicity relationship to hold remains a future challenge.

### 4 A Bayesian Approach for Learning Expressive Copula Trees

Base on the theoretical developments presented in the previous section, we now present a speedy model selection (SMS) approach for learning the structure of copula-based graphical models while allowing for different copula families within the same model. For clarity and simplicity of exposition, we focus on the case of copula trees where the relationship between the theory and practice is most direct. As we shall see in Section 5, even in this seemingly simple setting, our approach offers significant generalization benefits. We start with a brief review of a copula tree model and how Spearman’s $\rho_s$ can be used to learn its structure for a single copula family.

#### 4.1 Structure Learning using Spearman’s $\rho_s$

We now briefly review the idea put forth by Ełid [2012] for using Spearman’s $\rho_s$ to learn the structure of a copula network, an idea whose theoretical substantiation has been greatly increased by the developments in the previous section.

In a tree structured copula model [Kirshner, 2007, Ełid, 2010], the joint density is represented as a product of bivariate copula densities corresponding to the edges of the tree $T$ and the univariate marginals:

$$f_X(x_1, \ldots, x_n) = \prod_{(i,j) \in T} c_{ij}(F_i(x_i), F_j(x_j)) \prod_i f_i(x_i).$$

When learning the structure of a model, we seek a graph for which the (penalized) maximum likelihood function is highest. Since the likelihood function itself decomposes, the building block of learning is the evaluation of the merit of an edge $X \rightarrow Y$, independently of all other edges. In the case of the copula parameterization the relevant term is

$$\text{Score}(X, Y) = \sum_{m=1}^{M} \log c_{\hat{\theta}}(F_X(x|m), F_Y(y|m)).$$

where $\hat{\theta}$ are the estimated parameters, the sum is over training instances, and the marginal terms that do not depend on the graph’s structure have been dropped.

Evaluation of $\text{Score}(X, Y)$ can be computationally difficult. However, all that we really need to identify the optimal tree is a *ranking* of the scores for all possible edges. If we assume that the data is generated from the copula, then as $M \rightarrow \infty$ we have that

$$\text{Score}(X, Y) \rightarrow -H(C_{\hat{\theta}}(U, V)),$$

where $U, V$ are the ranks of $X, Y$, respectively.
Thus, having proved that $|\rho_s|$ is monotonic in $-H(C_\theta(U,V))$, we can simply use an easy to compute empirical estimate of $\rho_s$ to rank candidate edges, and find the optimal tree with respect to this measure using a simple maximum spanning tree algorithm.

4.2 Choosing From Multiple Copula Families

The above approach, suggested by Elidan [2012] allows for efficient structure learning of a copula based model that makes use of a single copula family. Obviously, not all pairs of variables share the same dependence characteristics and while the interaction between one pair of variable be be Gaussian, the interaction between another pair may be heavy-tailed and exhibit, for example, a behavior that is close to a Gumbel distribution. As an example, for the Crime census domain described in Section 5, the optimal tree includes around 41% edges parameterized by a Gaussian copula, 48% edges parameterized by a Gumbel copula, and 11% edges parameterized by a Clayton copula. Obviously, the need for a mix of copula families is real.

We now present an efficient approach for learning copula-based graphical models while allowing for a mix of copula families while retaining the lightning-speed efficiency of learning that is based on Spearman’s $\rho_s$ empirical evaluation. Naively, since the expected log-likelihood is monotonic in Spearman’s $\rho_s$, the following procedure may seem reasonable:

- Simulate the characteristic curve of expected log-likelihood for each copula family (note that this needs to be carried out only once).
- For each value of Spearman’s $\rho_s$ choose the family that offers the highest expected log-likelihood.

Unfortunately, such a procedure can fail since the theoretical result guarantees monotonicity within a copula family and not between copula families. In fact, as Figure 2(left) shows, the expected log-likelihood vs. Spearman’s $\rho_s$ is highest for Clayton copula family through much of the range of $\rho_s$ values. Using the naive approach would lead us in this case to over-favor the Clayton copula.

An intuitive explanation to the above phenomenon is that while characteristic curves indeed capture the behavior given Spearman’s $\rho_s$ for a particular family, they do not take into account the likelihood of seeing a particular value of $\rho_s$ within each family. In fact, we can expect the density of $\rho_s$ (which is always in the range $[-1,1]$) to be quite different between the normal copula family whose dependence parameter is in the range $[-1,1]$ and, for example, the Clayton copula family whose parameter has infinite support.

Given the above, we would like to somehow take into account a prior density over $\rho_s$ for each copula family. Using $C$ to denote the set of copula families and $f_c(\rho_s)$ to denote the density of $\rho_s$ for a copula family $c \in C$, we will then choose the copula family that maximize the expected posterior

$$\text{argmax}_{c \in C} E(\log c(F(x), F(y); \rho_s) + \log f_c(\rho_s)) \quad (3)$$

Importantly, this approach still relies on precomputed (posterior) characteristic curves and thus is as efficient as learning with a single copula family, regardless of the number of copula families considered.

The obvious question is how to choose the prior $f_c(\rho_s)$ for each copula family. In depth exploration of this question is left to future work and in here we use a straightforward approach which, as will be seen.

![Figure 2: (left) expected log-likelihood vs. Spearman’s $\rho_s$ for the normal, Gumbel and Clayton copula families. (right) expected posterior vs. Spearman’s $\rho_s$.](image)
in Section 5, proves quite effective in practice. We choose a prior that, while taking into account the range of dependence parameter for each copula family, assigns higher density to the independence model where $\rho_s = 0$. Appealingly, this is both uninformative while at the same time ensuring that we do not encourage dependence that is due to finite data noise.

Concretely, in this paper we consider the normal copula and the most popular Archimedean copula families, namely the Clayton, Frank, and Gumbel copula families. For the normal copula, the above translates into a standard truncated Laplace (also known as double exponential prior). For the Gumbel copula we use a shifted by unity exponential distribution (according to dependence parameter support) and for Clayton we take exponential distribution with parameter $\lambda = 4$. The resulting characteristic curves are shown in Figure 2(right) where it is clear that different copula families are preferred (highest) in different regions. In the next section we will show that using this curve to automatically choose the copula family based on empirical Spearman’s $\rho_s$ evaluation results in competitive models that are learned very efficiently.

We note that the characteristic curve for the Frank copula family is missing from this graph because of its similarity to that of the normal copula family. The implication of this similarity is that our method cannot be used to separate these two copula families. This should not come as a great surprise since the symmetric Frank density, while not Gaussian, is much more similar to the normal distribution than, for example, the asymmetric heavy-tailed Gumbel one. While this may sound problematic, due to the similarity of densities, the practical implications of wrongly choosing between the Frank and Gaussian copulas are relatively small, as confirmed in preliminary experiments (not shown here for clarity of exposition).

5 Experimental Evaluation

In this section we demonstrate the practical benefit of our speedy model selection (SMS) method for learning expressive real-valued copula graphical models. As noted, we focus on tree structures where the learning task decomposes into the bivariate evaluation of the merit of each edge in the network individually. The significant generalization advantage of copula-based graphical models over the standard Gaussian BN has been demonstrated in the past [Kirshner, 2007, Elidan, 2010] (and confirmed for our datasets). For clarity, in here we focus on the additional advantage over models that involve only a single copula family.

For each edge we allow for a Gaussian, Clayton or Gumbel copula, with the prior for each family as defined in Section 4. As a baseline we consider learning only with a Gaussian copula, which is the strongest of all single family baselines. We also compare to the golden standard of learning using exact maximum likelihood computations. For the univariate marginals in all cases, we use standard kernel-based approach [Parzen, 1962] with the common Gaussian kernel (see, for example, [Bowman and Azzalini, 1997] for details).
We consider three varied real-life datasets:

- **Crime** (UCI repository). 100 variables relating to crime ranging from household size to fraction of children born outside of a marriage, for 1994 communities across the U.S.

- **SP500.** End of day changes of the value of the 500 stocks (variables) comprising the Standard and Poor’s index (S&P 500) over a period of close to 2000 trading days (samples).

- **Gene.** A compendium of gene expression experiments used in [Marion et al., 2004]. We chose genes that have at most one missing experiment. This resulted in 765 variables (genes) and 1088 samples.

Results for all three datasets are reported over 10 random equal splits into train and test samples.

We start by considering the average test log probability per instance, shown in Figure 3(left). The superiority of the mixed family model (white bars) over the Gaussian copula model (gray bar) is clear. Further, in the two bigger datasets, our highly efficient SMS approach improves substantially over the baseline both when taking into account the maximum likelihood golden standard and in absolute terms of bit per instance improvement. Appealingly, as the domain becomes more complex and the number of variable grows, so does our advantage. Figure 3(right) shows a typical more detailed comparison of performance for the SP500 domain. As can be clearly seen, our superiority is consistently substantial over all random repetitions.

Next, we consider the qualitative ability of our SMS approach that is based on Spearman’s $\rho_s$ evaluation to correctly identify both the structure and the best copula family for each edge. Figure 4 (left) shows for each of the datasets the average percentage of edges, over the 10 random runs, that are common to the model learned by our SMS method and the one learned using exact time-consuming computations. As can be clearly seen, the overlap between the trees learned is nontrivial considering the size of the domain the fact that our structure learning approach only relies on simple empirical Spearman’s $\rho_s$ estimates. To evaluate the ability of our approach to also correctly choose the right parameterization for each edge, Figure 4 (middle) shows the average percentage of edges that, in addition to being in both the SMS model and that learned using exact computations, also agree on the copula family. Again, given the inherent difficulty of model selection, the similarity between the two models is appealing. The least favorable overlap for the crime domain also explains why our log-probability performance for the crime domain is the least impressive. Still, even in this case, performance is superior to the baseline Gaussian copula only model.

Finally, we consider the speedup factor of our SMS method when learning a mixed family copula model relative to learning using exact computations. Figure 4(right) shows the average speedup factor. For all three domains the speedup is quite impressive at around two orders of magnitude. Learning the SP500 model, for example, takes only minutes on a single CPU making structure learning a significantly more accessible task than in the past. We note that the growth rate of both our SMS method and the exact one as a function of the number of variables is similar, and that the difference is in the dependence on the operations that have to be carried out for each training instance. The speedup reported confirms this since, for example, the Gene dataset has almost half the samples of the Crime dataset. Thus, while achieving impressive speedups even for the modest datasets considered here, our SMS method is particularly suited to handle a substantial number of training samples.
6 Summary and Future Work

In this paper we addressed the computationally demanding challenge of structure learning for real-valued domains in the context of expressive copula-based models. First, we significantly extended the result of Eldidan [2012] and substantiated the conjecture of the monotonic relationship between the magnitude of Spearman’s $\rho_s$ and the expected likelihood of an edge in the network. Second, we suggested a novel Bayesian approach for performing structure learning while also allowing for the selection of a different copula family for each edge, without incurring any computational cost. Third, we demonstrated the effectiveness of our SMS approach on varied real-life domains.

Importantly, the domains considered are quite sizable by structure learning standards and dramatically so for copula models. Further, to the best of our knowledge, ours is the first method for automated learning of multivariate copula-based models that allows for a mix of different copula families.

An obvious open theoretical question is the identification of necessary conditions for the monotonicity relationship between Spearman’s $\rho_s$ and the copula entropy. Another important and practical avenue of research is the exploration of appropriate priors for the density of $\rho_s$ for different copula families. More generally, it would be useful to find other efficient proxies for speedy model selection, e.g., based on other dependence measures such as the Schweizer-Wolff sigma [Schweizer and Wolff, 1981].

7 Appendix

We now prove that the Ali-Mikhail-haq and Gumbel-Barnett copula densities are TP2/RR2, allowing us to apply Theorem 3.3 to these families. We start with a useful property of TP2 that will be used in our proof:

Observation 7.1: Let $f_1(x, y), f_2(x, y)$ be two real non-negative TP2 (RR2) functions. Then $\Psi(x, y) = f_1 f_2$ is TP2 (RR2).

Proof: From the TP2 property we have

$$
\Psi(x_1, y_1) \Psi(x_2, y_2) = 
= f_1(x_1, y_1) f_1(x_2, y_2) f_2(x_1, y_1) f_2(x_2, y_2) 
\leq f_1(x_1 \lor x_2, y_1 \lor y_2) f_1(x_1 \land x_2, y_1 \land y_2) 
\times f_2(x_1 \lor x_2, y_1 \lor y_2) f_2(x_1 \land x_2, y_1 \land y_2) 
\equiv \Psi(x_1 \lor x_2, y_1 \lor y_2) \Psi(x_1 \land x_2, y_1 \land y_2),
$$

where the last line follows from the previous by definition after rearranging of terms. The result follows from the definition of a TP2 density.

Lemma 7.2: The Ali-Mikhail-haq (AMH) density

$$
c(u, v) = \frac{1 + \theta[(1 + u)(1 + v) - 3] + \theta^2(\tilde{u})(\tilde{v})}{[1 - \theta(\tilde{u})(\tilde{v})]^{-3}},
$$

for $\theta \in [-1, 1]$ and where $\tilde{u} \equiv (1 - u), \tilde{v} \equiv (1 - v)$, is TP2 when $\theta \in [0, 1]$ and RR2 when $\theta \in [-1, 0]$.

Proof: We will show that for $\theta \in [0, 1]$, the AMH density is a product of two non-negative TP2 functions, and the result will follow from Observation 7.1:

$$
f_1(u, v) = 1 + \theta[(1 + u)(1 + v) - 3] + \theta^2 \tilde{u} \tilde{v},
f_2(u, v) = [1 - \theta \tilde{u} \tilde{v}]^{-3}.
$$

The positivity of $f_1, f_2$, can be easily verified. Further, a positive function is TP2 iff it is supermodular on the log scale. Also, a function $f(u, v)$ is supermodular iff its second order derivatives are positive, that is $\partial u \partial v f(u, v) \geq 0, (u, v) \in \mathbb{R}^2$. We now have,

$$
\frac{\partial^2 \log f_2(u, v)}{\partial u \partial v} = -3\theta^2 \tilde{u} \tilde{v} - \theta [1 - \theta \tilde{u} \tilde{v}] 
\equiv \frac{\partial^2 \log f_2(u, v)}{\partial u \partial v} = \frac{-3\theta^2 \tilde{u} \tilde{v} - \theta [1 - \theta \tilde{u} \tilde{v}]}{[1 - \theta \tilde{u} \tilde{v}]^2}.
$$

This second order derivative is positive so that $f_2(u, v)$ is TP2. Using the same technique, we can show that $\log f_1(u, v)$ is supermodular, hence $f_1(u, v)$ is also TP2. The proof for $\theta \in [-1, 0)$ is similar.

Lemma 7.3: The Gumbel-Barnett (GB) density by

$$
c(u, v) = (-\theta + [1 - \theta \tilde{u}][1 - \theta \tilde{v}]) e^{-\theta \tilde{u} \tilde{v}},
$$

for $\theta \in (0, 1)$, and where $\tilde{u} = \theta \log(1 - u), \tilde{v} = \theta \log(1 - v)$, is an RR2 function.

Proof: We will show that the GB density is a product of two non-negative RR2 functions. Define

$$
f_1(u, v) = -\theta + [1 - \theta \tilde{u}][1 - \theta \tilde{v}],
f_2(u, v) = e^{-\theta \tilde{u} \tilde{v}}.
$$

$f_2$ is non-negative and since $c(u, v)$ is a density function, $f_1$ must also be non-negative. Also note that a function is RR2 only if is submodular on the log scale, and that a function is submodular if its second order derivative is non-positive. Starting with $f_1(u, v)$, we have

$$
\frac{\partial^2 \log f_1(u, v)}{\partial u \partial v} = \frac{-\theta^3}{(1 - u)(1 - v)},
$$

and this term is always non-positive for $\theta \in (0, 1]$. Thus, $f_1(u, v)$ is RR2. The proof that $f_2(u, v)$ is RR2 is similar. It follows that the Gumbel-Barnett density is an RR2 function.
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Abstract

We consider the problem of learning by demonstration from agents acting in unknown stochastic Markov environments or games. Our aim is to estimate agent preferences in order to construct improved policies for the same task that the agents are trying to solve. To do so, we extend previous probabilistic approaches for inverse reinforcement learning in known MDPs to the case of unknown dynamics or opponents. We do this by deriving two simplified probabilistic models of the demonstrator’s policy and utility. For tractability, we use maximum a posteriori estimation rather than full Bayesian inference. Under a flat prior, this results in a convex optimisation problem. We find that the resulting algorithms are highly competitive against a variety of other methods for inverse reinforcement learning that do have knowledge of the dynamics.

1 Introduction

We consider the problem of learning by demonstration from agents acting in stochastic Markov environments, or in stochastic Markov games [13, 18], when we do not know the underlying dynamics of the environment or the opponent strategy. This type of learning is very useful, since it can significantly decrease the time needed to acquire a particular task. Another possible application are games such as chess, where large libraries of expert play have been accumulated over the years. Inverse reinforcement learning offers a principled method to use this data for imitating expert play, even when the experts are deviating from the optimal strategy. In this paper, we learn through demonstration by estimating the preferences and policy of the agent giving the demonstration. These can then be used to estimate improved policies, by combining the inferred agent preferences with policy improvement schemes. This is not always trivial, since the demonstrations may be sub-optimal and the underlying dynamics are unknown to us.

Our main technical contribution is two inverse reinforcement learning algorithms for the case of unknown dynamics. These are inspired by two Bayesian models for inverse reinforcement learning in known environments [7, 17]. Our first algorithm extends the original model to unknown dynamics by coupling probabilistic preference and policy estimation with approximate dynamic programming schemes and maximum a posteriori estimation. Thus, we avoid explicitly estimating a model altogether. Our second algorithm proposes a simpler model where the policy and value function are jointly represented by the same set of parameters. We can thus eliminate both the dynamic programming step and estimation of the dynamics. Finally, we experimentally evaluate our schemes against a broad selection of algorithms which do know the dynamics. We consider both agents acting in unknown environments, as well agents playing stochastic games, and show that we can approach and even surpass the performance of methods that use knowledge of the dynamics.

The remainder of the paper is organised as follows. Section 2 formally introduces the setting, while Section 3 discusses related work and our contribution. Section 4 describes our models and algorithms. Comparisons with other methods are given in Section 5, and we conclude with a discussion in Section 6.
We assume that both the agent policy \( \pi \) and the environment \( \nu \) are Markovian. Consequently, the action \( a_t \) only depends on the current state \( s_t \) and the next state \( s_{t+1} \) only depends on \( s_t, a_t \). The agent acts according to some (unknown to us) reward function \( \rho : S \times A \to \mathbb{R} \). In particular, any policy \( \pi \) that the agent chooses, has a value defined in terms of the expected utility with respect to \( \rho \):

\[
V^\pi_{\nu, \rho}(s) \triangleq \mathbb{E}_{\pi, \nu}(U_{\rho} \mid s_1 = s), \quad U_{\rho} \triangleq \sum_{t=1}^{T} \rho(s_t, a_t),
\]

(2.1)

where \( T \) may be random.\(^1\) We denote the optimal policy for a reward function by \( \pi^*_{\nu, \rho} \), with either of those two arguments omitted if it is clear from context. The optimal value function is denoted by:

\[
V_{\nu, \rho}^* \triangleq \sup_{\pi} V^\pi_{\nu, \rho}.
\]

(2.2)

Similarly, we define \( Q_{\nu, \rho}^*(s, a) \triangleq \mathbb{E}_{\pi, \nu}(U_{\rho} \mid s_1 = s, a_1 = a) \) to be the expected utility of taking action \( a \) at state \( s \) and following \( \pi \) thereafter, while \( Q_{\nu, \rho}^*(s, a) \) is the optimal Q-function. We assume that the agent’s policy is \( \varepsilon \)-optimal with respect to \( \rho \), that is:

\[
V_{\nu, \rho}^\pi \geq V_{\nu, \rho}^* - \varepsilon.
\]

(2.3)

In our setting, we can observe the sequence of states and actions taken and we know (the distribution of) \( T \). However, the policy \( \pi \), the environment \( \nu \) and the reward function \( \rho \), as well as the \( \varepsilon \)-optimality of the policy are unknown to us.

## 3 Related work and contribution

Inverse reinforcement learning [15] is the problem of estimating the reward function of an agent acting in a dynamic environment. It is thus closely related to preference elicitation [3], since the reward function can be used to calculate the agent preferences, and apprenticeship learning [1], since for each reward function one can calculate the optimal policy.

Much previous work in this setting employs a linear approximation with feature expectations. The general idea is to find a reward function minimising some loss between the expert features expectations and the one of the optimal policy for the approximated dynamics and reward function. A representative example is [8], which uses the quadratic programming maximum-margin approach proposed in [1] to obtain a reward function and least squares temporal differences (LSTD) [4] for policy evaluation. LSTD is also used to estimate the feature expectation of the expert. A similar approach is taken in [14], which used the game-theoretic algorithm MWAL [20] where a near optimal policy is found by using LSPI, a variant of LSPI [11] for discrete finite horizon Markov decision processes.

Other methods avoid using policy iteration, but nevertheless indirectly employ knowledge of the environment. The most important work in this category is relative entropy inverse reinforcement learning [2]. The main idea is to perform a sub-gradient ascent on an appropriate loss. The sub-gradient is estimated using importance sampling on trajectories generated using a stochastic policy on the real environment. Another work in this category is the SCIRL (Structured Classification for Inverse Reinforcement Learning) algorithm [9]. Using the observation that the reward and the Q function share the same parameter, then estimate it by minimising an appropriately defined loss. While we use a similar idea, SCIRL uses the real environment model to calculate feature expectations.

An altogether different approach is taken by [12], which constructs reward features from a set of component features through logical conjunctions. Given a set of trajectories, and the true environment model, the algorithm then estimates a reward function by finding the most effective feature combinations.

Our algorithms are inspired by two recently proposed probabilistic models for Bayesian inverse reinforcement learning. The first model starts by specifying a prior on the reward function and a reward-conditional distribution on policies through a prior on policy randomness [17]. The second model instead specifies a prior on the policy directly and policy-conditional distribution on the reward functions through a prior on policy randomness [7]. These methods have been described and evaluated on problems where the dynamics are known and the authors suggest that handling the unknown dynamics case would be possible by simply adding a prior distribution on the dynamics.

### 3.1 Our contribution

Our own work focuses on the problem of learning from demonstration in the case where the transition model of the process is unknown. This is the case when the agent is either acting in an environment with unknown dynamics, or playing an alternating Markov game against an unknown opponent. Unlike most previous approaches, we do not have prior knowledge of the dynamics, either in the form of an analytically available transition kernel, or in the form of a simulator from which we can take samples.

With respect to the reward-prior model specified

\[ d_k = (s^k_1, a^k_1), \ldots, (s^k_T, a^k_T) \]
In [17], our main technical novelty is to avoid estimating the dynamics altogether. Instead, we use approximate dynamic programming (LSTDQ) in combination with linear parametrisation to obtain policies and value functions for the reward prior model.

With respect to the policy-optimality-prior specified in [7], our main technical novelty is that we eliminate the need for a dynamic programming step altogether. This significant simplification is achieved by placing a prior on value functions rather than reward functions. Then, instead of considering all possible value functions for which a given policy is ε-optimal, we restrict the space by jointly parametrising the policy and value function.

Thirdly, our models use features, rather than the raw state observations. Thus our algorithms are more generally applicable.

Finally, for computational simplicity, we employ maximum a posteriori (MAP) estimation, rather than full Bayesian inference, as also suggested in [5]. Then inference can be performed quickly using any appropriate global or local optimisation algorithm.

Our main experimental contribution is to show that our proposed algorithms are highly competitive against six other methods, even if those are using knowledge of the dynamics. In particular, we investigate the robustness of our algorithms, by tuning the hyperparameters, including the features, on a fixed set of demonstrations and then testing their performance on a large sample of demonstrations drawn from some distribution.

We compare our approaches with the full Bayesian method RPB in [17], the MAPIRL method in [5], MWAL [20], the maximum entropy method MAX-ENT [21], the projection method Proj suggested in [1], MMP [16] and finally the feature-based FIRL [12]. We outperform most of those methods in all of our experiments, apart from the FIRL which (naturally) had particularly good performance in a domain with a high number of features. However, even in this case, our algorithms, without any knowledge of the dynamics, manage to approach the FIRL solution.

4 Models

The algorithms we provide are inspired by the probabilistic models introduced in [7, 17], whose difference from our models we describe in this section. Both of these maintain a joint prior distribution $\pi$ on policies $\pi \in \mathcal{P}$ and reward functions $\rho \in \mathcal{R}$. They only differ on how they model their dependencies. The reward prior model specifies a prior on reward functions and a conditional distribution on policies given the reward.

The policy optimality model specifies a prior on policies and a conditional distribution on reward functions given the policy. In both cases, the likelihood is simply the probability $p(D | \pi)$ of observing the demonstrations under the estimated policy.

Both of our models use features, rather than direct state observations. Thus, we define a mapping $g_R : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{X}_R$ from the state-action space to a feature space $\mathcal{X}_R \subset \mathbb{R}^{m_R}$ for the reward function. Similarly, we also define a mapping $g_Q : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{X}_Q$ from the state-action space to a feature space $\mathcal{X}_Q \subset \mathbb{R}^{m_Q}$ for the state-action value function.

4.1 Reward prior (RP) model

The main difference between the original model and ours is with respect to the reward function parametrisation and the value function estimation. In our model, we maintain a parameter $w_R \in \mathbb{R}^{m_R}$ parametrising the reward function via a linear function $f : \mathcal{X}_R \times \mathbb{R}^{m_R} \rightarrow \mathbb{R}$, such that:

$$\rho(s, a) \triangleq f(g_R(s, a), w_R) \triangleq g_R(s, a)^\top w_R. \quad (4.1)$$

Since the environment dynamics are not known, we employ least-square temporal differences (LSTDQ [11]) to obtain a parametrised state-action value function:

$$\hat{Q}^*(s, a) = g_Q(s, a)^\top w_Q. \quad (4.2)$$

The use of LSTDQ allows us to consider the case where the demonstration $D$ comes from a suboptimal expert. Since $D$ is generated by the expert’s policy, we can use the on-policy LSTDQ. This finds a parameter $w_Q$ such that $w_Q = A^{-1}b = A^{-1}Zw_R = Cw_R$, with $C = A^{-1}Z$ and:

$$A = \sum_{d_k \in \mathcal{D}} \sum_{t=1}^{T_k-1} g_Q(s_t^k, a_t^k) (g_Q(s_t^k, a_t^k) - \gamma g_Q(s_{t+1}^k, a_{t+1}^k))^\top \quad (4.3)$$

$$b = \sum_{d_k \in \mathcal{D}} \sum_{t=1}^{T_k-1} g_Q(s_t^k, a_t^k) \rho(s_t^k, a_t^k) \quad (4.4)$$

$$= \sum_{d_k \in \mathcal{D}} \sum_{t=1}^{T_k-1} g_Q(s_t^k, a_t^k) g_R(s_t^k, a_t^k)^\top w_R \quad (4.5)$$

$$= (\sum_{d_k \in \mathcal{D}} \sum_{t=1}^{T_k-1} g_Q(s_t^k, a_t^k) g_R(s_t^k, a_t^k)^\top) w_R \quad (4.6)$$

$$= Zw_R. \quad (4.7)$$

So:

$$Z = \sum_{d_k \in \mathcal{D}} \sum_{t=1}^{T_k-1} g_Q(s_t^k, a_t^k) g_R(s_t^k, a_t^k)^\top. \quad (4.8)$$
As the demonstration \(D\) is fixed, so are \(A\), \(Z\) and \(C\). Then,
\[
\hat{Q}^*_w(s, a) = g_Q(s, a) \top C w_R. \quad (4.9)
\]
As in the original model, we assume that, the demonstration policy \(\pi\) is \textit{softmax} with respect to the value function:
\[
\pi_{\beta, w_R}(a | s) \triangleq \frac{e^{\beta \hat{Q}^*_w(s, a)}}{\sum_{a'} e^{\beta \hat{Q}^*_w(s, a')}}. \quad (4.10)
\]
Finally, the likelihood is simply:
\[
p(D | \beta, w_R) = \prod_{d_k \in D} \prod_{t=1}^{T_k} \pi_{\beta, w_R}(a_t^k | s_t^k), \quad (4.11)
\]
and the overall posterior can be factorised due to conditional independence:
\[
\xi(\beta, w_R | D) \propto p(D | \beta, w_R) \xi(w_R) \xi(\beta). \quad (4.12)
\]
The main question is which prior to select. If we assume a uniform prior for the reward parameters \(w_R\) and \(\beta\), taking the logarithm and replacing \(\hat{Q}^*_w\) by its value results in the following maximisation problem:
\[
\max_{w_R} \sum_{d_k \in D} \left\{ \sum_{t=1}^{T_k} \beta g_Q(s_t^k, a_t^k) \top C w_R - \ln \sum_{a'} e^{\beta g_Q(s_t^k, a_t^k) \top C w_R} \right\}. \quad (4.13)
\]
Equation 4.13 is a concave function which can be maximised efficiently. Note that since \(w_R\) is not constrained and the prior for \(w_R, \beta\) is uniform, \(\beta\) is essentially a free parameter which can be set to an arbitrary positive value. Then, we can get both the preference of the expert \(w_R\), as well as the parameter of the value function \(w_Q\).

An alternative is to use an exponential prior for \(\beta\) and a Dirichlet prior for \(\rho\). Intuitively, this should induce a penalty for overfitting, and a sparse reward function. However, the optimisation is in this case difficult, and in preliminary experiments we found that it did not improve upon the uniform prior.

### 4.2 Policy optimality (PO) model

This model starts with a prior \(\xi(\pi)\) on the policies. This allows a posterior on the policy \(\xi(\pi | D)\) to be obtained from the data directly. This type of “imitator” policy is then tempered through use of a prior on policy optimality. Briefly, if the policy is \(\varepsilon\)-optimal, then there is a set of reward functions \(R_\varepsilon\) such that \(V^*_\varepsilon \geq V^*_\rho - \varepsilon\) for any \(\rho \in R_\varepsilon\).

The \textit{original} model assumed a prior \(\xi(\varepsilon) = e^{-\varepsilon}\), for \(\varepsilon\)-optimality, and so obtained a distribution on reward functions conditional on the policy and its optimality. The overall posterior was then factorised as follows:
\[
\xi(\varepsilon, \pi, \rho | D, \nu) \propto p(D | \pi, \nu) \xi(\rho | \pi, \varepsilon) \xi(\xi(\pi)). \quad (4.14)
\]
The difficulty with this model is that one has to consider all reward functions for which a policy is \(\varepsilon\)-optimal. This is not a problem for a finite set reward functions, but it makes inference hard in the general case. In addition, since \(\nu\) is not known, one would have to integrate (or maximise) over \(\nu\) explicitly.

Our own model considers \textit{value functions} directly, rather than reward functions, thus eliminating the need for a dynamic programming step. In particular, a vector \((w_Q, \beta)\) with \(w_Q \in \mathbb{R}^{m_Q}\), jointly parametrises the optimal value function and the demonstrator policy. Specifically, the optimal state-action value function is parametrised via a linear function \(h : \mathcal{X}_Q \times \mathbb{R}^{m_Q} \rightarrow \mathbb{R}\), such that:
\[
Q(s, a) = h(g_Q(s, a), w_Q), \quad (4.15)
\]
while the policy is defined as:
\[
\pi_{\beta, w_Q}(a | s) = \frac{e^{\beta Q(s, a)}}{\sum_{a' \in A} e^{\beta Q(s, a')}}. \quad (4.16)
\]
Each parameter \(\beta, w_Q\) corresponds to a unique policy-value function pair. We assume an independent prior \(\xi(\beta, w_Q) = \xi(\beta)\xi(w_Q)\). Our posterior probability is then:
\[
\xi(\beta, w_Q | D) \propto p(D | \beta, w_Q) \xi(\beta) \xi(w_Q), \quad (4.17)
\]
since given \(\beta, w_Q\), the policy and value function are uniquely determined.

Using uniform priors for all parameters, and taking the logarithm, results in the following maximisation problem:
\[
\max_{w_Q} \sum_{d_k \in D} \left\{ \sum_{t=1}^{T_k} \beta g_Q(s_t^k, a_t^k) \top w_Q - \ln \sum_{a'} e^{\beta g_Q(s_t^k, a_t^k) \top w_Q} \right\}. \quad (4.18)
\]
It is easy to see that PO model can also be obtained by replacing \(C w_R\) in equation 4.13 by the value \(w_Q\). Although both PO and RP look similar, the PO model does not require the matrix \(C\). Intuitively we can see that PO considers value functions directly, rather than reward functions, thus eliminating the need for a dynamic programming step. In particular, a vector \(w_Q\) jointly parametrises the optimal value function and the
A demonstrator policy defined in equation 4.10. Another significant difference is that PO starts with a prior \( \xi(\pi) \) on the policies. This allows a posterior on the policy \( \xi(\pi | D) \) to be obtained from the data directly.

An alternative model is to use an exponential distribution, \( \xi(\beta^{-1}) = Exp(1) \) for the scaling parameter, and a Dirichlet distribution \( \xi(w_Q) = Dirichlet(\alpha) \) for the other value function parameters, with \( \alpha \in \mathbb{R}^+_m \) such that \( \alpha_i = \frac{1}{2} \), so the posterior is:

\[
\xi(\beta, w_Q | D) \propto \prod_t \pi_{\beta, w_Q}(a_t | s_t) \prod_i w_{Qi}^{\alpha_i - 1} e^{-\beta^{-1}}.
\]  

(4.19)

Taking the logarithm, we now need to solve the following maximisation problem, under the constraint \( \|w_Q\|_1 = 1 \), and \( w_{Qi} \in [0, 1] \):

\[
\max_{\beta, w_Q} \sum_t \ln \pi_{\beta, w_Q}(a_t | s_t) - \frac{1}{2} \sum_i w_{Qi} - \beta^{-1}.
\]

(4.20)

Now \( \beta^{-1} \) can be seen as a simple penalty to avoid overfitting. Due to the constraints, parameters \( w_Q \) where a few components have large values are favoured. Thus, this model can be seen as a sparse regularised classifier.

### 5 Experiments

We performed a set of experiments in three domains. These are either stochastic environments or alternating Markov games. In all those experiments, our algorithms did not assume knowledge of the underlying process, or opponent. For those cases where it was possible to obtain an analytic model of the process and/or of the opponent, we also compared our algorithms with methods which assume knowledge of the underlying dynamics. In all cases, we first tuned hyper-parameters of the algorithms in a small set of demonstration trajectories. These algorithms were then evaluated on multiple runs with varying amounts of demonstration trajectories, in order to examine the robustness of algorithms and their performance improvement as the amount of data increased.

As mentioned in the previous section, we have a choice of different priors for the models. The uniform priors lead to convex problems, which allow us to use an efficient algorithm (L-BFGS) to find the maximum a posteriori parameters. In preliminary experiments with the alternative priors, we had to resort to random restarts combined with local search. This didn’t lead to better results, possibly due to the difficulty of the optimisation problem. Consequently, in the presented experiments, we only show results with uniform priors. We use LPO to denote the linear PO model and LRP for the linear RP model.

All the experiments are performed on discrete environments, even though inference is performed on a set of features instead. Consequently, it is possible to compute the optimal policy with respect to a given reward function on all of these environments. In our experiments, we compare the performance of the policies found by the inverse RL algorithms to that of the optimal policy of the environment. In particular, the loss of a policy \( \pi \) is:

\[
\ell(\pi) \triangleq \sum_{s \in S} \mu(s)(V^*(s) - V(\pi)(s)),
\]

(5.1)

where \( \mu \) is the starting state distribution of the problem.

In all these experiments, the features are appropriately scaled for each algorithm. For example, when using MWAL the features are scaled so that they lie in \([-1, 1]\), whereas for Proj, they lie in \([0, 1]\). For all experiments the features of the reward function \( g_R \) are state features.

#### 5.1 Blackjack

The first domain is blackjack, as described in [19]. The goal is to get cards such that their sum is as close as possible to 21 without exceeding it. All face cards count as 10 and the ace can be either 1 or 11 (usable). At the beginning of the game, two cards are dealt to both the dealer and the player. One of the card of the dealer is face up, the other is face down. If the player is immediately 21 (a face and an ace), then it is a natural and he wins (+1.5 points). Otherwise, he can request additional cards one by one (hits) until he either stops (sticks) or exceeds 21 (goes bust). If he goes bust, he loses (-1 points); if he sticks, then it is the dealer’s turn. The dealer sticks when he has 17 or greater; he hits otherwise. If the dealer goes bust, then the player wins (+1 points); otherwise the outcome is determined by who ever is closer to 21.

The state is determined by the sum of the player’s hand (12-21), the dealer card (ace-10 or 1-10), and whether or not the player holds a usable ace. We ignore the case where the player sum is less than 12, as then the player will always hit. This results in 201 states, including the terminal state.

We used 14 features for the reward function \( g_R \). They included the state variables, their higher order (multivariate) polynomial terms (up to 2) and a bias (which is always 1). For the value function features \( g_Q \), we repeated the reward features for each action. In this
domain, the initial state distribution \( \mu \) is derived from the uniform distribution on the set of cards.

The demonstrations are obtained from the optimal policy. We varied the number of episodes (from 10 to 10000) to determine the ability of the different algorithms to handle limited data. We report average performance on 200 runs. This includes both the loss (5.1) and CPU time.

5.2 Gridworld

The second experiment is on 32 \( \times \) 32 gridworlds. The agent can move into 5 directions (west, east, north, south, or be still). But with probability 0.3 it fails and moves to a random direction. The grids are partitioned into 3 non overlapping regions (one at the lower left corner, one at the upper right corner and the third elsewhere). The initial state is uniformly drawn from the possible states. The true reward is positive in the two regions at the corner and negative elsewhere.

We used 64 features for the reward function \( g_R \). These features included the coordinates \( x \) and \( y \) and 62 binary features indicating if \( x \) or \( y \) is lower than some value. For the value function features \( g_Q \), we repeated the reward features for each action.

The demonstrations are obtained from an optimal agent. The number of steps for each episode is 8. The number of episodes is varied from 10 to 10000. We measured the average performance loss with respect to the optimal value function, over 10 experimental runs.

5.3 Tic-Tac-Toe

The final experiment is the game of tic-tac-toe. It is a 3 \( \times \) 3 board game where two players (X and O) take turns alternatively to place their mark on empty spaces. The player who first places three marks in a row, horizontally, vertically, or diagonally wins and obtains a reward of +1. If there is no legal move remaining, the game is a draw. The game state can be described by 9 factors, each indicating the mark at a board location. Thus the total number of states is at most \( 3^9 \), symmetry and unreachable states notwithstanding. There are up to 9 possible actions.

To construct \( g_R \), we used the features described in [10]: the number of singlets (horizontal, diagonal, vertical lines with exactly one symbol X or O), doublets (horizontal, diagonal, vertical lines with exactly two symbols X or O), triplets (horizontal, diagonal, vertical lines with exactly three symbols X or O), diversity (the number of different singlet directions for each player) and crosspoints (an empty field belonging to at least two singlets of the same player) for each player; their higher order (multivariate) polynomial terms (up to 2) as well as the 9 features for the raw board position.

The features \( g_Q \) of the value function for a state-action pair \( (s,a) \) are those of the resulting state \( s' \) prior to the opponents play. We learned the policy for player X. The demonstrations are obtained from a game between the optimal player (X) and a uniformly random player (O). Player X randomly selects one of the available minimax-optimal actions. We performed the experiments by varying the number of demonstrations (from 10 to 10000) and report results averaged over 200 runs. We evaluated two cases: one against a random player and one against an optimal player.

5.4 Results

For clarity of presentation, the figures only compare our algorithms with the original reward prior model RPB, the maximum entropy method MAX-ENT [21] and the feature-based FIRL [12]. While results for
MWAL [20], MAP IRL [5], MMP [16] and Proj [1], are omitted for clarity of presentation, they did not in general perform better than the methods shown. Unlike our algorithms, all of the methods we compare against use knowledge of the environment and consequently enjoy an additional advantage.

Figure 1(a) shows the expected loss \( \ell \) for blackjack for LPO, LRP and prior algorithms. We can see that most algorithms found a good policy as the amount of data increases. However, RPB, MMP and MWAL (not shown) completely failed to find a reward inducing a policy close to the expert’s one (always hits) even after \( 10^4 \) demonstrations. The performance of MAX-ENT is better but does not improve with more data, in contrast to the original Bayesian approach \(^2\) RPB, and the maximum a posteriori approach MAP IRL. The best competing approach is FIRL, but LRP manages to surpass its performance, even without knowledge of the dynamics. In addition, both LPO and LRP require significantly less computation time than all other approaches, as can be seen in Fig. 1(b).

Figure 2 presents the expected value loss on the gridworld. The performance of LRP, LPO, and FIRL increases with more demonstrations. With less data, we can see that LPO slightly outperforms all other algorithms including FIRL. Again, the performance of MAX-ENT does not improve with more data. Also the performance of the original Bayesian approach RPB does not anymore increases with more data.

As a final example, we also present results on tic-tac-toe in Fig 3. This way, one may obtain an idea of how well our methods might be applicable to larger games. Figure 3(a) presents the value difference when the opponent is random opponent, while Figure 3(b) shows the results when the opponent is non deterministic but optimal. Against an optimal opponent both LPO and LRP were able to outperform the optimal (minimax) expert while MAX-ENT did not improve from the expert. This can be explained by the fact that MAX-ENT assumes that the expert is optimal and then try to find a reward function which makes the expert optimal. In constrast, LPO and LRP considers a suboptimal expert (\( \epsilon \)-optimal expert), then try to find the true reward of this expert in order to outperform it if possible. Intuitively, the policy found by LPO and LRP takes a little risk in order to beat the expert against random opponents. At the same time, the found policy never looses against an optimal (minimax) expert. In this experiment, FIRL (not shown) completely failed to find a good policy. Its curve is \( y=1 \) for both the random or the optimal opponent.

\(^2\)We also compared our method against the other models detailed in [7, 17], but RPB gave the best results in the tested domains.
Overall, our algorithms are extremely robust and perform near-optimally in all domains. In the blackjack domain they reach the performance of the optimal policy and surpass all alternatives, all of which know the environment model a priori. In the gridworld, they compete well against Firl and even outperformed it with less data in spite of the sophisticated feature discovery method and the knowledge of the dynamics by Firl. Finally, the tic-tac-toe illustration demonstrates that such methods may also be useful in larger games.

Finally, it should be noted that our algorithms always outperform methods using a linear combination of the features. This could be explained by the fact that our cost function is convex and thus we are guaranteed to find the global solution. This is supported by our results for the fully Bayesian RPB method, as well as our preliminary results using different priors, which result in a non-convex problem.

6 Conclusion

We have provided a set of MAP approaches for probabilistic inverse reinforcement learning in unknown environments. These approaches are inspired by probabilistic models originally presented in [7, 17]. By avoiding full Bayesian inference, we were able to extend these methods to the case of unknown dynamics, Markov games and feature observations instead of actual state-action observations. In addition, we proposed an interesting simplification to the policy optimality model presented in [7], such that the set of all $\epsilon$-optimal reward functions for a particular policy does not need to be searched for the policy optimality algorithm.

Experimentally, both algorithms have a performance which equals and even surpasses that of algorithms which assume some knowledge of the underlying dynamics. This includes both approaches which use the dynamics analytically and approaches which only sample from the dynamics. In addition, the computational requirements of both methods are modest and significantly lower than those of the alternatives we tried.

One question is whether it is possible or useful to extend these algorithms to the nonlinear case. This can be done by using some kind of kernel, thus preserving the linearity in the features. This could be of interest for applications where the reward is complex with respect to the features. Finally, we would like to apply these methods to larger problems, and in particular to learning to play games from databases of expert play. It would be interesting to do so while extending them to multiple reward functions, such as for the models considered in [6, 7].
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Abstract
We seek to learn an effective policy for a Markov Decision Process (MDP) with continuous states via Q-Learning. Given a set of basis functions over state action pairs we search for a corresponding set of linear weights that minimizes the mean Bellman residual. Our algorithm uses a Kalman filter model to estimate those weights and we have developed a simpler approximate Kalman filter model that outperforms the current state of the art projected TD-Learning methods on several standard benchmark problems.

1 INTRODUCTION
We seek an effective policy via Q-Learning for a Markov Decision Process (MDP) with a continuous state space. Given a set of basis functions that project the MDP state action pairs onto a basis space, a linear function maps them into Q-values using a vector of basis function weights. The challenge in implementing such a projection-based value model is twofold: to find a set of basis functions that allow a good fit to the problem when using a linear model, and given a set of basis functions, to efficiently estimate a set of basis function weights that yields a high-performance policy. The techniques that we present here address the second part of this challenge. For more background on MDPs, see (Bellman, 1957, Bertsekas, 1982, Howard, 1960) and for Q-Learning see (Watkins, 1989).

In Kalman Filter Q-Learning (KFQL), we use a Kalman filter (Kalman, 1960) to model the weights on the basis functions. The entire distribution over the value for any state action pair is captured in this model, where more credible assessments will yield distributions with smaller variances. Because we have probability distributions over the weights on the basis functions, and over the observations conditioned on those weights, we can compute Bayesian updates to the weight distributions. Unlike the current state of the art method, Projected TD Learning (PTD), Kalman Filter Q-Learning adjusts the weights on basis functions more when they are less well known and less when they are more well known. The more observations are made for a particular basis function, the more confident the model becomes in its assessment of its weight.

We simplify KFQL to obtain Approximate Kalman Filter Q-Learning (AKFQL) by ignoring dependence among basis functions. As a result, each iteration is linear in the number of basis functions rather than quadratic, but it also appears to be significantly more efficient and robust for policy generation than either PTD or KFQL.

In the next section we present KFQL and AKFQL, followed by sections on experimental results, related work, and some conclusions.

2 KALMAN FILTER Q-LEARNING
In each time period an MDP has a continuous state s and an action a is chosen from a corresponding set of actions A_s. The transition probabilities to a successor state s' are determined by the state action pair (s, a), and the reward R(s, a, s') for that period is determined by the two states and the action. We seek to learn an optimal policy for choosing actions and the corresponding optimal net present value of the future rewards given that we start with state action pair (s, a), the Q-value Q(s, a). To make that analysis tractable it is standard to introduce basis functions φ(s, a).

Given n basis functions φ(s, a) for MDP state action pairs (s, a), we learn an n-vector of weights r for those basis functions that minimizes the mean Bellman residual. Our prior belief is that r is multivariate normal with n-vector mean μ and n × n covariance matrix Σ. We model the Q-value by Q(s, a) = r^T φ(s, a)
with predicted value $\mu^T \phi(s, a)$ and variance $\sigma^2(s, a)$. We then treat the Q-Learning sample update $\nu(s, a)$ as an observation with variance $\epsilon(s, a)$, which we assume is conditionally independent of the prediction given $r$. Under these assumptions we can update our beliefs about $r$ using a Kalman filter. This notation is summarized in Table 1.

Table 1: Symbol Definitions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>current MDP state</td>
</tr>
<tr>
<td>$s'$</td>
<td>successor MDP state</td>
</tr>
<tr>
<td>$a \in A_s$</td>
<td>action available in state $s$</td>
</tr>
<tr>
<td>$R(s, a, s')$</td>
<td>MDP reward</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>MDP discount rate</td>
</tr>
<tr>
<td>$\phi(s, a)$</td>
<td>basis function values for state action pair $(s, a)$</td>
</tr>
<tr>
<td>$r$</td>
<td>weights on the basis functions that minimize the mean Bellman residual</td>
</tr>
<tr>
<td>$\mu, \Sigma$</td>
<td>mean vector and covariance matrix for $r \sim N(\mu, \Sigma)$</td>
</tr>
<tr>
<td>$Q(s, a)$</td>
<td>Q-value for $(s, a)$</td>
</tr>
<tr>
<td>$\sigma^2(s, a)$</td>
<td>variance of $Q(s, a)$</td>
</tr>
<tr>
<td>$\nu(s, a)$</td>
<td>Q-Learning sample update value for $(s, a)$</td>
</tr>
<tr>
<td>$\epsilon(s, a)$</td>
<td>variance of observation $\nu(s, a)$, also called the sensor noise</td>
</tr>
</tbody>
</table>

Kalman Filter Q-Learning, as discussed here, is implemented using the covariance form of the Kalman filter. In out experiments the covariance form was less prone to numerical stability issues than the precision matrix form. We also believe that dealing with covariances makes the model easier to understand and to assess priors, sensor noise, and other model parameters. While the update equations for the KFQL are standard, the notation is unique to this application. We describe the exact calculations involved in updating the KFQL below.

2.1 THE KALMAN OBSERVATION UPDATE

The generic Kalman filter observation update equations can be computed for any $r \sim N(\mu, \Sigma)$ with predicted measurement with mean $\mu^T \phi$ and variance $\phi^T \Sigma \phi$. The observed measurement $\nu$ has variance $\epsilon$. First we compute the Kalman gain $n$-vector,

$$G = \Sigma \phi (\phi^T \Sigma \phi + \epsilon)^{-1}. \quad (1)$$

The Kalman gain determines the relative impact the update makes on the elements of $\mu$ and $\Sigma$.

$$\mu \leftarrow \mu + G (\nu - \mu^T \phi) \quad (2)$$
$$\Sigma \leftarrow (I - G \phi^T) \Sigma \quad (3)$$

The posterior values for $\mu$ and $\Sigma$ can then be used as prior values in the next update. For in-depth descriptions of the Kalman Filter see these excellent references: (Koller and Friedman, 2009, Russell and Norvig, 2003, Welch and Bishop, 2001).

2.1.1 MDP Updates

To update our distribution for $r$, we estimate the value of a sampled successor state $s'$ and use that value in our observation update. Because this method is similar to the Bellman residual minimizing approximation used in Q-Learning, we will refer to it as the sample update. It is shown in Figure 1. To arrive at the update formulation, we start with the Bellman equation:

$$Q(s, a) \approx R(s, a, s') + \gamma \max_{a' \in A_{s'}} Q(s', a') \quad (4)$$

and then we apply the Q-value approximation $Q(s, a) = r^T \phi(s, a)$, to get:

$$Q(s, a) = r^T \phi(s, a) \quad (5)$$
$$\approx R(s, a, s') + \gamma E \left[ \max_{a' \in A_{s'}} r^T \phi(s', a') \right] \quad (6)$$
$$\approx R(s, a, s') + \gamma \max_{a' \in A_{s'}} \mu^T \phi(s', a') \quad (7)$$
$$= \nu(s, a) \quad (8)$$

There are several approximations implicit in this update in addition to the Bellman equation. First, we assume that the Q-value $Q(s, a)$ can be represented by $r^T \phi(s, a)$. Second, we interchange the expectation and maximization operations to simplify the computation.

Figure 1: The Sample Update
Finally, we do not account for any correlation between the measurement prediction and the sample update, both of which are noisy functions of the weights on the basis functions \( r \). Instead, we estimate the prediction error \( \sigma^2(s, a) = \phi(s, a)^T \Sigma \phi(s, a) \) separately from the sensor noise \( \epsilon(s, a) \) as explained below.

### 2.1.2 Computing the Sensor Noise

The sensor noise, \( \epsilon(s, a) \), plays a role similar to that of the learning rate in TD Learning. The larger the sensor noise, the smaller the effect of each update on \( \mu \). The sensor noise has three sources of uncertainty. First, the sensor suffers from inaccuracies inherent in the model because it is unlikely that the Q-values for all state action pairs can be fit exactly for any value of \( r \). Because this source of noise is due to the model used, we will refer to it as model bias. Second, there is sensor noise due to the random nature of the state transition because the value of the sample update depends on which new state \( s' \) is sampled. We will refer to this source of noise as sampling noise. Both model bias and sampling noise are typically modeled as constant throughout the process, and \( \epsilon_0 \) should be chosen to capture that combination. Finally, there is sensor noise from the assessments used to compute \( \nu \) because our assessment of \( Q(s', a') \) has variance \( \sigma^2(s', a') = \phi(s', a')^T \Sigma \phi(s', a') \). We will refer to this variance as assessment noise. Assessment noise will generally decrease as the algorithm makes more observations. All together, the sample update is treated as a noisy observation of \( Q(s, a) \) with sensor noise \( \epsilon(s, a) \).

We have tried several heuristic methods for setting the sensor noise and found them effective. These include using the variance of the highest valued alternative (Equation 9), using the average of the variances of each alternative (Equation 10), using the largest variance (Equation 11), and using a Boltzmann-weighted average of the variances (Equation 12). Although each of these techniques appears to have similar performance, as is shown in the next section, the average and policy methods performed somewhat better in our experiments.

The policy method:

\[
\epsilon(s, a) = \epsilon_0 + \gamma^2 \sigma^2(s', \text{arg} \max_{a' \in A_{s'}} \mu^T \phi(s', a'))
\]  

(9)

The average method:

\[
\epsilon(s, a) = \epsilon_0 + \gamma^2 \frac{\sum_{a' \in A_{s'}} \sigma^2(s', a')}{|A_{s'}|}
\]  

(10)

The max method:

\[
\epsilon(s, a) = \epsilon_0 + \gamma^2 \max_{a' \in A_{s'}} \sigma^2(s', a')
\]  

(11)

The Boltzmann method:

\[
\epsilon(s, a) = \epsilon_0 + \gamma^2 \frac{\sum_{a' \in A_{s'}} \sigma^2(s', a') e^{\mu^T \phi(s', a')}}{\sum_{a' \in A_{s'}} e^{\phi^T \phi(s', a')}}
\]  

(12)

Regardless which heuristic method is used, the action selection can be made independently. For example, in our experiments in the next section we use Boltzmann action selection.

Kalman Filter Q-Learning belongs to the family of least squares value models, and therefore each update has complexity \( O(n^2) \). This has traditionally given projected TD Learning methods an advantage over least squares methods. Although projected TD Learning is generally less efficient per iteration than least squares methods, each update only has complexity \( O(n) \). This means that in practice, multiple updates to the projected TD Learning model can be made in the same time as a single update to the Kalman filter model.

### 2.2 APPROXIMATE KALMAN FILTER Q-LEARNING

We propose Approximate Kalman Filter Q-Learning (AKFQL) which updates the value model with only \( O(n) \) complexity, the same complexity update as projected TD Learning. The only change in AKFQL is to simply ignore the off-diagonal elements in the covariance matrix. Only the variances on the diagonal of the covariance matrix are computed and stored. This approximation has linear update complexity, rather than quadratic, in the number of basis functions. Although KFQL outperforms AKFQL early on (on a per iteration basis), somewhat surprisingly, AKFQL overtakes it in the long run. We do not fully understand the mechanism of this improvement, but suspect that KFQL is overfitting.

Approximate Kalman Filter Q-Learning's calculations are simplified versions of KFQL's calculations which involve only the diagonal elements of the covariance matrix \( \Sigma \). The Kalman gain can be computed by

\[
d = \sum_i \phi_i^2 \Sigma_{ii} + \epsilon
\]  

(13)

\[
G_i = \frac{\Sigma_{ii} \phi_i}{d}.
\]  

(14)
The Kalman gain determines the relative impact the update makes on the elements of $\mu$ and $\Sigma$.

\[
\begin{align*}
\mu_i &\leftarrow \mu_i + G_i(\nu - \mu^T \phi) \\
\Sigma_{ii} &\leftarrow (1 - G_i \phi_i) \Sigma_{ii}
\end{align*}
\]

The posterior values for $\mu$ and the diagonal of $\Sigma$ can then be used as prior values in the next update. Finally, to compute the sample noise $\epsilon(s, a)$ we use $\sigma^2(s, a) = \sum_i \phi_i^2(s, a) \Sigma_{ii}$.

2.3 THE KFQL/AKFQL ALGORITHM

1. $\mu, \Sigma \leftarrow$ prior distribution over $r$
2. $s \leftarrow$ initial state
3. while policy generation in progress do
   4. choose action $a \in A$
   5. observe transition $s$ to $s'$
   6. update $\mu$ and $\Sigma$ using $\nu(s, a)$ and $\epsilon(s, a)$
   7. $s \leftarrow s'$
   8. if isTerminal($s$) then
      9. $s \leftarrow$ initial state

Algorithm 1: [Approximate] Kalman Filter Q-Learning

In Kalman Filter Q-Learning (KFQL) and Approximate Kalman Filter Q-Learning (AKFQL) we begin with our prior beliefs about the basis function weights $r$ and we update them on each state transition, as shown in Algorithm 1.

3 EXPERIMENTAL RESULTS

Because our primary goal is policy generation rather than on-line performance, our techniques are not meant to balance exploration with exploitation. Instead of testing them on-line, we ran the algorithms off-line, periodically copied the current policy, and tested that policy. This resulted in a plot of the average control performance of the current policy as a function of the number of states visited by the algorithm. In each of our experiments, we ran each test 32−50 times, and plotted the average of the results. At each measurement point of each test run, we averaged over several trials of the current policy.

In our results, we define a state as being visited when the MDP entered that state while being controlled by the algorithm. In the algorithms presented within this paper, each state visited also corresponds to one iteration of the algorithm. The purpose of these measurements is to show how the quality of the generated policy varies as the algorithm is given more time to execute. Thus, the efficiency of various algorithms can be compared across a range of running times.

3.1 CART-POLE

The Cart-Pole process is a well known problem in the MDP and control system literature (Anderson, 1986, Barto et al., 1983, Michie and Chambers, 1968, Schmidhuber, 1990, Si and Wang, 2001). The Cart-Pole process, is an instance of the inverted pendulum problem. In the Cart-Pole problem, the controller attempts to keep a long pole balanced atop a cart. At each time step, the controller applies a lateral force, $F$, to the cart. The pole responds according to a system of differential equations accounting for the mass of the cart and pole, the acceleration of gravity, the friction at the joint between the cart and pole, the friction between the cart and the track it moves on, and more.

In our experiments, we used the corrected dynamics derived and described by Florian in (Florian, 2007). In our experiments, we used a control interval of .1 seconds, and the values listed in table 2. At each control interval, the controller chooses a force to apply to the cart in \{-5N, 0, 5N\}. Then, this force and an additional force which is uniformly distributed in \([-2N, 2N]\) is also applied to the cart. The controller receives a reward of 1 at each time step except when a terminal state is reached. The problem is undiscounted with $\gamma = 1$. Thus, the number of simulation steps before the pole falls over is equal to the total reward received.

3.1.1 Basis Functions

For the Cart-Pole process, we used a simple bilinear interpolating kernel. For each action, a grid of points is defined in the state space $(\theta, \omega)$. Each point corresponds to a basis function. Thus, every state-action pair corresponds to a point within a grid box with a basis function point at each of the four corners. All
basis function values for a particular state are zero except for these four functions. The value of each of the non-zero basis functions is defined by:

\[
\tilde{\phi}_i = \left(1 - \frac{\theta - \theta_{\phi_i}}{s_{\theta}}\right) \left(1 - \frac{\omega - \omega_{\phi_i}}{s_{\omega}}\right)
\]

(17)

\[
\phi_i = \frac{\tilde{\phi}_i}{\sum_i \tilde{\phi}_i}
\]

(18)

where \(s_{\theta} = \frac{\pi}{2}\) and \(s_{\omega} = \frac{1}{4}\), and the basis function points are defined for each combination of \(\theta_{\phi_i} \in \{-\pi, -\frac{\pi}{2}, 0, \frac{\pi}{2}, \pi\}\) and \(\omega_{\phi_i} \in \{-\frac{\pi}{2}, 0, \frac{\pi}{2}, \frac{\pi}{4}\}\). This set of basis functions yields \(5 \times 5 = 25\) basis functions for each of the three possible actions, for a total of 75 basis functions.

Each test on Cart Pole consisted of averaging over 50 separate runs of the generation algorithm, evaluating each run at each test point once. Evaluation runs were terminated after 72000 timesteps, corresponding to two hours of simulated balancing time. Therefore, the best possible performance is 72000.

For projected TD-Learning, a learning rate of \(\frac{1}{10000}\) was used. This learning rate was determined by testing every combination of \(s \in \{0.01, 0.05, 0.1, 0.5, 1, 5, 10\}\) and \(c \in \{1, 10, 100, 1000, 10000, 100000, 1000000, 10000000\}\) for the learning rate, \(\alpha_n = \frac{s}{c+n}\). For KFQL and AKFQL, a sensor variance of \(\sigma = .1\), a prior variance of \(\Sigma_{ii} = 10000\).

### 3.2 CASHIER’S NIGHTMARE

The Cashier’s Nightmare, also called Klimov’s problem, is an extension of the multi-armed bandit problem into a queueing problem with a particular structure. In the Cashier’s Nightmare, there are \(d\) queues and \(k\) jobs. At each time step, each queue, \(i\), incurs a cost proportional to its length, \(g_i x_i\). Thus, the total immediate reward at each time step is \(-g^T x_i\). Further, at each time step the controller chooses a queue to service. When a queue is serviced, its length is reduced by one, and the job then joins a new queue, \(j\), with probabilities, \(p_{ij}\), based on the queue serviced. Consequently, the state space, \(x\), is defined by the lengths of each queue with \(x_i\) equaling the length of queue \(i\) in state \(x\).

The Cashier’s Nightmare has a state space of \(\binom{d+k-1}{k}\) states: one for each possible distribution of the \(k\) jobs in the \(d\) queues. The instance of the Cashier’s Nightmare that we used has \(d = 100\) queues, and \(k = 200\) jobs, yielding a state space of \(\binom{100}{200}\) states. This also means that each timestep presents 100 possible actions and each state transition, given an action, presents 100 possible state transitions. In this instance, we set \(g_i = \frac{1}{i}\) with \(i \in \{1, 2, ..., d\}\) and randomly and uniformly selected probability distributions for \(p_{ij}\).

It is worth noting that although we use this problem as a benchmark, the optimal controller can be derived in closed form (Buyukkoc et al., 1983). However, this is a challenging problem with a large state space, and therefore presents a good benchmark for approximate dynamic programming techniques.

#### 3.2.1 Basis Functions

The basis functions that we use on Cashier’s Nightmare are identical to those used by Choi and Van Roy in (Choi and Van Roy, 2006). One basis function is defined for each queue, and it’s value is based on the length of the queue and the state transition probabilities:

\[
\phi_i(x, a) = x_i + (1 - \delta_{x_i, 0})(p_{a,i} - \delta_{a,i})
\]

(19)

This way, at least the short term effect of each action is reflected in the basis functions.

For projected TD-Learning, a learning rate of \(\frac{1}{10000}\) was used. This learning rate was determined by testing every combination of \(s \in \{0.01, 0.05, 0.1, 0.5, 1, 5, 10\}\) and \(c \in \{1, 10, 100, 1000, 10000, 100000, 1000000, 10000000\}\) for the learning rate, \(\alpha_n = \frac{s}{c+n}\). For KFQL and AKFQL, a sensor variance of \(\sigma = 1\), a prior variance of \(\Sigma_{ii} = 20\).
3.3 CAR-HILL

The Car-Hill control problem, also called the Mountain-Car problem is a well-known continuous state space control problem in which the controller attempts to move an underpowered car to the top of a mountain by increasing the car’s energy over time. There are several variations of the dynamics of the Car-Hill problem; the variation we use here is the same as that found in (Ernst et al., 2005).

A positive reward was given when the car reached the summit of the hill with a low speed, and a negative reward was given when it ventured too far from the summit, or reached too high of a speed:

\[
r(p, v) = \begin{cases} 
-1 & \text{if } p < -1 \text{ or } |v| > 3 \\
1 & \text{if } p > 1 \text{ and } |v| \leq 3 \\
0 & \text{otherwise}
\end{cases}
\] (20)

The implementation we used approximates these differential equations using Euler’s method with a timestep of .001s. The control interval used was .1s, and the controller’s possible actions were to apply forces of either $+4N$ or $-4N$. A decay rate of $\gamma = .999$ was used.

Each test on Car-Hill consisted of averaging over 32 separate runs of the generation algorithm, evaluating each run at each test point once. Evaluation runs were terminated after 1000 timesteps, ignoring the small remaining discounted reward.

3.3.1 Basis Functions

We used bilinearly interpolated basis functions with an 8x8 grid spread evenly over the $p \in [-1, 1]$ and $v \in [-3, 3]$ state space for each action. This configuration yields $8 \times 8 \times 2 = 128$ basis functions. The prior we used was set to provide higher prior estimates for states with positions closer to the summit:

\[
\mu_0(p, v) = \max \left\{ 0, 1 - \frac{2(1 - p)}{3} \right\}
\] (21)

For projected TD-Learning, a learning rate of $\frac{1}{1 + 3e \gamma}$ was used. This learning rate was determined by testing every combination of $s \in \{.001, .01, 1, 11\}$ and $c \in \{1, 10, 100, 1000, 10000\}$ for the learning rate, $\alpha_n = \frac{s}{c \pi}$. For KFQL and AKFQL, a sensor variance of $\sigma = .5$, a prior variance of $\Sigma_{ii} = .1$.

3.4 RESULTS

Kalman Filter Q-Learning has mixed performance relative to a well-tuned projected TD Learning implementation. For the Cart-Pole process (Figure 3), KFQL provides between 100 and 5000 times the efficiency of PTD. However, on the Cashier’s Nightmare process (Figure 4) and the Car Hill process (Figure 5), KFQL was plagued by numerical instability, apparently because KFQL underestimates the variance leading to slow policy changes. Increasing the constant sensor noise, $\epsilon_0$, can reduce this problem somewhat, but may not eliminate the issue.
Approximate Kalman Filter Q-Learning, on the other hand, provides a very large benefit over PTD on all of the tested applications (Figures 3, 4, and 5). Interestingly, in two of the experiments, AKFQL also outperforms KFQL by a large margin, even though the effort per iteration is much less for AKFQL. This is likely due to the fact that AKFQL ignores any dependencies among basis functions. Instead of solving the full least-squares problem (that a Kalman filter solves), AKFQL is performing an update somewhere between the least-squares problem and the gradient-descent update of TD-Learning. This middle-ground provides the benefits of tracking the variances on each basis function’s weight, and the freedom from the dependencies and numerical stability issues inherent in KFQL. Additionally, AKFQL’s update complexity is linear, just as is PTD’s, so it truly outperforms projected TD-Learning in our experiments.

The choice of signal noise heuristic has a small effect for the Cart-Pole process under either KFQL (Figure 6) or AKFQL (Figure 7). The average and policy methods appear to work better than the max and Boltzmann methods. The other figures in this section were generated using the max method.

4 RELATED WORK

Kalman Filter Q-Learning uses a projected value model, where a set of basis functions \( \phi(s,a) \) project the MDP state action space onto the basis space. In these methods, basis function weights \( r \) are used to estimate Q-values, \( Q(s,a) \approx r^T \phi \), in order to develop high performance policies.

4.1 PROJECTED TD LEARNING

Projected TD Learning (Roy, 1998, Sutton, 1988, Tsitsiklis and Roy, 1996) is a popular projection-based method for approximate dynamic programming. The
version of TD Learning that we consider here is the off-policy Q-learning variant with $\lambda = 0$. Thus, our objective is to find an $r$ such that $Q^*(s,a) \approx r^T \phi(s,a)$ because we are primarily concerned with finding efficient off-line methods for approximate dynamic programming.

The projected TD Learning update equation is:

$$r_{t+1} = r_t + \alpha_t \phi(s_t, a_t) \times \left( [F \Phi_{r_t}](s_t, a_t) + w_{t+1} - (\Phi_{r_t})(s_t, a_t) \right)$$  \hspace{1cm} (22)

where $F$ is a weighting matrix and $\Phi$ is a matrix of basis function values for multiple states. We use stochastic samples to approximate $(F \Phi_{r_t})(x_t)$. The standard Q-Learning variant that we consider here sets:

$$tH_t \phi(st,at) \times \left[ (R(st,at,st+1) + \gamma \max a \in A_{st+1} r_t(st+1,a) \right) - (\Phi_r)(st,at) \right] \hspace{1cm} (29)$$

where $H_t$ is defined as:

$$\minimize ||\hat{A}_t w - \hat{b}_t||_\mu \hspace{1cm} (25)$$

where $\hat{A}$ and $\hat{b}$ are:

$$\hat{A} = \gamma \sum_{i=1}^L \phi(s_i, a_i) [\phi(s_i, a_i) - \gamma \phi(s'_i, \pi(s'_i))]^T \approx \Phi^T \Delta_{\mu} (\Phi - \gamma P \Pi \Phi) \hspace{1cm} (26)$$

$$\hat{b}_{t+1} = \hat{b}_t + \phi(s_t, a_t) r_t \approx \Phi^T \Delta_{\mu} R \hspace{1cm} (27)$$

Solving this least squares problem is equivalent to using KFQL with a fixed-point update method, an infinite prior variance and infinite dynamic noise. LSPI is effective for solving many MDPs, but it can be prone to policy oscillations. This is due to two factors. First, the policy biases $\hat{A}$ and $\hat{b}$, can result in a substantially different policy at the next iteration, which could lead to a ping-ponging effect between two or more policies. Second, information about $\hat{A}$ and $\hat{b}$ is discarded between iterations, providing no dampening to the oscillations and jitter caused by simulation noise and the sampling bias induced by the policy.

### 4.3 THE FIXED POINT KALMAN FILTER

The Kalman filter has also been adapted for use as a value model in approximate dynamic programming by Choi and Van Roy (Choi and Van Roy, 2006). **Fixed point Kalman filter** models the same multivariate normal weights $r$ as KFQL but parametrizes them with means $r_t$ and precision matrix $H_t^{-1}$ such that:

$$r_{t+1} = r_t + \frac{1}{T} H_t \phi(s_t, a_t) \times \left( [F \Phi_{r_t}](s_t, a_t) + w_{t+1} - (\Phi_{r_t})(s_t, a_t) \right)$$  \hspace{1cm} (28)

where $(F \Phi_{r_t})(s_t, a_t) + w_{t+1}$ is the same as in Equation 23, yielding the update rule:

$$r_{t+1} = r_t + \frac{1}{T} H_t \phi(s_t, a_t) \times \left( [R(s_t, a_t, s_{t+1}) + \gamma \max a \in A_{st+1} r_t(st+1,a) - (\Phi_{r_t})(s_t, a_t) \right] \hspace{1cm} (29)$$

where $H_t$ is defined as:
\[ H_t = \left[ \frac{1}{t} \sum_{i=1}^{t} \phi(s_i, a_i) \phi^T(s_i, a_i) \right]^{-1} \]  

Non-singularity of \( H_t \) can be dealt with using any known method, although using the pseudo-inverse is standard. The choice of an initial \( r_0 \), \( H_0 \) and the inversion method for \( H \) are similar to choosing the prior means and variance over \( r \) in the KFQL. The fixed point Kalman filter represents the covariance of \( r \) by a precision matrix rather than the covariance matrix used by KFQL. This difference is significant because KFQL performs no matrix inversion and avoids many non-singularity and numerical stability issues.

### 4.4 APPROXIMATE KALMAN FILTERS

Many methods for approximating and adapting the Kalman filter have been developed for other applications (Chen, 1993). Many of these methods can be used in this application as well. AKFQL is just one simple approximation technique that works well and achieves \( O(n) \) instead of \( O(n^2) \) complexity updates. Other possible approximation techniques include fixed-rank approximation of \( \Sigma \) and particle filtering (Doucet et al., 2001, Gordon et al., 1993, Kitagawa and Gersch, 1996, Rubin, 1987).

### 5 CONCLUSIONS

In this paper we have presented two new methods for policy generation in MDPs with continuous state spaces. The Approximate Kalman Filter Q-Learning algorithm provides significant improvement on several benchmark problems over existing methods, such as projected TD-Learning, as well as our other new method, Kalman Filter Q-Learning. Continuous state MDPs are challenging problems that arise in multiple areas of artificial intelligence, and we believe that AKFQL provides a significant improvement over the state of the art. We believe these same benefits apply to other problems where basis functions are useful, such as MDPs with large discrete sample spaces and mixed continuous and discrete state spaces.

There are a variety of ways this work could be extended. The Kalman filter allows for linear dynamics in the distribution of basis function weights \( r \) during transitions from one MDP state action pair to another or from one policy to another. Another possibility is to incorporate more of a fixed point approach, recognizing the dependence between the prediction variance \( \sigma^2(s,a) \) and the signal noise \( \epsilon(s,a) \) conditioned on \( r \). Still another possibility is to use an approximation, ignoring off-diagonal elements like AKFQL, in the traditional fixed point approach. Finally, we could apply a similar Kalman filter model to perform policy iteration directly rather than by Q-Learning.
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Abstract

We tackle the problem of online reward maximisation over a large finite set of actions described by their contexts. We focus on the case when the number of actions is too big to sample all of them even once. However we assume that we have access to the similarities between actions’ contexts and that the expected reward is an arbitrary linear function of the contexts’ images in the related reproducing kernel Hilbert space (RKHS). We propose KernelUCB, a kernelised UCB algorithm, and give a cumulative regret bound through a frequentist analysis. For contextual bandits, the related algorithm GP-UCB turns out to be a special case of our algorithm, and our finite-time analysis improves the regret bound of GP-UCB for the agnostic case, both in the terms of the kernel-dependent quantity and the RKHS norm of the reward function. Moreover, for the linear kernel, our regret bound matches the lower bound for contextual linear bandits.

1 Introduction

There are many situations in which an environment repeatedly provides an agent with a very large number of actions together with some contextual information (Cesa-Bianchi & Lugosi, 2006). These actions yield rewards when chosen and the agent wants to continually choose actions that yield high expected reward while not having enough time to explore them all. Thus it is natural to learn a relationship between the context provided for each action and the expected reward it produces. Kernel methods (Shawe-Taylor & Cristianini, 2004) provide a way to extract from observations possibly non-linear relationships between the contexts and the rewards while only using similarity information between contexts. In many applications similarity information is cheaply computable. In some situations the contexts are not even available and instead only similarities are given (Chen, Garcia, Gupta, Rahimi, & Cazzanti, 2009).

A typical example (Li, Chu, Langford, & Schapire, 2010), is the case of online advertisement in which one needs to continually show the most relevant ads to users viewing a website; since there is a simple binary reward of 1 for a click on the ad shown and 0 otherwise it is always costly to show ads that have only a small chance of being clicked on. Another example is a recommender system for relevant content from a large number of available news feeds (Steinberger, Pouliquen, & Van der Goot, 2009); here it is assumed that we can assess the relevance of the content of a feed based on information such as the anchor text of the feed link without having to get and process the actual feed content, which is a costly operation.

Our modelling assumption is that the expected reward obtained from choosing an action is a function of the features associated with that action. In the advertisement example the features are built from webpage content and user attributes. In the news feeds, the features come from easily retrievable information such as URLs, feed titles, or anchor text. We refer to the features as contexts and to the resulting problems of maximising cumulative reward as contextual bandit problems. One aspect that makes this setting different from related settings is the possibly changing decision set.

Previous approaches (Li et al., 2010; Chu, Li, Reyzin, & Schapire, 2011; Auer, 2002) to contextual bandit problems have often assumed that the functional relationship between the features and the expected rewards is linear. However the availability of similarity information gives us the opportunity to search for a linear relationship in a reproducing kernel Hilbert space (RKHS) defined by these similarities to discover a non-linear relationship between the context and the reward. Recently, Srinivas, Krause, Kakade, and Seeger
(2010) proposed the GP-UCB algorithm that optimises a function \( \theta^* \) sampled from a Gaussian Process (GP) prior. In this paper we take an agnostic approach (Table 1) and provide the KernelUCB algorithm which comes directly from kernelising contextual linear bandits. KernelUCB is a kernel-based upper confidence bound algorithm which, given the similarity between two data points, uses the dualisation of regularised linear regression in the RKHS to find upper confidence bounds on the expected rewards of each action, and then chooses an action with the highest upper confidence bound. When the kernel is just the dot product between feature vectors KernelUCB is identical to LinUCB (Li et al., 2010), i.e., KernelUCB is a non-linear extension of LinUCB.

Our main contribution is a theoretical analysis of this approach. While kernelisation of linear bandits is straightforward, the analysis has to deal with an RKHS with potentially infinite dimension. We provide a data-dependent performance bound based on a notion of the effective dimension \( \tilde{d} \). This quantity roughly measures the number of directions in the RKHS along which the data mostly lies. We are able to provide a cumulative regret bound that scales as \( \tilde{O}(\sqrt{T \tilde{d}}) \), where \( T \) is the time and \( \tilde{O} \) hides log factors. When the kernel is just the dot product between contexts, \( \tilde{d} \) is upper bounded by the dimension of the contexts, and we recover the regret bounds for LinUCB for contextual linear bandits as a special case. The GP-UCB algorithm is also a special case of KernelUCB when the regulariser is set to the model noise, and we make (Section 4.1) a clear comparison with the agnostic analysis of GP-UCB (Srinivas et al., 2010), i.e., when their reward function \( \theta^* \) is not sampled from a GP. For this agnostic case, Srinivas et al. (2010) obtain a cumulative regret bound \( \tilde{O}(I(y_T; \theta^*) \sqrt{T}) \) where \( I(y_T; \theta^*) \) is the information gain between \( \theta^* \) and the observed samples \( y_T \). We show that \( I(y_T; \theta^*) \) is \( \Omega(\tilde{d}) \) and since our bound only scales with \( \sqrt{\tilde{d}} \), our analysis matches the lowerbound for the linear case, unlike the agnostic analysis of GP-UCB. Furthermore, due to the link between \( \tilde{d} \) and \( I(y_T; \theta^*) \) we can provide the data-independent worst case upperbounds for the popular kernels (such as RBF) by plugging the upperbounds \( I(y_T; \theta^*) \) derived by Srinivas et al. (2010) into our improved analysis. Our analysis also gives us a guideline on how to set the regularisation parameter.

Section 2 presents the basic linear contextual bandit model and related work. In Section 3 we derive the KernelUCB algorithm by directly kernelising contextual linear bandits. In Section 4 we analyse KernelUCB, provide an upper bound on the cumulative regret and describe the tradeoff between the regularization and the RHKS norm of the reward function.

<table>
<thead>
<tr>
<th>Regression</th>
<th>Bayesian</th>
<th>Frequentist</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP-UCB</td>
<td>GP-Regression</td>
<td>Kernel Ridge Regression</td>
</tr>
</tbody>
</table>

Table 1: Bayesian and frequentist approaches to kernelized regression and contextual bandits

2 Background

2.1 Basic Model

We describe the basic settings and goals of linear contextual bandit problems. At each time \( t \), for each action \( a \in A := \{1, \ldots, N\} \), there is an associated context vector \( x_{a,t} \in \mathbb{R}^d \). If action \( a \) is chosen at time \( t \) we have \( a_t = a \) and receive a reward \( r_{a,t} \) drawn from a distribution \( \nu_{a,x_{a,t}} \). An algorithm \( \pi \) is a method for choosing an action at time \( t \) given the history i.e., the previously observed contexts, actions and rewards, and the current context:

\[
H_{t-1} := \{(x_{a,j})_{a \in A}, a_j, r_{a,j, t} \}_{j < t} \cup \{x_{a,t}\}_{a \in A},

\pi : H_{t-1} \mapsto \pi_t \in \mathcal{P}(A),
\]

where \( \mathcal{P}(A) \) denotes the set of probability distributions over \( A \). For simplicity, we define \( x_t := x_{a_t, t} \) and \( r_t := r_{a_t,t} \) to be the context and the reward at the time \( t \).

In the case of classical bandits, the reward distributions \( \nu_{a,x_{a,t}} \) are independent of the context vectors, \( x_{a,t} \). In this case we define the optimal action as \( a^* := \arg \max_{a \in A} \{ \mathbb{E}(r_a) \} \) and define the regret of an algorithm at time \( T \) to be:

\[
R(T) := \sum_{t=1}^{T} r_{a^*, t} - r_t.
\]

For linear contextual bandits we assume a linear relationship between contexts and mean rewards,

\[
\mathbb{E}[r_{a,t} \mid x_{a,t}] = x_{a,t}^T \theta^*,
\]

for some fixed but unknown vector \( \theta^* \in \mathbb{R}^d \). Note, that \( \theta^* \) is the same for all actions and thus this problem is also called a fixed design setting (Bubeck & Cesa-Bianchi, 2012). In some (noncontextual) linear bandit settings (Dani, Hayes, & Kakade, 2008), the contexts do not change and \( x_{a,t} = x_a \).

In this paper we consider the case when the contexts, and subsequently the optimal action, can change over time. Thus we have \( a_t^* := \arg \max_{a \in A} \{ \mathbb{E}(r_a \mid x_{a,t}) \} \).
and the (contextual) regret of an algorithm at time $T$ becomes:

$$R(T) := \sum_{t=1}^{T} r_{a^*,t} - r_t. \quad (1)$$

The aim in both of these situations is to find an algorithm which minimises the regret at time $T$.

### 2.2 UCB Algorithms

Upper confidence bound (UCB) algorithms (Lai & Robbins, 1985) provide a simple but efficient heuristic approach to bandit problems. The central idea is to maintain for each action, $a$, an estimate of the mean reward $\hat{\mu}_{a,t}$ and a confidence interval around that mean with width $\hat{\sigma}_{a,t}$. At each time $t$ the algorithm then chooses the action with the highest upper confidence bound $\hat{\mu}_{a,t} + \hat{\sigma}_{a,t}$; thus an action $a$ is selected if either it has a high estimated mean, or if there is much uncertainty about the action so that the width $\hat{\sigma}_{a,t}$ is large.

For classical bandits (without contextual information) it is possible to obtain finite time analyses of such algorithms along the following lines: Construct the widths $\hat{\sigma}_{a,t}$ so that they are large when $a$ has not been played often but small when it has been played a large number of times already, for example by relating them to the standard deviations of the estimates $\hat{\mu}_{a,t}$. Assume that a suboptimal action, $a$, has been played a large number of times. Then through tools such as the Azuma-Hoeffding inequality one can expect to obtain high probability bounds on the events that $\hat{\mu}_{a,t}$ is close to $\mu_a$. From the construction of the widths it follows that $\hat{\mu}_{a,t} + \hat{\sigma}_{a,t}$ will also be close to $\mu_a$. In this way as soon as a suboptimal action $a$ has been played enough times so that $\hat{\mu}_{a,t} + \hat{\sigma}_{a,t} < \mu_a$, the probability this action will be played again becomes very small. Such analyses typically conclude that UCB algorithms are close to optimal, and they motivate the choice of widths relating to the standard deviations of the estimates $\hat{\mu}_{a,t}$.

### 2.3 UCBs for Linear Contextual Bandits

Since we assume that there is a functional relationship between the expected rewards of an action and the feature vectors observed, constructing the estimates $\hat{\mu}_{a,t}$ and the widths $\hat{\sigma}_{a,t}$ can be approached by regression. In particular, when we assume a linear model we can use regularised least squares regression to estimate the mean rewards:

$$\hat{\mu}_{a,t} := x_{a,t}^T \hat{\theta}_t$$

where $\hat{\theta}_t := C_t^{-1} X_t^T y_t := \{ r_{a_1,t}, \ldots, r_{a_{d,t}} \}^T$, $X_t := \{ x_{a_1,t}, \ldots, x_{a_{d,t}} \}^T$, and $C_t := X_t^T X_t + \gamma I_d$ for some $\gamma > 0$. Appropriate widths for the confidence intervals can be described in terms of the Mahalanobis distance of $x_{a,t}$ from the centre of mass of $X_t$:

$$\hat{\sigma}_{a,t} = \sqrt{x_{a,t}^T C_t^{-1} x_{a,t}}$$

These widths relate to variance in the data: For instance in the case of standard normal noise (i.e. when the rewards satisfy $r_{a,t} = x_{a,t}^T \theta^* + \varepsilon_{a,t}$, where all $\varepsilon_{a,t} \sim N(0,1)$), $\hat{\sigma}_{a,t}$ is exactly the variance of $\hat{\mu}_{a,t}$. Even when no assumption is made on the noise, this Mahalanobis distance has the property of being small when $x_{a,t}$ is close to the center of mass of data $X_t$, and large otherwise. Consequently a generic UCB type algorithm based on the estimators $\hat{\mu}_{a,t}$ and $\hat{\sigma}_{a,t}$ chooses an action $a_t$ at time $t$ such that:

$$a_t = \arg \max_{a \in A} \left( x_{a,t}^T C_t^{-1} X_t^T y_t + \eta \sqrt{x_{a,t}^T C_t^{-1} x_{a,t}} \right),$$

where $\eta = \eta(t)$ is some (possibly time dependent) deterministic parameter of the algorithm which we call the exploration parameter.

Based on these ideas, Li et al. (2010) propose LinUCB which treats $\eta(t) = \eta$ as a constant that needs to be optimised. While this algorithm is simple to understand and implement in practice, no optimal theoretical regret analysis exists in the literature for LinUCB. Instead Chu et al. (2011) give a theoretical analysis of a related algorithm, SupLinUCB, and achieve with probability $1 - \delta$ a regret bound of:

$$O \left( \sqrt{T \ln^3 \left( NT \ln(T)/\delta \right)} \right).$$

### 2.4 Related Work

The most related work to our setting is LinUCB (Li et al., 2010) and SupLinUCB (Chu et al., 2011), which were inspired by SupLinRel (Auer, 2002), an early algorithm for linear contextual bandits. Instead of using regularised linear regression SupLinRel uses eigendecomposition to make a pseudo-inverse of the covariance matrix. A discussion of practical advantages of SupLinUCB over SupLinRel can be found in (Li et al., 2010). SupLinRel achieves a regret bound $O((T \ln^{3/2}(2NT \ln(T))^{1/2})$.

Interestingly, one can derive an instantiation of KernelUCB in the Bayesian setting. This is the case of GP-UCB (Srinivas et al., 2010) a special case of KernelUCB, which assumes that the reward function is drawn from a GP prior. The conceptual difference between the KernelUCB and GP-UCB is similar to the difference between kernel regression and GP-regression (Table 1). Nevertheless, Srinivas et al. (2010) also provide a frequentist analysis of GP-UCB, which we compare to in Section 4.1. Krause and Ong (2011) later
propose CGP-UCB, an extension of GP-UCB for the setting when each action has its own intrinsic features, as well as features associated to its changing environment. It therefore uses possibly different kernels for the action and the context spaces.

Slivkins (2009) takes advantage of similarity information between contexts, where he builds on previous work (Kleinberg, Slivkins, & Upfal, 2008; Lu, Pál, & Pál, 2010) that assume only a metric space structure on the context and action spaces. The setting in (Slivkins, 2009) is different from ours: they assume a Lipschitz property in a similarity space, which is a weaker condition than in our setting, but as a consequence their bound depends more heavily on the relevant dimensions (the covering dimensions of the context and action spaces appears in the exponent of $T$ whereas our effective dimension appears as a multiplicative factor only).

Another well known related family are the Confidence-Ball algorithms (Abbasi-Yadkori, Pal, & Szepesvari, 2011; Dani et al., 2008; Rusmevichientong & Tsitsiklis, 2010). These solve the linear bandit problem in which the action space is the context space and there is a reward linear in contexts. When we fix the contexts in our own setting we recover the linear bandit model for a finite action set and in that sense our setting is more general. For continuous action space linear bandits the attainable lower bound for the regret is $O(d \sqrt{T})$ (Dani et al., 2008), whereas for finite action space linear contextual bandits the attainable lower bound on regret is $O(\sqrt{dT})$ (Chu et al., 2011).

A set of algorithms based on EXP4 (Auer, Cesa-Bianchi, Freund, & Schapire, 2003) such as EXP4.P (Beygelzimer, Langford, Li, Reyzin, & Schapire, 2010) or Policy Elimination (Dudík, Hsu, Kale, Karampatziakis, Langford, Reyzin, & Zhang, 2011) can deal with the general case of an arbitrary set of hypotheses together with finite action sets. Their definition of regret is different from ours since they compare to the best fixed-parameter solution, whereas we compare to the best action with respect to the changing context. For a general discussion of the advantages of approaches directly taking advantage of structure in contextual bandit problems over the EXP4 family we refer to (Chu et al., 2011). Epoch-Greedy (Langford & Zhang, 2008), which also works in a setting more general than ours, achieves a better dependence on the size of the set of hypotheses but a worse dependence on time $T$. The VE algorithm (Beygelzimer et al., 2010) which is based on EXP4.P has a regret bound that scales as $O(\sqrt{Td \ln T})$ where $d$ is the VC dimension of the hypothesis class.

Other related work includes (Seldin, Auer, Laviolette, Shawe-Taylor, & Ortner, 2011) which studies a different setting with finite context spaces, showing a regret bound that depends on the mutual information between contexts and actions, and Gaussian process bandits (Grünwälder, Audibert, Opper, & Shawe-Taylor, 2010) and convex bandits (Cesa-Bianchi & Lugosi, 2006) study mostly continuous actions sets.

3 Kernelised UCB

In this section we show how to derive KernelUCB by directly kernelising the LinUCB algorithm. In contrast GP-UCB is motivated from experimental design. The derivation is straightforward and we provide it for convenience and to introduce the notation which is used in the analysis. Our derivation is the combination of the kernel trick (Shawe-Taylor & Cristianini, 2004) and the kernelised version of the Mahalanobis (Haasdonk & Pekalska, 2010).

Kernel methods assume that there exists a mapping $\phi : \mathbb{R}^d \rightarrow \mathcal{H}$ that maps the data to a (possibly infinite dimensional) Hilbert space in which a linear relationship can be observed. We call $\mathbb{R}^d$ the primal space and $\mathcal{H}$ the associated reproducing kernel Hilbert space (RKHS). We use matrix notation to denote the inner product of two elements $h, h' \in \mathcal{H}$, i.e. $h^\top h' := \langle h, h' \rangle_{\mathcal{H}}$ and $\|h\| = \sqrt{\langle h, h \rangle_{\mathcal{H}}}$ to denote the RKHS norm. From the mapping $\phi$ we have the kernel function, defined by:

$$k(x, x') := \phi(x)^\top \phi(x'), \ \forall x, x' \in \mathbb{R}^d,$$

and the kernel matrix of a data set $\{x_1, \ldots, x_t\} \subset \mathbb{R}^d$ given by $K_t := \{k(x_i, x_j)\}_{i,j \leq t}$. For our non-linear contextual bandit model we assume the existence of a $\phi$ for which there exists a $\theta^* \in \mathcal{H}$ such that:

$$\mathbb{E}(r_{a,t} | x_{a,t}) = \phi(x_{a,t})^\top \theta^*.$$ 

Taking $a^*_t := \arg\max_{a \in A} \langle \phi(x_{a,t}) \rangle^{\theta^*}$ we can define the regret as before in (1). Note that when $\phi \equiv 1d$, we recover the linear bandit case.

To obtain the upper confidence bounds we derive prediction and width estimators for the expected rewards. LinUCB uses estimators built from ridge regression in the primal. Since we assume that our model is linear in the RKHS we show how to build estimators from ridge regression in $\mathcal{H}$. By deriving equivalent dual forms which involve only entries of the kernel matrix we avoid working directly in the possibly infinite dimensional RKHS.

First we take the prediction estimator to be of the form $\hat{\mu}_{a,t+1} = \phi(x_{a,t+1})^\top \theta_t$ where $\theta_t$ is the minimiser of the regularised least squares loss function:

$$L(\theta) = \gamma \|\theta\|^2 + \sum_{i=1}^{t-1} (r_i - \phi(x_i)^\top \theta)^2.$$

\[2\]
We derive a representation of this estimator involving only kernels between context vectors. We denote \( \Phi_t = [\phi(x_1)^T, \ldots, \phi(x_{t-1})]^T \). Note that the solution of the minimisation problem \( \theta_t := \min_{\theta \in \mathcal{H}} L(\theta) \) satisfies:

\[
(\Phi_t^T \Phi_t + \gamma I) \theta_t = \Phi_t^T y_t.
\]

Rearranging this equation we obtain:

\[
\theta_t = \Phi_t^T \alpha_t \quad (3)
\]

where \( \alpha_t = \gamma^{-1}(y_t - \Phi_t \theta_t) = \gamma^{-1}(y_t - \Phi_t \Phi_t^T \alpha_t) \), which implies that \( \alpha_t = (K_t + \gamma I)^{-1} y_t \). Finally, denoting \( k_{x,t} := \Phi_t \phi(x) = [k(x, x_1), \ldots, k(x, x_{t-1})]^T \) we get:

\[
\hat{\mu}_{a,t} = k_{x,a,t}^T(K_t + \gamma I)^{-1} y_t. \quad (4)
\]

While the computation of \( \theta_t \) using (3) would require evaluating \( \phi(x_t) \) for every data point \( x_t \), the dualised representation of the prediction (4) allows the computation of \( \hat{\mu}_{a,t}(x) \) only from objects in the kernel matrix.

Next we construct the widths of the confidence intervals around the prediction. As for linear bandits we find appropriate widths in terms of the Mahalanobis distance of \( \phi(x_{a,t}) \) from the matrix \( \Phi_t^T \):

\[
\hat{\sigma}_{a,t} := \sqrt{\phi(x_{a,t})^T(\Phi_t^T \Phi_t + \gamma I)^{-1}\phi(x_{a,t})}. \quad (5)
\]

Once again we motivate this choice of width by noting that it is exactly the variance of the prediction estimator when the noise in the dualised data is standard-normal. In order to compute these widths we derive a dualised representation of (5). Our derivation is similar to the kernelisation of the Mahalanobis distance for centered data in (Haasdonk & Pekalska, 2010): Since the matrices \( (\Phi_t^T \Phi_t + \gamma I) \) and \( (\Phi_t \Phi_t^T + \gamma I) \) are regularised they are strictly positive definite, and therefore:

\[
(\Phi_t^T \Phi_t + \gamma I) \Phi_t^T = \Phi_t^T (\Phi_t \Phi_t^T + \gamma I)
\]

\[
\Phi_t^T (\Phi_t \Phi_t^T + \gamma I)^{-1} = (\Phi_t^T \Phi_t + \gamma I)^{-1} \Phi_t.
\]

Now we can extract the Mahalanobis distance from the last equation

\[
(\Phi_t^T \Phi_t + \gamma I) \phi(x) = (\Phi_t^T k_{x,t} + \gamma \phi(x))
\]

from which we deduce that

\[
\phi(x) = \Phi_t^T (\Phi_t \Phi_t^T + \gamma I)^{-1} k_{x,t} + \gamma (\Phi_t \Phi_t^T + \gamma I)^{-1} \phi(x)
\]

and express \( \phi(x)^T \phi(x) \) as

\[
k_{x,t}^T (\Phi_t \Phi_t^T + \gamma I)^{-1} k_{x,t} + \gamma \phi(x)^T (\Phi_t \Phi_t^T + \gamma I)^{-1} \phi(x).
\]

Rearranging we get an expression for the width involving only inner products:

\[
\hat{\sigma}_{a,t} := \gamma^{-1/2} \sqrt{k(x_{a,t}, x_{a,t}) - k_{x,a,t}^T (K_t + \gamma I)^{-1} k_{x,a,t}}.
\]

**Algorithm 1 KernelUCB with online updates**

**Input and initialisation:**

\( N \) the number of actions, \( T \) the number of pulls, \( \gamma, \eta \) regularization and exploration parameters \( k(\cdot,\cdot) \) kernel function

\( u_0 \leftarrow [1, 0, \ldots, 0]^T \) (at start first action is pulled)

\( y_0 \leftarrow 0 \)

**Run:**

\textbf{for} \( t = 1 \) to \( T \) \textbf{do}

\begin{align*}
&\text{Choose } a \leftarrow \arg \max \ u_{a,t-1} \text{ and get reward } r_{a,t-1} \\
&\text{Update } y_t \leftarrow [r_1, \ldots, r_{t-1}]^T \\
&\text{if } t = 1 \text{ then} \\
&\quad K_t^{-1} \leftarrow 1/k_{x_1,x_1} + \gamma \\
&\text{else} \{ \text{online update of the kernel matrix inverse} \}
\end{align*}

\begin{align*}
&b \leftarrow (k_{x_1}, k_{x_2}, \ldots, k_{x_{t-1}})^T \\
&K_{22} \leftarrow (k_{x_1,x_1} + \gamma - b^TK_{t-1}^{-1}b)^{-1} \\
&K_{11} \leftarrow K_{t-1}^{-1} + K_{22}K_{t-1}^{-1}bb^TK_{t-1}^{-1} \\
&K_{12} \leftarrow -K_{22}K_{t-1}^{-1}b \\
&K_{21} \leftarrow -K_{22}^TK_{t-1}^{-1} \\
&K_t^{-1} \leftarrow [K_{11}, K_{12}; K_{21}, K_{22}]
\end{align*}

\begin{align*}
&\text{end if} \\
&\text{for } a = 1 \text{ to } N \text{ do} \\
&\quad \sigma_{a,t} \leftarrow \sqrt{k(x_{a,t}, x_{a,t}) - k_{x,a,t}^T (K_t + \gamma I)^{-1} k_{x,a,t}} \\
&\quad u_{a,t} \leftarrow \left[ k_{x,a,t}^T K_t^{-1} y_t + \frac{\eta}{\gamma^{1/2}} \sigma_{a,t} \right]
\end{align*}

\textbf{end for}

As for LinUCB, KernelUCB chooses the action \( a_t \) at time \( t \) which satisfies

\[
a_t := \arg \max_{a \in A} \left[ k_{x,a,t}^T (K_t + \gamma I_t)^{-1} y_t + \frac{\eta}{\gamma^{1/2}} \sqrt{k(x_{a,t}, x_{a,t}) - k_{x,a,t}^T (K_t + \gamma I_t)^{-1} k_{x,a,t}} \right],
\]

where \( \eta \) is a (possibly time dependent) exploration parameter of the algorithm. Considering \( a_t \) and \( \sigma_{a,t} \) we see that GP-UCB is a special case of KernelUCB where the regularization constant is set to the model noise.

The selection of a appropriate kernel function is problem dependent (Shawe-Taylor & Cristianini, 2004). The linear kernel corresponds to \( \phi \equiv \text{Id} \) and leads to the dual representation of the LinUCB algorithm in the primal. A non-linear kernel function creates a kernelised UCB algorithm for a non-linear bandit.

Typical examples of non-linear kernel functions include: the radial basis function where \( k(x_i, x_j) = \exp(-\|x_i - x_j\|^2/2\sigma^2) \), for \( \sigma > 0 \) and the polynomial kernel \( k(x_i, x_j) = (x_i^T x_j + 1)^p \). The pseudocode of KernelUCB is displayed in Algorithm 1 and uses the inversion update of \( K_t \) through the properties of the Schur complement (Zhang, 2005).
Algorithm 2  SupKernelUCB

Input and initialisation:
\( T \) number of arm pulls, \( S \) number of sets
\[ \Psi_1(s) \leftarrow \emptyset \text{ for all } s \in [T] \]
for \( t = 1 \) to \( T \) do
\[ s \leftarrow 1 \text{ and } A_t \leftarrow [N] \]
repeat
\[ \left( \mu_{t,a}^{(s)}, \sigma_{t,a}^{(s)} \right) \leftarrow \text{BaseKernelUCB with } \Psi_t(s) \text{ for all } a \in A(s) \]
if \( \eta \sigma_{t,a}^{(s)} \leq 1/\sqrt{T} \) for all \( a \in A(s) \) then
Choose \( a_t = \arg \max_{a \in A(s)} \left( \mu_{t,a}^{(s)} + \eta \sigma_{t,a}^{(s)} \right) \)
Keep the sets \( \Psi_t(s') = \Psi_t(s) \) for all \( s' \in [S] \)
else
\[ A_{t+1}(s) \leftarrow \{ a \in A(s) \mid \mu_{t,a}^{(s)} + \eta \sigma_{t,a}^{(s)} \geq \max_{a' \in A(s)} \mu_{t,a'}^{(s)} + \eta \sigma_{t,a'}^{(s)} + 2^{-s} \} \]
\[ s \leftarrow s + 1 \]
else
Choose \( a_t \in A(s) \) such that \( \eta \sigma_{t,a}^{(s)} > 2^{-s} \).
Update the index sets at all levels \( \Psi_{t+1}(s') = \)
\[ \begin{cases} 
\Psi_t(s') \cup \{ t \} & \text{if } s = s \\
\Psi_t(s') & \text{otherwise.} 
\end{cases} \]
end if
end if
until an action \( a_t \) is found
end for

Algorithm 3  BaseKernelUCB

Input and initialisation:
\( \Psi_t \subseteq \{1, 2, \ldots, t-1\} \)
\( k(\cdot, \cdot) \) kernel function, \( \gamma \) regularizer parameter
\( K \leftarrow [k(x_i, x_j)]_{i,j \in \Psi_t} + \gamma I \)
y \leftarrow [r_{\tau}]_{\tau \in \Psi_t} \)
for \( a \in [N] \) do
\[ \tilde{\mu}_{t,a} \leftarrow k_{x_a,t} K^{-1} y_t \]
\[ \tilde{\sigma}_{t,a} \leftarrow \gamma^{-1/2} \sqrt{k(x_a, x_a) - x_{a}^T K^{-1} x_a} \]
end for

Hoeffding inequality can be applied on each subset \( \Psi_t(s) \) to get a regret bound.

If we directly applied known regret bounds (Auer, 2002; Chu et al., 2011) for linear contextual bandits to our setting, we would obtain a bound in terms of the dimension of the RKHS, which is possibly infinite. We avoid this problem through a careful consideration of the eigenvalues of the covariance matrix and the choice of the regularisation constant and give a bound in terms of a data dependent quantity \( \tilde{d} \) which we call the effective dimension: Let \( (\lambda_i,t)_{i \geq 1} \) denote the eigenvalues of \( C_t = \Phi_t^T \Phi_t + \gamma I \) in decreasing order and define:
\[ \tilde{d} := \min \{ j : j \gamma \ln T \geq \Lambda_{T,j} \} \]
where \( \Lambda_{T,j} := \sum_{i>j} \lambda_{i,T} \).

Theorem 1 Assume that \( \| \phi(x_{a,t}) \| \leq 1 \) and \( |r_{a,t}| \in [0,1] \) for all \( a \in A \) and \( t \geq 1 \), and set \( \eta = \sqrt{2 \ln 2 TN/\delta} \). Then with probability \( 1 - \delta \), SupKernelUCB satisfies:
\[ R(T) \leq 2 + 2 \left( 1 + \frac{\gamma}{\sqrt{2 \ln 2 TN(1 + \ln T)/\delta}} \right) \| \theta^* \| + \]
\[ + 8 \sqrt{ \left( 12 + \frac{15}{\gamma} \right) \max \{ T, \ln \frac{T}{d^*} + 1 \} \ln T } \times \]
\[ \sqrt{2 \ln \frac{2 TN(1 + \ln T)}{\delta}} \frac{d^*}{\sqrt{d^*}} \]

Remark 1 We call \( \tilde{d} \) the effective dimension because it gives a proxy for the number of principal directions over which the projection of the data in the RKHS is spread. If the data all fall within a subspace of \( \mathcal{H} \) of dimension \( d' \), then \( \Lambda_{T,d'} = 0 \) and \( \tilde{d} \leq d' \). However more generally \( \tilde{d} \) can be thought of as a measure of how quickly the eigenvalues of \( \Phi_t^T \Phi_t \) are decreasing. For example if the eigenvalues are only polynomially decreasing in \( t \) (i.e. \( \lambda_t \leq C t^{-\alpha} \) for some \( \alpha > 1 \) and some constant \( C > 0 \)) then \( \tilde{d} \leq 1 + (C/\gamma \ln T)^{1/\alpha} \).

Remark 2 When \( \Phi \equiv \text{Id} \) we have that \( \| \phi(x_{a,t}) \| \leq 1 \) becomes the assumption that the contexts
are normalised in the primal, and we recover exactly
the result from (Chu et al., 2011) which matches the
lower bound for this setting.

**Remark 3** Theorem 1 suggests that if we know that
\[ \|\theta^*\| \leq L, \] for some \( L \), we should set \( \gamma \) to be of the
order of \( L^{-1} \) so that we obtain \( O(\sqrt{LdT}) \) regret. If
we do not have such knowledge, just setting \( \gamma \) to a
constant (e.g., found by a cross-validation) will incur
\( O(\|\theta^*\|\sqrt{dT}) \) regret.

The proof of this theorem follows the scheme of the
proof of Theorem 1 in (Chu et al., 2011). The first
step is to prove a high probability bound on the error
in the predictors \( \mu_{a,t}^{(s)} \), and to do this we use a clas-
cical concentration result, the Azuma-Hoeffding inequal-
ity. Our result here generalises Lemma 1 of Chu et al.
(2011) to 1) linear products in RKHS, 2) regularis-
ation \( \gamma \), and 3) no assumption that \( \|\theta^*\| \leq 1 \). Also the
trade-off between \( \gamma \) and \( \|\theta^*\| \) becomes evident. For
ease of notation, in the below we drop the superscript
(\( s \)) whenever it is superfluous.

**Lemma 1** Suppose that the conditions of Theorem 1
hold, and that the input index set \( \Psi_t^{(s)} \) for BaseKernelUCB is
constructed so that for fixed contexts \( x_{a,\tau} \), \( \tau \in \Psi_t^{(s)} \), the rewards \( r_{a,\tau} \) are independent random
variables. Then with probability at least \( 1 - 2Ne^{-\eta^2/2} \)
we have for all \( a \in A \):

\[
|\bar{\mu}_{a,t}^{(s)} - \phi(x_a,t)^T\theta^*| \leq (\eta\langle 1 + \|\theta^*\| + \gamma \|\theta^*\| \rangle)\hat{\sigma}_{a,t}^{(s)}.
\]

**Proof.** We begin by noting that:

\[
\bar{\mu}_{a,t} - \phi(x_a,t)^T\theta^*
= \phi(x_a,t)^T(C_t^*-\Phi_t\hat{\theta}_t) - \phi(x_a,t)^T(C_t^*-\Phi_t\theta^*)
= \phi(x_a,t)^T(C_t^*-\Phi_t(y_t - \Phi_t\theta^*)) - \gamma\phi(x_a,t)^T(C_t^*-\theta^*)
\]

Now by construction of the set \( \Psi_t \) we know that \( \{y_t - \Phi_t\theta^*\} / \Phi_t, x_{a,t} \) is a vector of zero mean indepen-
dent random variables. Hence we can apply the Azuma-
Hoeffding inequality to obtain that:

\[
\mathbb{P}(|\phi(x_a,t)^T(C_t^*-\Phi_t(y_t - \Phi_t\theta^*))| > (1 + \|\theta^*\|)\eta\hat{\sigma}_{a,t} \leq 2e^{-\eta^2/2},
\]

since \( |r_{\tau} - \phi(x_{\tau})^T\theta^*| \leq 1 + \|\theta^*\| \) for any \( \tau \) and

\[
\hat{\sigma}_{a,t}^2 = \phi(x_a,t)^T(C_t^*-\Phi_t)^2\phi(x_a,t)
= \phi(x_a,t)^T(C_t^*-\Phi_t\Phi_t + \gamma I)^2\phi(x_a,t)
\geq \|\Phi_t(C_t^*-\theta^*)\|^2.
\]

Now by the Cauchy-Schwarz inequality we find that:

\[
|\phi(x_a,t)^T(C_t^*-\theta^*)| \leq \\
\leq \|\theta^*\|^2 \sqrt{\phi(x_a,t)^T(C_t^*-\theta^*)^2} - \gamma \|\theta^*\|^2 \leq \gamma^{-1/2}\|\theta^*\|^2 \hat{\sigma}_{a,t}.
\]

The result follows by plugging (7) and (8) into (6).

The second step of the analysis bounds the widths \( \bar{\sigma}_{a,t}^{(s)} \)
in terms of the change in eigenvalues of the matrix \( C_t^* \).

To do this we extend the argument in Lemma 11 by
Auer (2002) to possibly infinite matrices. Let us define
\( \psi_{a,t} := |\Psi_t^{(s)}| \).

**Lemma 2** The eigenvalues of \( \Phi_t^T\Phi_t \) do not depend on
the choice of basis for \( \mathcal{H} \). Moreover the representa-
tion of \( \Phi_t^T\Phi_t \) in any basis \( \mathcal{B} \) created by extending a
maximal linearly independent subset of \( \{\phi(x_{a,\tau})\}_{\tau \in \Psi_t} \) has zeros
everywhere outside its top-left \( (\psi_t \times \psi_t) \)-submatrix.

**Proof.** Assume that \( \hat{\phi} = \phi \) is described in terms
of some basis \( \mathcal{E} \) for \( \mathcal{H} \). Let \( \mathcal{B} \) be any basis for \( \mathcal{H} \)
extended from a maximal linearly independent subset of
\( \{\phi(x_{a,\tau})\}_{a,t} \). If \( Q_{BE} \) denotes the change of basis matrix
from \( \mathcal{B} \) to \( \mathcal{E} \) then \( \Phi_{E,t} = \Phi_{B,t}Q_{BE} \) and:

\[
\Phi_{E,t}^T\Phi_{E,t} = Q_{BE}^T\Phi_{B,t}^T\Phi_{B,t}Q_{BE},
\]

where \( \Phi_{B,t} \) and \( \Phi_{E,t} \) denote the matrix \( \Phi_t \) with respect
to the bases \( \mathcal{B} \) and \( \mathcal{E} \). Moreover the \( (i,j) \)-th entry of
\( \Phi_{B,t}^T\Phi_{B,t} \) is zero when \( \max\{i,j\} > \psi_t \). Hence the
eigenvalues are independent of the choice of basis and
only the first \( t \) of them can be non-zero.

**Lemma 3** Suppose that \( \Psi_t^{(s)} = \Psi_t^{(s)} \cup \{t\} \). Then the
eigenvalues of \( C_t^* \) can be arranged so that \( \lambda_{j,t} \leq \lambda_{j,t} \)
for each \( j \geq 1 \), and:

\[
\hat{\sigma}_{a,t}^{(s)} \leq \sqrt{\frac{4 + \frac{6}{(i,j)}}{\gamma}} \sum_{j=1}^{\psi_t+1} \lambda_{j,t} - \lambda_{j,t-1} \lambda_{j,t-1}^{-1} .
\]

where \( \lambda_{j,0} := \gamma \) for all \( j \).

**Proof.** Let \( \mathcal{B} \) be a basis defined as in Lemma 2,
let \( C_{B,t} := \Phi_{B,t}^T\Phi_{B,t} \), and let \( \tilde{C}_t \) denote the top-left,
\( \psi_{t+1} \times \psi_{t+1} \)-submatrix of \( C_{B,t} \) and let \( \hat{\phi}(x_t) \) denote
the first \( t \) entries in the vector \( \phi_B(x_t) \). It follows from
Lemma 2:

\[
C_{B,t+1} + \gamma I = \left( \begin{array}{c} \tilde{C}_t \ 0 \\
0 \ \gamma \end{array} \right)
+ \left( \begin{array}{c} \hat{\phi}(x_t)\hat{\phi}(x_t)^T \\
0 \ 0 \end{array} \right) + \gamma I
\]

and we may apply the argument of the proof of Lemma
11 by Auer (2002) to the top left \( \psi_{t+1} \times \psi_{t+1} \) blocks.
to obtain the result. Note that we only need to sum
up to \( \lambda_j = \gamma \) for all \( j > \psi_{s,t+1} \).

The third step of the analysis uses the bound on the
widths in Lemma 3 to bound their sum. Since our
matrices \( C^s_t \) are possibly infinite we use the effective
dimension of the data, \( d \), to reduce the analysis to the
finite dimensional case.

**Lemma 4** Let \( l_T = \max\{\ln(T/(\hat{d}\gamma)) + 1, \ln T\} \). Then:
\[
\sum_{t \in \Psi_{T+1}^{(s)}} \tilde{\sigma}_{a,t} \leq \sqrt{\left( 10 + \frac{15}{\gamma} \right) \hat{d}l_T} \text{ for all } \gamma \in [S].
\]

**Proof.** From Lemma 3 we know that the eigenvalues
of \( C^s_t \) can be arranged so that \( \lambda_{j,t} \leq \lambda_{j,t-1} \)
for each \( j \geq 1 \). Once such an arrangement exists we can always
rearrange the eigenvalues so that they are also decreasing in \( j \), for each \( t \). By Lemma 3 we have:
\[
\sum_{t \in \Psi_{T+1}^{(s)}} \tilde{\sigma}_{a,t} \leq \sum_{t=1}^{\psi_{T+1}} \left[ \sum_{1 \leq j \leq d} \frac{\lambda_{j,t} - \lambda_{j,t-1}}{\lambda_{j,t-1}} \right] + \sum_{j=d+1}^{\psi_{T+1}^{(s)}} \frac{\lambda_{j,t} - \lambda_{j,t-1}}{\lambda_{j,t-1}}
\leq \sum_{t=1}^{\psi_{T+1}^{(s)}} \left[ \sum_{1 \leq j \leq d} \frac{\lambda_{j,t} - \lambda_{j,t-1}}{\lambda_{j,t-1}} \right] + \frac{\psi_{T+1}^{(s)}}{\gamma} \sum_{j=d+1}^{\psi_{T+1}^{(s)}} \lambda_{j,t}.
\]

where we have used the Cauchy-Schwarz inequality for the
second inequality. Now by the definition of \( \hat{d} \), term
\( B \) is bounded by \( \sqrt{\hat{d} l_T \ln T} \). Writing \( \alpha_{i,t} = \lambda_{i,t} - \lambda_{i,t-1} \), term \( A \) becomes:
\[
\sum_{t=1}^{\psi_{T+1}^{(s)}} \left[ \sum_{1 \leq j \leq d} \frac{\lambda_{j,t} - \lambda_{j,t-1}}{\lambda_{j,t-1}} \right] + \frac{\psi_{T+1}^{(s)}}{\gamma} \sum_{j=d+1}^{\psi_{T+1}^{(s)}} \lambda_{j,t}.
\]

where \( \lambda_{i,0} = \gamma \) and \( \sum_{i=1}^{d} \alpha_{i,t} \leq tr(C^s_t) - tr(C^s_{t-1}) = \|\phi(x_{a,t})\|^2 \leq 1 \). We upper bound this object by solving an
easier maximisation problem:
\[
\max_{(\alpha_{i,t}, \varepsilon_{i,t}, \epsilon_{i,t})} \sum_{t=1}^{\psi_{T+1}^{(s)}} \left[ \sum_{i=1}^{d} \frac{\alpha_{i,t}}{\varepsilon_{i,t} + \gamma} \right]
\]
under the constraints \( \sum_{t} \varepsilon_{i,t} = \sum_{t} \epsilon_{i,t} = 1 \). Using
the method of Lagrange multipliers and the Cauchy-Schwarz inequality\(^1\) we can upper bound

the solution to this maximisation problem by
\[
\sqrt{\hat{d} l_T \ln T} \log(\psi_{T+1}^{(s)} \hat{d} l_T + 1). \]

We conclude by noting that \( \psi_{T+1} \leq T \).

The fourth step is to bound the size of the sets \( \Psi_{T+1}^{(s)} \).
This is achieved by plugging our Lemma 4 into the
proof of Lemma 16 in (Auer, 2002):

**Lemma 5** For all \( s \in [S] \):
\[
\psi_{s,T+1} \leq 2^{s} \eta \sqrt{\left( 10 + \frac{15}{\gamma} \right) \hat{d} l_{s,T+1} l_T}.
\]

The lemmas above have analysed the properties of
BaseKernelUCB assuming independence. The effect
of the SupKernelUCB construction is described in
Lemma 14 and 15 by Auer (2002), which we restate for
convenience using our notation. Lemma 6 shows that
there the trials given to BaseKernelUCB are indeed
independent:

**Lemma 6** For each \( s \in [S] \), each \( t \in [T] \), and any
fixed sequence of feature vectors \( x_t \) with \( t \in \Psi_{T+1}^{(s)} \), the

The corresponding rewards \( r_t \) are independent random variables
such that \( E(r_t) = \phi(x_t)^T \theta^* \).

Lemma 7 gives the properties of SupKernelUCB
needed to provide the final regret bound, where the
first item is a consequence of Lemma 1:

**Lemma 7** With probability \( 1 - 2Ne^{-\eta^2/2} \), for any \( t \in [T] \) and \( \gamma \in [S] \), the following hold:

- \( |\mu_{a,t} - \phi(x_{a,t})^T \theta^*| \leq (\eta(1 + \|\theta^*\|) + \gamma^{1/2}\|\theta^*\|) \tilde{\sigma}_{a,t} \)
  \( \text{for all } \gamma \in [N] \)
- \( \alpha_t \in \tilde{A}_s \), and
- \( E[r_{a_t}] - E[r_t] \leq 2^{3-s} \) \( \text{for any } a \in \tilde{A}_s \).

Now we find the final regret bound with a similar
scheme as Auer (2002) using all the previous lemmas.

**Proof of Theorem 1.** First we upper bound the
expected regret \( E[R(T)] \) with probability at least \( 1 - 2Ne^{-\eta^2/2} \) with:
\[
\sum_{t \in [T] \setminus \Psi_{0}} E(r_{a_t,t}) - E(r_t) \leq \sum_{s=1}^{S} \sum_{t \in \Psi_{T+1}^{(s)}} E(r_{a_t,t}) - E(r_t)
\leq \sum_{s=1}^{S} 2^{3-s} \psi_{s,T+1} \leq \eta S \sqrt{\left( 10 + \frac{15}{\gamma} \right) \hat{d} l_{s,T+1} l_T}
\]

and:
\[
\sum_{t \in \Psi_{0}} E(r_{a_t,t}) - E(r_t) \leq 2 \left( 2 + \|\theta^*\| + \frac{\gamma^2 \|\theta^*\|}{\eta} \right) \sqrt{T},
\]
where \( \Psi_0 := [T] \setminus \bigcup_{s \in [S]} \Psi_s^{(s)} \). In (9) we have used Lemma 7 for the first inequality and Lemmas 5 and 6 for the second inequality. In (10) we used Lemma 1 and the construction of the \( \Psi_s \) set in SupKernelUCB. Now a standard application of the Azuma-Hoeffding inequality tells us that, with probability at least 1 – 2TNε−\(q^2/2\):

\[
|R(T) − E(R(T)|H_{T−1})| \leq \sqrt{2T\ln(1/2TN\varepsilon^2/2)}. \quad (11)
\]

Finally, setting \( S = \ln T, \eta = \sqrt{2\ln 2TN/\delta} \), and bounding \( \psi_{s,T} \) by \( T \) we obtain from (9), (10), and (11):

\[
R(T) = E(R(T)) + [R(T) − E(R(T)|H_{T−1})]
\leq 8\sqrt{\frac{10 + 15}{\gamma} l_B^2 \left( 2\ln \frac{2TN}{\delta} \right) \sqrt{dT}}
+ 2 \left[ 1 + \frac{1}{1 + \sqrt{2\ln 2TN/\delta}} \|\theta^*\| \right] \sqrt{T}
+ \sqrt{2\ln(1/\delta)\sqrt{T}}.
\]

with probability 1 – (1 + ln T)\(\delta\). The result follows by substituting \( \delta/(1 + \ln T) \) for \( \delta \).

4.1 Relationship with GP-UCB

We now relate our analysis to that of GP-UCB in (Srinivas et al., 2010), and in particular to their Theorem 3, which treats the agnostic case. In this case, \( \theta^* \) is not assumed to be sampled from a GP, but instead to have a bounded RKHS norm \( \|\theta^*\| \). Under this assumption, the cumulative regret is bounded as:

\[
O\left( I(y_T;\theta^*) + \|\theta^*\|^2 \sqrt{I(y_A;\theta^*)}\sqrt{T} \right), \quad (12)
\]

where \( I(y_T;\theta^*) \) is the mutual information between \( \theta^* \) and the vector of (noisy) observations \( y_T \). Both \( I(y_T;\theta^*) \) in (12) and \( \bar{d} \) are data dependent quantities. We now relate them in order to compare the analyses.

We have that:

\[
I(y_T;f) = \ln |I + \sigma^{-2}K_T| = \sum_i \ln(1 + \sigma^{-2}\lambda_{i,T})
\geq \ln \left( 1 + \sigma^{-2}\lambda_{d-1,T} \right) \left( \bar{d} - 1 + \sum_{i > \bar{d} - 1} \lambda_{i,T} \right)
\geq (\bar{d} - 1) \ln \left( 1 + \sigma^{-2}\lambda_{d-1,T} \right) \left[ 1 + \frac{\gamma \ln T}{\lambda_{d-1,T}} \right]
\geq (\bar{d} - 1) \max_B \left\{ \ln(1 + B)\gamma - \frac{\ln(1 + B)}{B} \right\}
\geq \Omega(\bar{d} \ln T)
\]

In the second equality, we used the fact that the eigenvalues of \( \Phi_T\Phi_T \) are the same as the eigenvalues of \( \Phi_T\Phi_T \). In the second inequality we used the definition of \( \bar{d} \). For the last inequality we considered the two cases when \( \lambda_{d-1,T} \leq B\sigma^2 \) and when \( \lambda_{d-1,T} \geq B\sigma^2 \) for some \( B \).

This shows that \( \bar{d} \) is at least as good as \( I(y_T;\theta^*) \), and comparing our Theorem 1 with (12), our regret bound only scales as \( O(\sqrt{d}) \), while the dependence of the regret bound (12) is linear in \( I(y_T;\theta^*) \). In particular, this means that for the linear kernel we attain the lower bound for linear contextual bandits, (Chu et al., 2011), while GP-UCB is \( \sqrt{d} \) away. This concerns only the agnostic case of GP-UCB, i.e. Theorem 3 in (Srinivas et al., 2010), which is the same setting as ours. When \( \theta^* \) is sampled from a GP, their result for linear case also matches the lower bound.

Srinivas et al. (2010) also provide an upper bound on \( I(y_T;\theta^*) \), denoted by \( \gamma_T \), for certain kernels. As a consequence of the link between \( I(y_T;\theta^*) \), \( \gamma_T \) and \( \bar{d} \), we may also express our bounds in terms of \( \gamma_T \). Moreover, in the agnostic case again, our bounds enjoy an improved dependence on this parameter: for example, for the widely used RBF kernel, our bound scales with \( O(\ln T)^{d/2} \) in place of \( O(\ln T)^d \).

Finally, when \( \|\theta^*\| \) is unknown and we are unable to regularise appropriately, our regret bound only depends on \( \|\theta^*\| \) linearly (Remark 3), while the dependence in (12) is quadratic.

5 Conclusion

We derive and analyse KernelUCB, an algorithm for contextual bandits, which is able to run with just a similarity function instead of context features. We give a finite-time theoretical analysis that proves the cumulative regret scales as \( O(\sqrt{\bar{d}T}) \) where \( \bar{d} \) is the effective dimension of the data in the feature space.

As a special case of our algorithm and its analysis, we recover the known upper bound for LinUCB that matches the lower bound for the linear problem. In the case when we know an upper bound on the model noise, then setting our regulariser to that value recovers the GP-UCB algorithm. Moreover, we provide an improved analysis for the agnostic case, when the reward function is not necessarily sampled from a GP prior. Finally, our analysis shows the dependence of the regulariser on the RKHS norm of reward function.
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Abstract

In this paper, we investigate combining blocking and collapsing – two widely used strategies for improving the accuracy of Gibbs sampling – in the context of probabilistic graphical models (PGMs). We show that combining them is not straightforward because collapsing (or eliminating variables) introduces new dependencies in the PGM and in computation-limited settings, this may adversely affect blocking. We therefore propose a principled approach for tackling this problem. Specifically, we develop two scoring functions, one each for blocking and collapsing, and formulate the problem of partitioning the variables in the PGM into blocked and collapsed subsets as simultaneously maximizing both scoring functions (i.e., a multi-objective optimization problem). We propose a dynamic, greedy algorithm for approximately solving this intractable optimization problem. Our dynamic algorithm periodically updates the partitioning into blocked and collapsed variables by leveraging correlation statistics gathered from the generated samples and enables rapid mixing by blocking together and collapsing highly correlated variables. We demonstrate experimentally the clear benefit of our dynamic approach: as more samples are drawn, our dynamic approach significantly outperforms static graph-based approaches by an order of magnitude in terms of accuracy.

1 Introduction

Blocking [1, 2] and collapsing [2] are two popular strategies for improving the statistical efficiency of Gibbs sampling [3] – arguably the most widely used approximate inference scheme for probabilistic graphical models (PGMs). Both these strategies trade sample quality with sample size. The hope is that the user will achieve the right balance between the two for the specific PGM at hand, improving the estimation accuracy as a result.

Unlike Gibbs sampling which samples each variable individually given others, blocked Gibbs sampling partitions the variables into disjoint groups or blocks and then jointly samples all variables in each block given an assignment to all other variables not in the block. Joint sampling is more expensive than sampling variables individually but the samples are of higher quality in that for a fixed sample size, the estimates based on blocked Gibbs sampling have smaller variance than the ones based on Gibbs sampling [2]. A collapsed Gibbs sampler operates by marginalizing out a subset of variables (collapsed variables) and then generating dependent samples from the marginal distribution over the remaining variables via conventional Gibbs sampling. Marginalizing out variables is more expensive than sampling them. However, since only a sub-space is sampled, the samples are of higher quality.

Although, it is provably better to collapse a variable rather than block (group) it with other variables [2], collapsing is computationally more expensive than blocking and in practice, in many cases, the latter is feasible while the former is not. Therefore, an obvious idea is to combine blocking and collapsing, and the purpose of this paper is to investigate this combination in the context of PGMs. Specifically, the key question we seek to answer is: find a k-way partitioning of the variables in the PGM where each of the first k − 1 subsets is a block and the k-th subset contains all the collapsed variables, such that the estimation error is minimized and the resulting algorithm is tractable. This problem is non-trivial because of the complex interplay between collapsing and blocking. For example,

Example 1. Consider the pair-wise Markov network (undirected PGM) given in Fig. 1(a). Let us assume that each variable in the network has d values in its domain and our

Collapsing is often called Rao-Blackwellisation. Technically, the latter is an advanced estimator while blocking and collapsing are advanced sampling strategies. In principle, we can also use the Rao-Blackwell estimator in blocked Gibbs sampling [4]. In this paper, we will separate sampling from estimation.
time and memory resource constraints dictate that we cannot incur more than $O(d^3)$ complexity. Let us further assume that we have prior knowledge that $A$, $B$, $C$, and $D$ should be blocked in order to improve the estimation accuracy (for instance, they are highly correlated or involved in deterministic constraints). Notice that we can only collapse (eliminate) $E$ and $F$ from the PGM. Otherwise, we will violate the complexity constraints. However, eliminating both $E$ and $F$ yields a clique over $A$, $B$, $C$, $D$ (see Fig. 1(b)) and we can no longer block these variables because the complexity of computing a joint distribution over them (using junction tree propagation) and then sampling from it is $O(d^3)$. A much better solution in this case is to collapse $F$, create two blocks $\{A, B, C, D\}$ and $\{E\}$ and perform blocked Gibbs sampling over this sub-space.

As seen from the above example, in computation-limited settings, in many cases, variables that can be blocked in the original PGM can no longer be blocked in the collapsed PGM. In other words, there is a trade-off between blocking and collapsing which needs to be taken into account while combining the two schemes. We model this trade-off by (i) defining two integer parameters $\alpha$ and $\beta$ which bound the complexity of collapsing and blocking respectively and thus allow the user to control the number of blocked versus collapsed variables; (ii) defining two scoring functions, one each for blocking and collapsing, which favor blocks that contain variables that are highly correlated with each other and the collapsed set that contains variables which are highly correlated with other variables in the network; and (iii) casting the problem of finding the $k$-way partitioning into blocked and collapsed variables as a multi-objective optimization problem. This problem seeks to simultaneously maximize the scoring functions subject to the tractability constraints enforced by $\alpha$ and $\beta$.

The optimization problem is $\mathcal{NP}$-hard in general and therefore we propose a dynamic, greedy algorithm to solve it approximately. We integrate this algorithm with blocked-collapsed Gibbs sampling yielding a dynamic sampling algorithm. The algorithm begins by generating samples from the PGM using a feasible $k$-way partitioning computed using the (primal) graph associated with the PGM. It then periodically updates the partitioning after every $M$ samples by leveraging the correlations computed from the generated samples and performs blocked-collapsed Gibbs sampling using the new partitioning. As more samples are drawn and as the accuracy of the measured correlation increases, the underlying Markov chain is likely to mix rapidly because highly correlated variables will be either blocked together or collapsed out.

We experimentally evaluate the efficacy of our new dynamic approach on several benchmark PGMs from literature. For comparison, we use (naive) Gibbs sampling, static blocked Gibbs sampling and static blocked collapsed Gibbs sampling. Our results show that on most of the benchmark PGMs, our dynamic approach is superior to the static graph-based blocked collapsed Gibbs sampling approaches.

The rest of the paper is organized as follows. In the next section, we present background. In section 3, we define the scoring functions and our optimization problem formulation. In section 4, we present a greedy approach to solve the optimization problem and describe our dynamic Gibbs sampling algorithm. In section 5, we present related work. Section 6 describes our experimental results and we conclude in section 7.

2 Background

In this section, we present our notation and provide a brief overview of PGMs, Gibbs sampling, blocking, collapsing and various estimation techniques. For details, see [5, 6, 7].

A (discrete) PGM or a Markov network, denoted by $\mathcal{M}$, is a pair $(\mathbf{X}, \Phi)$ where $\mathbf{X} = \{X_1, \ldots, X_n\}$ is a set of discrete variables (i.e., they take values from a finite domain) and $\Phi = \{\phi_1, \ldots, \phi_{m}\}$ is a set of positive real-valued functions (or potentials). $\mathcal{M}$ represents the probability distribution $P(\mathbf{x}) = \frac{1}{Z} \prod_{\phi \in \Phi} \phi(\mathbf{x})$ where $\mathbf{x}$ is an assignment of values to all variables in $\mathbf{X}$. $\mathcal{Z}(\phi)$ is the projection of $\mathcal{Z}$ on the scope $S(\phi)$ of $\phi$, and $Z$ is a normalization constant called the partition function. We will often abuse notation and write $\phi(\mathbf{x})$ as $\phi(x)$. The key inference tasks in PGMs are (i) computing the partition function; (ii) computing the 1-variable marginal probabilities, i.e., computing $P(\mathbf{x})$ where $\mathbf{x}$ is an assignment of a value in the domain of $X \in \mathbf{X}$ to $X$; and (iii) computing the most probable assignment, i.e., computing $\text{arg max}_x P(\mathbf{x})$. In this paper, we focus on the task of computing 1-variable marginals.

The primal (or interaction) graph associated with $\mathcal{M} = (\mathbf{X}, \Phi)$, denoted by $\mathcal{G}$, is an undirected graph which has variables of $\mathcal{M}$ as its vertices and an edge between any two variables that are contained in the scope of a function $\phi \in \Phi$. The primal graph is useful because several exact inference algorithms (e.g., the junction tree algorithm [8], AND/OR graph search [9], variable (bucket) elimination [10, 11], etc.) are exponential in the treewidth of the primal graph and thus the primal graph can be used.
to quantify their complexity. The treewidth of a graph \( G \), denoted by \( tw(G) \), equals the minimum width over all possible orderings of its vertices. The width of an ordering (either partial or full) \( \pi = \{X_1, \ldots, X_n\} \) of a graph \( G \), denoted by \( w(\pi, G) \), is the maximum degree of \( X_i \) in \( G_{i-1} \), where \( G = G_0, G_1, \ldots, G_n \) is a sequence of graphs such that \( G_i \) is obtained from \( G_{i-1} \) by adding edges so as to make the neighbor set of \( X_i \) in \( G_{i-1} \) a clique, and then removing \( X_i \) from \( G_i \) (i.e., eliminating \( X_i \) from \( G_{i-1} \)). For example, Fig. 1(b) shows the graph obtained by eliminating \( E \) and \( F \) from the graph given in Fig. 1(a). The width of the partial order \( \langle E, F \rangle \) is 2 while the width of the total order \( \langle E, F, A, B, C, D \rangle \) is 3.

Computing the treewidth of a graph is a \( NP \)-complete problem [12]. Therefore, in practice, we often employ heuristic approaches such as the min-fill heuristic and min-degree heuristic to find an upper-bound on the treewidth. Hereafter, whenever we refer to the treewidth of a graph, we implicitly assume that we have access to a close upper-bound to the treewidth.

### 2.1 Gibbs Sampling

Given a PGM \( \mathcal{M} = (\mathbf{X}, \Phi) \), Gibbs sampling [3] begins by initializing all variables randomly, denoted by \( \mathbf{x}^{(0)} \). Then, at each iteration \( j \), it randomly chooses a variable \( X_i \in \mathbf{X} \) and samples a value \( \mathbf{x}_i \) for it from the conditional distribution \( P(X_i|\mathbf{x}_i^{(j-1)}) \), where \( \mathbf{x}_i^{(j-1)} \) denotes the projection of \( \mathbf{x}^{(j-1)} \) on all variables in the PGM other than \( X_i \). The new sample is \( \mathbf{x}^{(j)} = (\mathbf{x}_i^{(j-1)}, \mathbf{x}_i^{(j)}) \). The computation of the conditional distribution can be simplified by observing that in a PGM, a variable \( X_i \) is conditionally independent of all other variables given its neighbors (or its Markov blanket) denoted by \( MB(X_i) \). Formally, \( P(X_i|\mathbf{x}_i) = P(X_i|\mathbf{x}_{MB(X_i)}) \). The Gibbs sampling procedure just described is called random-scan Gibbs sampling in literature. Another variation is systematic-scan Gibbs sampling in which we draw samples along a particular ordering of variables. It is known that random-scan Gibbs sampling is statistically more efficient than systematic-scan Gibbs sampling (cf. [7]).

### 2.2 Blocking and Collapsing

Blocked/Blocking Gibbs sampling [11] is an advanced sampling strategy in which some variables are sampled jointly given assignments to other variables in the PGM. Let the variables of the PGM be partitioned into disjoint groups or blocks, denoted by \( \mathcal{B} = \{\mathcal{B}_1, \ldots, \mathcal{B}_k\} \), where \( \mathcal{B}_i \subseteq \mathbf{X} \) and \( \bigcup_i \mathcal{B}_i = \mathbf{X} \). Then, starting with a random assignment \( \mathbf{x}^{(0)} \) to all variables in the PGM, in each iteration \( j \) of blocked Gibbs sampling, we create a new sample \( \mathbf{x}^{(j)} \) by replacing the assignment to all variables in a randomly selected block \( \mathcal{B}_i \) in \( \mathbf{x}^{(j-1)} \) by a new assignment that is sampled (jointly) from the distribution, \( P(\mathcal{B}_i|\mathbf{x}_i^{(j-1)} \setminus \mathcal{B}_i) \), where \( \mathbf{x}_i^{(j-1)} \setminus \mathcal{B}_i \) is the projection of \( \mathbf{x}^{(j-1)} \) on all variables not in \( \mathcal{B}_i \). We define the Markov blanket (MB) of a block \( \mathcal{B}_i \) as all other blocks that contain at least one variable in \( MB(X_i) \), where \( X_i \in \mathcal{B}_i \). Similar to Gibbs sampling, an assignment to all variables in \( MB(\mathcal{B}_i) \) makes \( \mathcal{B}_i \) conditionally independent of all other variables. Note that blocked Gibbs sampling is feasible only when every block \( \mathcal{B}_i \) is tractable given an assignment to \( MB(\mathcal{B}_i) \). These tractability constraints are often imposed in practice by putting a limit on the treewidth of the primal graph projected on the block.

Collapsing is an alternative technique for improving the accuracy of Gibbs sampling. Collapsing operates by eliminating or marginalizing out a subset of variables, say \( C \), from the PGM \( \mathcal{M} \) yielding a collapsed PGM, \( \mathcal{M}_{\mathbf{X} \setminus C} \). Gibbs sampling is then performed on this smaller PGM and this improves its accuracy (because only a sub-space is sampled). In practice, collapsing is feasible only if there exists an order \( \pi \) of the variables in \( C \) such that the width of the ordering is bounded by a small constant.

### 2.3 Estimators

Given \( N \) samples \( \{\mathbf{x}^{(i)}\}_{i=1}^N \) drawn from the distribution \( P \), we can use one of the following three estimators to compute the 1-variable marginals.

1. **Histogram estimator:**

   \[
   \hat{P}(\mathbf{x}_i) = \frac{1}{N} \sum_{j=1}^N I_{\pi_i}(\mathbf{x}^{(j)})
   \]

   where \( I_{\pi_i}(\mathbf{x}^{(j)}) \) is an indicator function which equals 1 if \( \mathbf{x}_i \) appears in \( \mathbf{x}^{(j)} \) and 0 otherwise.

2. **Mixture Estimator:**

   \[
   \hat{P}(\mathbf{x}_i) = \frac{1}{N} \sum_{j=1}^N P(\pi_i|\mathbf{x}^{(j)}_{MB(X_i)})
   \]

3. **Rao-Blackwell Estimator:** This estimator generalizes the mixture estimator and is given by

   \[
   \hat{P}(\mathbf{x}_i) = \frac{1}{N} \sum_{j=1}^N P(\pi_i|\mathbf{x}_{\mathcal{R}}^{(j)})
   \]

   where \( \mathcal{R} \subseteq \mathbf{X} \).

   It has been shown that the Rao-Blackwell estimator has smaller variance than the mixture estimator which in turn has smaller variance than the histogram estimator [7] and thus the Rao-Blackwell and the mixture estimators should always be preferred. However, the Rao-Blackwell estimator requires more computation since we are essentially “ignoring” the samples on certain variables (non-sampled...
variables). The non-sampled variables, $X \setminus R$ should now be marginalized out to obtain the estimate $\hat{P}(\pi_i)$. Therefore, as the set of non-sampled variables grows larger, estimation becomes more accurate but also computationally more expensive.

All the three estimators can be used with blocked as well as collapsed Gibbs sampling. To use the Rao-Blackwell estimator with blocked Gibbs sampling, we simply find the block, say $B$, in which the variable resides, set $R$ equal to $X \setminus B$ and compute $P(\pi_i|X_{B,i})$ by marginalizing out all variables other than $X_i$ in the block. These computations are tractable because the block is assumed to be tractable. In collapsed Gibbs sampling, we can use the Rao-Blackwell estimator to estimate the 1-variable marginals over all the collapsed variables.

3 Optimally Selecting Blocked and Collapsed Variables

Integrating blocking and collapsing is tricky because they interact with each other. Moreover, we cannot collapse and block indiscriminately because for our algorithm to be practical we need to ensure that both blocking and collapsing are computationally tractable. In order to capture these constraints and the complex interplay between blocking and collapsing in a principled manner, we formulate the problem of selecting the blocks and collapsed variables as an optimization problem, defined next.

**Definition 1.** Given a PGM $\mathcal{M} = (X, \Phi)$, two scoring functions $\omega$ and $\psi$ for blocking and collapsing respectively (see sec. 3.1), and integer parameters $\alpha$ and $\beta$, find a $k$-way partition of $X$ denoted by $X = B \cup C$, where $B = \{B_i\}_{i=1}^{k-1}$ is a set of $k-1$ blocks and $C$ is the set of collapsed variables such that both $\omega(B)$ and $\psi(C)$ are maximized, subject to two tractability constraints: (i) The minimum width of $C$ in the primal graph $\mathcal{G}$ is bounded by $\alpha$; and (ii) The treewidth of $\mathcal{G}_{(C)}$ (the graph obtained by eliminating $C$ from $\mathcal{G}$) projected on each block $B_i$ is bounded by $\beta$, namely, $\forall B_i \in B$, $tw(\mathcal{G}(C,B_i)) \leq \beta$.

The optimization problem just presented requires maximizing two functions and is thus an instance of a multi-objective optimization problem [13, 14]. As one can imagine, this problem is much harder than typical optimization problems in machine learning which require optimizing just one objective function. In general, there may not exist a feasible solution that simultaneously optimizes each objective function. Therefore, a reasonable approach is to find a Pareto optimal solution, i.e., a solution which is not dominated by any other solution in the solution space. A Pareto optimal solution cannot be improved with respect to any objective without worsening another objective.

To find Pareto optimal solutions, we will use the lexicographic method—a well-known approach for managing the complexity of multi-objective optimization problems. In this method, the objective functions are arranged in order of importance and we solve a sequence of single objective optimization problems. Since collapsing changes the structure of the primal graph while blocking does not, it is obvious that we should first find the collapsed variables (i.e., give more importance to the objective function for collapsing) and then compute the blocks. We will use this approach. To reduce the sensitivity of the final solution to the objective-function for collapsing, we introduce a hard penalty which penalizes solutions that result in small block sizes (since the accuracy typically increases with the block size). We describe our proposed scoring (objective) functions and the hard penalty next.

3.1 Scoring Functions

We wish to design scoring functions such that they improve mixing time of the underlying Markov chain. Since the exact mixing time is hard to compute analytically, we use a heuristic scoring function that uses correlations between the variables measured periodically from the generated samples. In general, collapsing variables is much more effective when the collapsed variables exhibit high correlation with other variables in the PGM. For instance, a variable $X$ that is involved in a deterministic dependency (or constraint) with another variable $Y$ (e.g., $Y = y \rightarrow X = x$) is a good candidate for collapsing; sampling such variables likely causes the Markov chain to get stuck and hinders mixing. Similarly, blocking is effective when we jointly sample variables which are tightly correlated because sampling them separately may cause the sampler to get trapped. Moreover, we also want to minimize the number of blocks or maximize the number of variables in each block because sampling a variable jointly with other variables in a block is better than or at least as good as sampling the variables individually [7]. We quantify these desirable properties using the following scoring functions:

$$\omega(B) = \frac{1}{|B|} \sum_{B_i \in B} \sum_{X_j \neq X_k \in B_i} D(X_j, X_k)$$  \hspace{1cm} (1)

where $D(X_i, X_j)$ is any distance measure between the joint distribution $P(X_i, X_j)$ and the product of the marginal distributions $P(X_i)P(X_j)$.

$$\psi(C) = \sum_{i=1}^{p} \frac{1}{|X \setminus C|} \sum_{X \in X \setminus C_{i-1}} D(C_i, X)$$  \hspace{1cm} (2)

where $(C_1, \ldots, C_p)$ is a user-defined order on variables in $C$, $C_i = \{C_1, \ldots, C_i\}$ and $C_0 = \emptyset$. We use the Hellinger distance, which is a symmetric measure to compute $D(X_i, X_j)$. Formally, this distance is given by:

$$D(X_i, X_j) = \frac{1}{\sqrt{2}} \sum_{\pi_i, \pi_j} \left( \sqrt{P(\pi_i, \pi_j)} - \sqrt{P(\pi_i)P(\pi_j)} \right)^2$$
Algorithm 1: Greedy-Collapse

Input: A PGM $M = \langle X, \Phi \rangle$, Integers $\alpha$, and $\gamma$

Output: The collapsed PGM $M_{X/C}$ obtained by eliminating $C$ from $M$

1. $E = 0$; $C = \emptyset$;
2. repeat
   1. // Let $G$ be the primal graph associated with $M$
      2. Compute the value of the heuristic evaluation function for each vertex in $G$ (see Eq. (4));
      3. Select a variable $X$ with the maximum heuristic value such that the degree $\text{deg}(X, G) \leq \alpha$ where $\text{deg}(X, G)$ is the degree of $X$ in $G$;
      4. // Let $E(X, G)$ be the number of new edges added to $G$ by forming a clique over neighbors of $X$
      5. $E = E + E(X, G)$;
      6. Eliminate $X$ from $M$;
      7. $C = C \cup \{X\}$;
3. until all vertices in $G$ have degree larger than $\alpha$ or $E > \gamma$;
4. return $M$;

$D(X_i, X_j)$ measures the statistical dependence (correlation) between variables. Higher values indicate that the variables are statistically dependent while smaller values indicate that the variables are statistically independent. Notice that in order to compute $D(C_i, C_j)$, we need to know the 1-variable and 2-variable marginals. Their exact values are clearly not available and therefore we propose to estimate them from the generated samples.

As mentioned above, since we choose the collapsed variables before constructing the blocks, we have to penalize the feasible solutions that are likely to yield small blocks. We impose this penalty by using a hard constraint. The hard constraint disallows all feasible solutions $C$ such that eliminating all variables in $C$ along the ordering $(C_1, \ldots, C_p)$ will add more than $\gamma$ edges to the primal graph. Thus, $\gamma$ controls the relative importance of blocking versus collapsing. When $\gamma$ is infinite or sufficiently large, the optimal solution to the objective function for collapsing is further refined to construct the blocks. On the other hand, when $\gamma$ is small, a suboptimal solution to the objective function for collapsing, which can in turn enable higher quality blocking, is refined to construct the blocks.

4 Dynamic Blocked-Collapsed Gibbs Sampling

Although splitting the multi-objective optimization problem into two single objective optimization problems makes it comparatively easier to handle, it turns out that the resulting single objective optimization problems are $\mathcal{NP}$-hard. For instance, the problem of computing the set of collapsed variables includes the $\mathcal{NP}$-hard problem of computing the (weighted) treewidth (cf. [12]) as a special case. We therefore solve them using greedy methods.

4.1 Solving the optimization problem for Collapsing

Our greedy approach for computing the collapsed variables is given in Alg. 1. The algorithm takes as input the PGM $M$, two integer parameters $\alpha$ and $\gamma$ which constrain the number of collapsed variables (tractability constraints) and the total number of edges added to the primal graph after eliminating the collapsed variables (penalty) respectively, selects the collapsed variables, and outputs a PGM obtained by eliminating the collapsed variables.

Alg. 1 heuristically selects variables one by one for collapsing until no variables can be selected because they will violate either the tractability constraints or the (penalty) constraint on the total number of edges added. For maximizing the objective function, we want to collapse as many highly correlated variables as possible. Thus, a simple greedy approach would be to select, at each iteration, the variable $X$ with the maximum correlation score $\psi(X)$ where $\psi(X)$ is given by

$$
\psi(X) = \frac{1}{|X|} \sum_{X_i \in X} D(X_i, X)
$$

(3)

However, this approach is problematic because a highly correlated variable may add several edges to the primal graph, potentially increasing its treewidth. This will in turn constrain future selections and may yield solutions which are far from optimal. In other words, at each iteration, we have to balance locally maximizing the scoring function with the number of edges added in order to have a better chance of hitting the optimum or getting close to it. We therefore use the following heuristic evaluation function to evaluate the various choices:

$$
\chi(X) = \psi(X) + \left( \frac{\binom{\alpha}{2} - E(X, G)}{\binom{\alpha}{2}} \right)
$$

(4)

where $\psi(X)$ is defined in Eq. (3) and $E(X, G)$ is the number of new edges that will be added to $G$ by forming a clique over $X$. Note that since the maximum degree of any eliminated variable is bounded by $\alpha$, the maximum number of edges that can be added is bounded by $\binom{\alpha}{2}$. Therefore, the quantity in the brackets in Eq. (4) lies between 0 and 1 and high values for this quantity are desirable since very few edges will be added by eliminating the particular variable ($\psi(X)$ also lies between 0 and 1 and high values for it are desirable too).

4.2 Solving the optimization problem for Blocking

Alg. 2 presents the pseudo-code for our greedy approach for constructing the blocks. The algorithm takes as input a PGM $M$ and an integer parameter $\beta$ which bounds the treewidth of the primal graph of $M$ projected on each block, and outputs a partitioning of the variables of $M$ into blocks. The algorithm begins by having $|X|$ blocks, each containing just one variable. Then it greedily merges two
Algorithm 2: Greedy-Block

Input: A PGM $\mathcal{M} = (X, \Phi)$ and Integer $\beta$
Output: A partition of $X$ denoted by $B$

1. Initialize $B = \{\{X\}\}$, $X \in X$ (each block contains just one variable);
2. repeat
   // Let $B_{i,j}$ denote the partitioning formed from $B$ by merging two blocks $B_i, B_j$ in $B$
   Merge two blocks $B_i$ and $B_j$ in $B$ such that:
   1. they are in the Markov blanket of each other,
   2. $tw(G(B_i \cup B_j)) \leq \beta$
   3. there does not exist another pair $B_k, B_m$ in $B$ which satisfies the above two constraints and $\omega(B_{k,m}) > \omega(B_{i,j})$
3. until $\forall B_i, B_j \in B$, $tw(G(B_i \cup B_j)) > \beta$
4. return $B$;

Algorithm 3: Dynamic Blocked-Collapsed Sampling

Input: A PGM $\mathcal{M} = (X, \Phi)$; integers $T$, $M$; integers $\alpha$, $\beta$ and $\gamma$
Output: An estimate of marginal probabilities for all $X \in X$

1. Initialize all 1-variable $P(\pi_i)$ and 2-variable marginals $P(\pi_i, \pi_j)$ to zero;
2. for $t = 1$ to $T$
   3. $\mathcal{M}_{X \setminus C} = \text{Greedy-Collapse}(\mathcal{M}, \alpha, \beta, \gamma)$;
   4. $\mathcal{M}_{X \setminus C} = \text{Greedy-Block}(\mathcal{M}_{X \setminus C}, \beta)$;
   5. Generate $M$ samples from $\mathcal{M}_{X \setminus C}$ using Blocked Gibbs sampling with $B$ as blocks;
   6. Update all 1-variable $P(\pi_i)$ and 2-variable marginals $P(\pi_i, \pi_j)$ using the Rao-Blackwell estimator (see Eq. (5)).
   return $P(\pi_i)$ for all variable-value combinations.

blocks such that they will yield the maximum increase in the score $\omega(B)$ under the constraint that the treewidth of the merged block is bounded by $\beta$. (Note that computing the treewidth is \NP-hard [12] and therefore in our implementation we use the min-fill algorithm to compute an upper bound on it.) To guard against merging blocks which are far away from each other in the primal graph (and thus likely to be statistically independent), we merge two blocks only if they are in the Markov blanket of each other.

4.3 Dynamic Blocked Collapsed Gibbs sampling

Next, we describe how to use the greedy blocking and collapsing algorithms within a Gibbs sampler, yielding an advanced sampling technique. Our proposal is summarized in Alg. 3. The algorithm takes as input a PGM $\mathcal{M}$, parameters $\alpha, \beta$ and $\gamma$ for performing blocking and collapsing, and two integers $T$ and $M$ which specify the sample size and the interval at which the statistics are updated. At termination, the algorithm outputs an estimate of all 1-variable marginal probabilities.

The algorithm maintains an estimate of 1-variable and 2-variable marginals. The 2-variable marginals are used for computing the scoring functions. At each iteration, given a $k$-way partitioning of the variables into blocked and collapsed variables, denoted by $B$ and $C$ respectively, the algorithm generates $M$ samples via blocked Gibbs sampling over $\mathcal{M}_{X \setminus C}$. After every $M$ samples the algorithm updates the blocks and collapsed variables using the greedy procedures outlined in the previous two subsections. The 1-variable and 2-variable marginals are updated using the Rao-Blackwell estimator.

Next, we describe how to update the 1-variable marginals (2-variable marginals can be updated analogously). At each iteration $t$ where $t \in \{1, T\}$, let $\{\mathbf{x}^{(i,t)}\}_{i=1}^M$ be the set of $M$ samples generated via Blocked Gibbs sampling and let $\hat{P}_t(\pi)$ denote the estimate of $P(X = x)$ at iteration $t$. Then $\hat{P}_t(\pi)$ is given by:

$$\hat{P}_t(\pi) = \frac{(t-1)\hat{P}_{t-1}(\pi) + Q_t(\pi)}{t}$$

(5)

where $Q_t(\pi)$ is computed as follows. If $X \in C$ is a collapsed variable, then without loss of generality, let $B_k$ denote the largest block in $B$. Similarly, if $X$ is a blocked variable, then without loss of generality, let $B_k$ denote the block in $B$ in which $X$ is present. Let $\mathbf{x}^{(i,t)}_k$ denote the projection of $\mathbf{x}^{(i,t)}$ on all variables in $B \setminus B_k$. Then $Q_t$ is given as follows:

$$Q_t(\pi) = \frac{1}{M} \sum_{i=1}^M P(\pi|\mathbf{x}^{(i,t)}_k)$$

(6)

To compute $P(\pi|\mathbf{x}^{(i,t)}_k)$ we have to marginalize out all variables in $B_k \cup C \setminus \{X\}$. Computing this is tractable because according to our assumptions marginalizing out $C$ is tractable. After marginalizing out $C$, marginalizing out $B_k$ is tractable because its treewidth is bounded by $\beta$.

$M$ controls the rate at which the blocks and collapsed variables are updated. Ideally, it should be greater than the burn-in period. Also, although we have assumed a constant $M$, it is easy to envision setting it using a policy in which $M$ is progressively increased as $t$ increases. From the theory of adaptive MCMC [15], it is easy to show that such a policy will ensure that estimates output by Alg. 3 will converge to $P(\pi_i)$ as $T$ tends to infinity.

Note that when the correlation statistics are not available, i.e., when $t = 0$, the blocked and collapsed variables are computed by consulting the primal graph of the PGM. Thus, the blocks are constructed by randomly merging variables which are in the Markov blanket of each other; ties broken randomly. Similarly, the collapsed variables are selected along a constrained min-fill ordering (constrained by $\alpha$). Thus, if we use a time bound, namely we stop sampling after the time bound has expired, and set $M$ to be sufficiently large, Alg. 3 is equivalent to a static graph-based blocked-collapsed Gibbs sampling procedure.
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Figure 2: Table comparing our work with previous work. Blocking (1: uses a single block, 2: uses 2 blocks, M: uses multiple blocks, N: not blocked), collapsing (Y/N), Rao-Blackwell Estimation (RB) (Y/N) and Dynamic (N: Static, Y: Dynamic).

5 Related Work

A number of earlier papers have investigated blocking and collapsing in the context of PGMs. Fig. 2 summarizes some notable ones and how they are related to our work. Blocked Gibbs sampling was first proposed by Jensen et al. [1]. The key idea in their algorithm was to create a “single block” by removing variables one by one from the primal graph until the treewidth of the remaining network is bounded by a constant and then sample this block using the junction tree algorithm. Unlike Jensen et al.’s work, we allow multiple blocks, combine collapsing with blocking and use the Rao-Blackwell estimator for computing the marginals (Jensen et al. use the histogram estimator).

Our algorithm is related to the Rao-Blackwellised blocked Gibbs sampling (RBBG) algorithm proposed by Hamze and de Freitas [4]. RBBG operates by dividing the network into two tractable tree-structured blocks and then performing Rao-Blackwellised estimation in each block. Unlike our algorithm, RBBG is applicable to grid Markov networks only. Also, unlike our algorithm, RBBG does not use multiple blocks and does not update the blocks dynamically. Moreover, RBBG does not use collapsing.

Another related work is that of Bidyuk and Dechter [16] in which the authors propose a collapsed Gibbs sampling algorithm. The key idea in their work is similar to Jensen et al.: remove variables one by one until the treewidth is bounded by a constant \( w \) (the removed variables form a \( w \)-cutset). However, unlike Jensen et al., they use the junction tree to sample the \( w \)-cutset variables. Formally, let \( W \) be the set of \( w \)-cutset variables and \( V = X \setminus W \) be the set of remaining variables. Then, the junction tree is used to compute the distribution \( P(W_i|w_{-i}) \) and sample from it. Effectively, the set \( V \) is always collapsed out. A key drawback of this algorithm is that the junction tree algorithm must be run from scratch for sampling each \( w \)-cutset variable and as a result the algorithm can be quite slow. In this paper, we save time by marginalizing out a subset of variables before running the junction tree algorithm (i.e., marginalization is a pre-processing step before sampling). Also, unlike our work, the Bidyuk and Dechter algorithm does not use blocking and is not dynamic.

The sample propagation algorithm of Mark Paskin [17] is the only blocked-collapsed algorithm for PGMs that we are aware of. The algorithm integrates sampling with message passing in a junction tree. The key idea is to walk the clusters of a junction tree, sampling some of the current cluster’s variables and then passing a message to one of its neighbors. The algorithm designates a subset of variables for sampling and marginalizes out the remaining variables by performing message passing over the junction. In that sense, sample propagation is similar to (but more efficient than) Bidyuk and Dechter’s algorithm. The only difference is that variables within each cluster are sampled jointly (or blocked) if the cluster size is small enough or sampled using Metropolis-Hastings otherwise. Since the blocks in sample propagation are confined to the clusters of a junction tree, they can be much smaller than the blocks used in our algorithm. Also, this algorithm is not dynamic.

Our work is related to the recent work of Venugopal and Gogate [18], who cast the problem of constructing blocks in lifted Gibbs sampling as an optimization problem, but do not update the blocks dynamically. Finally, our work is related to parallel Gibbs sampling by Gonzalez et al. [19] who use likelihood estimates to compute the blocks.

6 Experiments

In this section, we experimentally evaluate the performance of the following algorithms on several benchmark PGMs: (a) Naive Gibbs sampling (Gibbs); (b) Static Blocked Gibbs sampling (SBG); (c) Static blocked collapsed Gibbs sampling (SBCG); and (d) Dynamic blocked collapsed Gibbs sampling (DBG). SBG is similar to the algorithm of Hamze and de Freitas [4] except that we allow multiple blocks and do not constrain the blocks to be tree structured. SBCG is an advanced version of Paskin’s sample propagation algorithm [17]. We implemented SBG and SBCG by setting \( M \) to a sufficiently large value i.e., these methods consult only the primal graph of the PGM to choose the blocks and collapsed variables. To compute marginals, we use the Rao-Blackwell estimator in SBG, SBCG and DBCG, and the mixture estimator in Gibbs.

We tested the algorithms on several benchmark PGMs used in the UAI-2008 (graph-mod.ics.uci.edu/uai08/Evaluation/Report), and the UAI-2010 (cs.ehu.ei/project/PASCAL) probabilistic inference competitions. For each network, we measured performance using the average Hellinger distance between the true 1-variable marginals and the estimated 1-variable marginals. We performed our experiments on a CentOS machine with a quad-core processor and 8GB RAM. Each algorithm was run for 500 seconds on each benchmark for the task of estimating 1-variable marginals. In DBCG we set \( \alpha = \beta = 8, \gamma = 50 \times \alpha \) and \( M = 1000 \). We evaluate the impact of \( \alpha, \beta \) and \( \gamma \) in the next sub-section.
Fig. 3 shows the results. We see that DBCG is more accurate than all other algorithms on almost all the PGMs, often outperforming the competition by an order of magnitude.

**Ising models.** Figs. 3(a)-(c) show the performance of various algorithms on three Ising models of size 20x20 with evidence on 5, 10 and 15 randomly selected nodes respectively. DBCG is the best algorithm on all three PGMs. SBCG performs better than the other two algorithms on grid20x20.f10 and grid20x20.f15 and its performance is almost similar to SBC and Gibbs on grid20x20.f5.

**Relational** PGMs are formed by grounding statistical relational models [20]. Statistical relational models such as Markov logic networks [21, 22] often have large number of correlated variables as well as deterministic dependencies. Our dynamic approach is beneficial on such models because it has the ability to learn correlations and adjust the partitions accordingly. We experimented with three relational PGMs available from the UAI-08 repository: students-0015, blockmap-0014 and mastermind-0014. Figs. 3 (d)-(f) show the results. Again, we see that DBCG is the best performer followed by SBCG.

**Linkage** PGMs are used for performing genetic linkage analysis [23]. Figs. 3 (g)-(i) show results on three linkage PGMs. Again, on all three PGMs, DBCG is the best
performing algorithm and SBCG is the second best.

Promedas PGMs are noisy-OR medical diagnosis networks generated by the Promedas medical diagnosis system [24]. The networks are two-layered bi-partite graphs in which bottom layer has the symptoms and the top layer has the diseases. We experimented with three PGMs: or-chain-62, or-chain-129 and or-chain-236. Figs. 3 (j)-(l) show the results. DBCG performs better than all other algorithms in two out of the three PGMs. On or-chain-236, SBCG is slightly better than DBCG, but has larger variance.

6.1 Impact of varying the parameters $\alpha$ and $\beta$

Fig. 4 shows the impact of changing the parameters $\alpha$ and $\beta$ on the performance of DBCG. For brevity, we show results on only one problem instance from each domain. Figs. 4 (a)-(d) show the impact of increasing $\alpha$ with $\beta$ set to a constant while Figs. 4 (e)-(h) show the impact of increasing $\beta$ with $\alpha$ set to a constant. We see that increasing $\alpha$ or $\beta$ typically increases the accuracy and reduces the variance as a function of time. However, in some cases (e.g., Fig. 4(c) and Fig. 4(g)), we see that the accuracy goes down as we increase $\alpha$ and $\beta$, which indicates that there is a tradeoff between blocking and collapsing. In summary, $\alpha$ and $\beta$ help us explore the region between a completely collapsed and a completely blocked sampler, and in turn help us achieve the right balance between blocking and collapsing.

7 Summary

In this paper, we formulated the problem of combining blocking and collapsing in computation-limited settings as a multi-objective optimization problem. We proposed a greedy algorithm to solve this problem. The greedy algorithm assumes access to correlations between all pairs of variables. Since the exact value of these correlations is not available, we proposed to estimate them from the generated samples, and update the greedy solution periodically. This yields a dynamic blocked collapsed Gibbs sampling algorithm which iterates between two steps: partitioning and sampling. In the partitioning step, the algorithm uses the current estimate of correlations between variables to partition the variables in the PGM into blocked and collapsed subsets and constructs the collapsed PGM. In the sampling step, the algorithm uses the blocks constructed in the previous step to generate samples from the collapsed PGM and updates the estimate of the 1-variable marginals and the correlations between variables. We performed a preliminary experimental study comparing the performance of our dynamic algorithm with static graph-based blocked collapsed Gibbs sampling algorithms. Our results clearly demonstrated the power and promise of our new approach: in many cases, our dynamic algorithm was an order of magnitude better in terms of accuracy than static graph-based algorithms.
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Abstract

Recent advances in symbolic dynamic programming (SDP) combined with the extended algebraic decision diagram (XADD) data structure have provided exact solutions for mixed discrete and continuous (hybrid) MDPs with piecewise linear dynamics and continuous actions. Since XADD-based exact solutions may grow intractably large for many problems, we propose a bounded error compression technique for XADDs that involves the solution of a constrained bilinear saddle point problem. Fortuitously, we show that given the special structure of this problem, it can be expressed as a bilevel linear programming problem and solved to optimality in finite time via constraint generation, despite having an infinite set of constraints. This solution permits the use of efficient linear program solvers for XADD compression and enables a novel class of bounded approximate SDP algorithms for hybrid MDPs that empirically offers order-of-magnitude speedups over the exact solution in exchange for a small approximation error.

1 Introduction

Many real-world sequential-decision making problems involving resources, time, or spatial configurations naturally use continuous variables in both their state and action representation and can be modeled as Hybrid Markov Decision Processes (HMDPs). While HMDPs have been studied extensively in the AI literature [4; 7; 10; 9; 11; 12], only recently have symbolic dynamic programming (SDP) [14; 17] techniques been introduced to enable the exact solution of multivariate HMDPs with continuous actions and arbitrary piecewise linear dynamics and rewards.

What has proved crucial in this SDP solution of piecewise linear HMDPs is the use of the XADD data structure representation of functions like the simple examples shown in Figure 1(a,b) that allows the HMDP value function to be represented compactly and SDP operations to be computed efficiently. In brief, an XADD is simply an extension of the algebraic decision diagram (ADD) [1] to continuous variables where decisions may be boolean variable tests or inequalities of continuous expressions and leaves may be continuous expressions; XADDs are evaluated from root to leaf like decision trees. Following the SDP work of [17] for HMDPs with continuous actions that we extend, we restrict XADDs to have linear decisions and leaves.

While XADDs have enabled SDP solutions to HMDPs that would not be otherwise possible with more naive representations of piecewise functions, XADDs still have limitations — for some problems the HMDP solution (represented by a value function) simply has many distinct pieces and does not admit a more compact exact XADD representation, e.g, Figure 1(a). However,
motivated by previous approximation work in discrete factored MDPs using ADD approximation [16], we pose the question of whether there exists a method for compressing an XADD in exchange for some bounded approximation error. As a hint of the solution, we note that Figure 1(a) can be approximated by 1(b) which is more compact and induces relatively small error.

But how do we find such a compressed XADD? In the simpler case of ADDs [16], this approximation process was straightforward: leaves with nearby constant values are averaged and merged, leading to bottom-up compaction of the ADD. In the XADD, if we wish to take a similar approach, we see that the problem is more complex since it is not clear (1) which leaves to merge, or (2) how to find the best approximation of these leaves that minimizes the error over the constrained, continuous space where each leaf is valid. Indeed, as Figure 1(a,b) demonstrates, the answer is not given simply by averaging leaves since the average of constant leaves in (a) could never produce the linear function in the leaves of (b). Hence, we wish to answer questions (1) and (2) to produce a bounded and low-error approximation over the entire continuous function domain as given in Figure 1(b).

To answer these questions, we propose a bounded error compression technique for linear XADDs that involves the solution of a constrained bilinear saddle point problem. Fortuitously, we show that given the special structure of this problem, it can be expressed as a bilevel linear programming problem. While the second-level optimization problem in this bilevel program implicitly represents an infinite number of constraints, we show that a constraint generation approach for this second stage allows the first stage to terminate at optimality after generating only a finite number of constraints. This solution permits the use of efficient linear program solvers for XADD compression and enables a novel class of bounded approximate SDP algorithms for hybrid MDPs. Empirically we demonstrate that this approach to XADD compression offers order-of-magnitude speedups over the exact solution in exchange for a small approximation error, thus vastly expanding the range of HMDPs for which solutions with strong error guarantees are possible.

2 Extended Algebraic Decision Diagrams (XADDs)

We begin with a brief introduction to the extended algebraic decision diagram (XADD), then in Section 3 we contribute approximation techniques for XADDs. In Section 4, we will show how this approximation can be used in a bounded approximate symbolic dynamic programming algorithm for hybrid MDPs.

Figure 2: Example of piecewise linear function in case and XADD form: (top left) plot of function \( f(x, y) \); (top right) XADD representing \( f(x, y) \); (bottom) case semantics for \( f(x, y) \) demonstrating notation used in this work.

2.1 Case Semantics of XADDs

An XADD is a function represented by a directed acyclic graph having a fixed ordering of decision tests from root to leaf. For example, Figure 2(top left) shows the plot of a piecewise function and 2(top right) its XADD representation. Underlying this XADD is a simple piecewise linear function that we can represent semantically in case form. Specifically, given a domain of boolean and continuous variables \( \{ b^T, x^T \} = (b_1, \ldots, b_n, x_1, \ldots, x_m) \), where \( b_i \in \{0,1\} \) \((1 \leq i \leq n)\) and \( x_j \in [x_{j, \min}^\ast, x_{j, \max}^\ast] \) \((1 \leq j \leq m)\) for \( x_{j, \min}^\ast, x_{j, \max}^\ast \in \mathbb{R} \) and \( x_{j, \max}^\ast > x_{j, \min}^\ast \), a case statement representing an XADD with linear decisions and leaf expressions takes the following piecewise linear form

\[
f(b, x) = \begin{cases} \phi_1(b, x) : f_1(x) \\ \vdots \\ \phi_n(b, x) : f_n(x) \end{cases}
\]

(1)

Here the \( f_i \) are linear expressions over \( x \) and the \( \phi_i \) are logical formulae defined over the domain \( \{ b^T, x^T \} \) that can include arbitrary logical \((\land, \lor, \neg)\) combinations of (i) boolean variables and (ii) linear inequalities over \( x \).

In the XADD example of Figure 2, every leaf represents a case value \( f_i \) and every path from root to leaf represents a conjunction of decision constraints. The disjunction of all path constraints leading to leaf \( f_i \) corresponds to a case partition \( \{ \phi_i(b, x) : f_i(x) \} \). Clearly, all case partitions derived from an XADD must be mutually disjoint and exhaustive of the domain \( \{ b^T, x^T \} \), hence XADDs represent well-defined functions.

Since \( \phi_i \) can be written in disjunctive normal form (DNF), i.e., \( \phi_i \equiv \bigvee_{j=0}^{\theta_{ij} \text{true}} \theta_{ij} \) where \( \theta_{ij} \) represents a conjunction of linear constraints over \( x \) and a (partial) truth assignment to \( b \) corresponding to the \( j \)th path from the XADD root to leaf \( f_i \), we observe that every \( \theta_{ij} \) contains a bounded convex linear polytope \( \{ x \} \).
finately bounded in all dimensions as initially defined). We formally define the set of all convex linear polytopes contained in $\phi_i$ as $C(\phi_i) = \{\text{Polytope}(\theta_{ij})\}_{j}$, where Polytope extracts the subset of linear constraints from $\theta_{ij}$. Figure 2(top left) illustrates the different polytopes in the XADD of 2(top right) with corresponding case notation in 2(bottom).

### 2.2 XADD Operations

XADDs are important not only because they compactly represent piecewise functions that arise in the forthcoming solution of hybrid MDPs, but also because operations on XADDs can efficiently exploit their structure. XADDs extend algebraic decision diagrams (ADDS) [1] and thus inherit most unary and binary ADD operations such as addition $\oplus$ and multiplication $\otimes$. While the addition of two linear piecewise functions represented by XADDs remains linear, in general their product may not (i.e., the values may be quadratic); however, for the purposes of symbolic dynamic programming later, we remark that we only ever need to multiply piecewise constant functions by piecewise linear functions represented as XADDs, thus yielding a piecewise linear result.

Some XADD operations do require extensions over the ADD, e.g., the binary max operation represented here in case form:

$$\max \left( \{ \phi_1 : f_1 \} , \{ \phi_2 : f_2 \} , \{ \psi_1 : g_1 \} , \{ \psi_2 : g_2 \} \right) = \left\{ \begin{array}{l} \phi_1 \land \psi_1 \land f_1 \land g_1 \\
\phi_1 \land \psi_1 \land f_1 \land g_1 \\
\phi_1 \land \psi_2 \land f_2 \land g_2 \\
\phi_1 \land \psi_2 \land f_2 \land g_2 \end{array} \right\}
$$

While the max of two linear piecewise functions represented as XADDs remains in linear case form, we note that unlike ADDs which prohibit continuous variables $x$ and only have a fixed set of boolean decision tests $b$, an XADD may need to create new decision tests for the linear inequalities \{f_1 \geq g_1, f_1 \geq g_2, f_2 \geq g_1, f_2 \geq g_2\} over $x$ as a result of operations like max.

Additional XADD operations such as symbolic substitution, continuous (action) parameter maximization, and integration required for the solution of hybrid MDPs have all been defined previously [14; 17] and we refer the reader to those works for details.

### 3 Bounded XADD Approximation

In this section, we present the main novel contribution of our paper for approximating XADDs within a fixed error bound. Since the point of XADD approximation is to shrink its size, we refer to our method of approximation as XADD Compression (XADDComp).

Following previous work on ADD compression [16], we note that decision diagrams should be compressed from the bottom up — merging leaves causes simplifications to ripple upwards through a decision diagram removing vacuous decisions and shrinking the decision diagram. For example, after merging leaves in Figure 1(a), we note that the only remaining decision in 1(b) is $x < 3$. Hence, we focus on a leaf merging approach to XADDComp, which poses two questions: (1) what leaves do we merge? And (2) how do we find the best approximation of merged leaves? We answer these two questions in the following subsections.

#### 3.1 Successive Leaf Merging

Since it would be combinatorially prohibitive to examine all possible leaf merges in an XADD, our XADDComp approximation approach in Algorithm 1 uses a systematic search strategy of successive pairwise merging of leaves. The idea is simple and is illustrated in Figure 3. The bounded error property is guaranteed by accumu-
Algorithm 1: XADDComp(XADD X, ϵ) → (X, ˆϵ)

1. ˆϵ ← 0 // The max amount of error used so far
2. X ← X // The approximated XADD
3. Open := {L1} = {⟨ϕi, fi⟩} ∈ X // cases in X
4. while Open ̸= ∅ do
5.     L1 := Open.pop()
6.     for L2 ∈ Open do
7.         // Merge and track accumulated error
8.         (f*, ˆϵ) := PairLeafApp(L1, L2) // Sec 3.2
9.         f*.error := ˆϵ + max(f1.error, f2.error)
10. // Keep merge if within error bounds
11. if f*.error < ϵ then
12.     ˆϵ := max(ˆϵ, f*.error)
13.     Open.remove(L2)
14.     // Replace leaves in X and simplify
15.     ˆX.f1 := f*, ˆX.f2 := f*
16.     L1 := ⟨ϕ1 ∨ ϕ2, f*⟩ // Keep merging L1
17. return (X, ˆϵ)// Comp. XADD and error used

lating the amount of error "used" in every merged leaf
and avoiding any merges that exceed a maximum error
threshold ϵ. However, we have not yet defined how to
find the lowest error approximation of a pair of leaves in PairLeafApp, which we provide next.

3.2 Pairwise Leaf Approximation

In pairwise leaf merging, we must address the following fundamental problem: given two XADD leaves
represented by their case partitions L1 = {f1, ϕ1} and
L2 = {f2, ϕ2}, our goal is to determine the best linear
case approximation of L1 and L2. As it must represent
L1 and L2, the solution must be defined in both regions
and is therefore of the form L* = {⟨f*, ϕ1 ∨ ϕ2⟩}. Since
we restrict to linear XADDs, then f1 = c1T(xT, 1)T, f2 = c2T(xT, 1)T and f* = c*T(xT, 1)T (assuming
c1, c2, c* ∈ Rm+1 where x ∈ Rm). Thus, our task
reduces to one of finding the optimal weight vector
c* which minimizes approximation error given by the
following bilinear saddle point optimization problem:

\[
\min_{c^*} \max_{i \in \{1, 2\}} \max_{x \in C(\phi_i)} \left| c_i^T \begin{bmatrix} x & 1 \end{bmatrix} - c^* \begin{bmatrix} x & 1 \end{bmatrix} \right|
\] (2)

This is bilinear due to the inner product of c* with x.

To better understand the structure of this bilinear sad-
dle point problem, we refer to Figure 4, which shows
on the left, two functions f1 and f2 and the respec-
tive single polytope regions C(ϕ1) and C(ϕ2) where
f1 and f2 are respectively valid. On the right, we
show a proposed approximating hyperplane f within

![Figure 4: Illustration of the pairwise leaf approximation problem: (left) the original linear leaf functions f1 and f2 in their respective (single) polytope regions ϕ1 and ϕ2; (right) a linear approximation f overlaid on f1 and f2 in their regions showing errors at the polytope vertices.](image)

the regions C(ϕ1) and C(ϕ2). Clearly we want to
choose the f* = f that minimizes the absolute dif-
ference between f and f1, f2 within their respective
polytopes. On account of this perspective and recalling
that C(ϕi) = {Polytope(θij)}j, we can rewrite (2) as the following bi-level linear optimization problem:

\[
\min_{c^*, c} \max_{x \in \text{Polytope}(\theta_{ij})} \left| c_i^T \begin{bmatrix} x & 1 \end{bmatrix} - c^* \begin{bmatrix} x & 1 \end{bmatrix} \right| \quad : \forall i \in \{1, 2\}, \forall \theta_{ij}
\] (3)

While it may seem we have made little progress with
this rewrite of (2) — this still appears to be a diffi-
cult optimization problem, we can make an important
insight that allows us to remove the second stage of op-
timization altogether. While implicitly it appears that
the second stage would correspond to an infinite num-
ber of constraints — one for each x ∈ Polytope(θij), we
return to Figure 4. Since each of f1, f2, f1, f2 are
all linear and C(ϕ1), C(ϕ2) represent (unions of) linear
convex polytopes, we know that the maximum dif-
ference between f and f1, f2 must occur at the vertices
of the respective polytope regions. Thus, denoting x^k_{ij} (k ∈ {1, ..., Ni}) as a vertex of the linear convex polytope
defined by θ_{ij}, we can obtain a linear program
version of (2) with a finite number of constraints at
the vertices x^k_{ij} of all polytopes:

\[
\min_{c^*, c} \max_{x \in \text{Polytope}(\theta_{ij})} \left| c_i^T \begin{bmatrix} x^k_{ij} & 1 \end{bmatrix} - c^* \begin{bmatrix} x^k_{ij} & 1 \end{bmatrix} \right| \quad : \forall k \in \{1, ..., Ni\}, \forall \theta_{ij}
\] (4)

To obtain a true bi-level linear program, we need two
separate second stage constraints to encode that ϵ is larger
than each side of the absolute value (the argument of the
absolute value and its negation), but this is a straightfor-
ward absolute value expansion in a linear program that we
will consider implicit to avoid notational clutter.
Algorithm 2: PairLeafApp($L_1, L_2$) $\rightarrow (c^*, \epsilon)$

1. $c^* := 0$ // Arbitrarily initialize $c^*$
2. $\epsilon^* := \infty$ // Initialize to invalid error
3. $C := \emptyset$ // Start with an empty constraint set
4. // Generate max error vertex constraints for $c^*$
5. for $i \in \{1, 2\}$, $\theta_{ij} \in C(\phi_i)$ do
   
   6. $x_{ij}^k := \begin{cases} \arg \max_x \left( c_i T x \right) & \text{s.t. } x \in Polytope(\theta_{ij}) \\ \right.$
      
   7. $C := C \cup \{ \epsilon > c_i T (x_{ij}^k, 1)^T - c_i T (x_{ij}^k, 1)^T \}$

8. // Re-solve LP with augmented constraint set
9. $(c^*, \epsilon_{\text{new}}^*) := \arg \min_{c^*, \epsilon} \{c^*, \epsilon \}$ subject to $C$
10. if $\epsilon_{\text{new}}^* \neq \epsilon^*$ then
11.   
12. return $(c^*, \epsilon^*)$ // Best hyperplane and error

Unfortunately, the drawback of this single linear programming approach is that for $M_{ij}$ linear constraints in $Polytope(\theta_{ij})$, the number of vertices of the polytope may be exponential, i.e., $N_{ij} = O(\exp M_{ij})$.

However, we make one final crucial insight: while we may have an exponential number of constraints in $(4)$, we have a very efficient way to evaluate for a fixed solution $c^*$, the single point $x_{ij}^k$ in each $Polytope(\theta_{ij})$ with max error — this is exactly what the second stage linear program in $(3)$ provides. Hence, this suggests an efficient constraint generation approach to solving $(4)$ that we outline in Algorithm 2. Beginning with an empty constraint set, we iteratively add in constraints for the polytope vertices $x_{ij}^k$ that yield maximal error for the current best solution $c^*$ (one constraint for each side of the absolute value). Then we re-solve for $(c^*, \epsilon^*)$ to see if the error has gotten worse; if not, we have reached optimality since $c^*$ satisfies all constraints (vertices $x_{ij}^k$, not having constraints in $C$ had provably equal or smaller error than those in $C$) and adding in all constraints could not reduce $\epsilon^*$ further.

We conclude our discussion of PairLeafApp in Algorithm 2 with a key observation: it will always terminate in finite time with the optimal solution, since at least two constraints are generated on every iteration and there are only a finite number of possible polytope vertices $x_{ij}^k$ for which to generate constraints. We later demonstrate that PairLeafApp runs very efficiently in practice indicating that it is generating only a small subset of the possible exponential set of constraints.

4 Bounded Approximate Symbolic Dynamic Programming

Having shown how to efficiently approximate XADDs in Section 3, we switch to the main application focus of this work: finding bounded approximate solutions for Hybrid MDPs (HMDPs). Specifically, in this section, we build on the Symbolic Dynamic Programming (SDP) [14, 17] framework for HMDPs that uses the XADD data structure to maintain a compact representation of the value function, extending it to allow next-state dependent rewards and synchronic arcs in its transition function. In this work, we augment SDP with a bounded value approximation step that we will subsequently show permits the solution of HMDPs with strong error guarantees that cannot be efficiently solved exactly. We begin by formalizing an HMDP.

4.1 Hybrid Markov Decision Processes (HMDPs)

In HMDPs, states are represented by variable assignments. We assume a vector of variables $(b^T, x^T) = (b_1, \ldots, b_n, x_1, \ldots, x_m)$, where each $b_i \in \{0, 1\}$ $(1 \leq i \leq n)$ is boolean and each $x_j \in \mathbb{R}$ $(1 \leq j \leq m)$ is continuous. We also assume a finite set of $p$ parametrized actions $A = \{a_1(y_1), \ldots, a_p(y_p)\}$, where $y_k \in \mathbb{R}^{|y_k|}$ $(1 \leq k \leq p)$ denote continuous parameters for respective action $a_k$ (often we drop the subscript, e.g., $a(y)$).

An HMDP model also requires the following: (i) a joint state transition model $P(b', x' | b, x, a, y)$, which specifies the probability of the next state $(b', x')$ conditioned on the subset of the previous and next state and action $a(y)$; (ii) a reward function $R(b, x, a, y, b', x')$, which specifies the immediate reward obtained by taking action $a(y)$ in state $(b, x)$ and reaching state $(b', x')$; and (iii) a discount factor $\gamma$, $0 < \gamma \leq 1$.

A policy $\pi$ specifies the action $a(y) = \pi(b, x)$ to take in each state $(b, x)$. Our goal is to find an optimal sequence of finite horizon-dependent policies $\Pi^* = (\pi^*1, \ldots, \pi^*H)$ that maximizes the expected sum of discounted rewards over a horizon $h \in H; H \geq 0$:

$$V^{\Pi^*}(b, x) = E_{\Pi^*} \left[ \sum_{h=0}^{H} \gamma^h \cdot r^h(b_0, x_0) \right]. \tag{5}$$

Here $r^h$ is the reward obtained at horizon $h$ following $\Pi^*$ where we assume starting state $(b_0, x_0)$ at $h = 0$.

HMDPs as defined above are naturally factored [3] in terms of state variables $(b, x)$; as such, transition structure can be exploited in the form of a dynamic Bayes net (DBN) [6] where the conditional probabilities $P(b_i | \cdots)$ and $P(x_j | \cdots)$ for each next state variable can condition on the action, current and next
Algorithm 3: BASDP(HMDP, H, ϵ) → (V^h, π^∗, h)

begin
V^0 := 0, h := 0
while h < H do
h := h + 1
foreach a ∈ A do
Q^h_a(y) := Regress(V^{h-1}, a, y)
Q^h_a := max_y Q^h_a(y) // Parameter max
V^h := max_a Q^h // Max all Q_a
π^∗,h := arg max_{(a, y)} Q^h_a(y)
V^h = XADDComp(V^h, ϵ)
if V^h = V^{h-1} then
break // Stop if early convergence
return (V^h, π^∗, h)
end

Algorithm 4: Regress(V, a, y) → Q

begin
Q = Prime(V) // Rename all symbolic
// variables \( b_i \rightarrow b'_i \) and all \( x_i \rightarrow x'_i \)
Q := R(b, x, a, y, b', x') + (γ \cdot Q)
// Any var order with child before parent
foreach v'_k in Q do
if v'_k = x'_i then
// Continuous marginal integration
Q := \int Q \otimes P(x'_j | b, x, v'_{\leq k}, a, y) dx'_j
if v'_k = b'_i then
// Discrete marginal summation
Q := \left[ Q \otimes P(b'_i | b, x, v'_{\leq k}, a, y) \right] b'_i=1
+ \left[ Q \otimes P(b'_i | b, x, v'_{\leq k}, a, y) \right] b'_i=0
return Q
end

state. We allow synchronous arcs (variables that condition on each other in the same time slice) between any pair of variables, binary \( b \) or continuous \( x \) so long as they do not lead to cyclic dependencies in the DBN — this leads to a natural topologically sorted variable ordering that prevents any variable from conditioning on a later variable in the ordering. From these assumptions, we factorize the joint transition model as

\[
P(b', x' | b, x, a, y) = \prod_{k=1}^{n+m} P(v'_k | b, x, v'_{<k}, a, y)
\]

where \( v'_{<k} = (v'_1, ..., v'_{k-1}) \), \( 1 \leq k \leq n + m \).

The conditional probability functions \( P(b'_i = v'_k | b, x, v'_{<k}, a, y) \) for binary variables \( b_i (1 \leq i \leq n) \) can condition on state and action variables. For the continuous variables \( x_j (1 \leq j \leq m) \), we represent the CPFs \( P(x'_j = v'_k | b, x, v'_{<k}, a, y) \) with piecewise linear equations (PLEs) satisfying three properties: (i) PLEs can only condition on the action, current state, and previous state variables, (ii) PLEs are deterministic meaning that to be represented by probabilities they must be encoded using Dirac \( \delta[\cdot] \) functions and (iii) PLEs are piecewise linear, where the piecewise conditions may be arbitrary logical combinations of the binary variables and linear inequalities over the continuous variables. Numerous examples of PLEs will be presented in the empirical results in Section 5.

While it is clear that our restrictions do not permit general stochastic continuous transition noise (e.g., Gaussian noise), they do permit discrete noise in the sense that \( P(x'_j = v'_k | b, x, v'_{<k}, a, y) \) may condition on \( b' \), which are stochastically sampled according to their CPFs. We note that this representation effectively allows modeling of continuous variable transitions as a mixture of \( \delta \) functions, which has been used frequently in previous exact continuous state MDP solutions [7; 12].

We allow the reward function \( R(b, x, a, y, b', x') \) to be a general piecewise linear function (boolean or linear conditions and linear values) such as

\[
R(b, x, a, y, b', x') = \begin{cases} 
    b \land x_1 \leq x_2 + 1 : & 1 - x'_1 + 2x'_2 \\
    -b \lor x_1 > x_2 + 1 : & 3y + 2x_2
\end{cases}
\]

The above transition and reward constraints ensure that all derived functions in the solution of these HMDPs will remain piecewise linear, which is essential for efficient linear XADD representation [14] and for the XADD approximation techniques proposed in Section 3.

4.2 Solution Methods

The algorithm we use for solving HMDPs is an approximate version of the continuous state and action generalization of value iteration [2], which is a dynamic programming algorithm for constructing optimal policies. It proceeds by constructing a series of \( h \)-stage-to-go optimal value functions \( V^h(b, x) \). Initializing \( V^0(b, x) = 0 \), we define the quality \( Q^h_a(b, x, y) \) of taking action \( a(y) \) in state \( (b, x) \) and acting so as to obtain \( V^{h-1}(b, x) \) thereafter as the following:

\[
Q^h_a(b, x, y) = \sum_{b', x'} \int_{x'} \prod_{k=1}^{n+m} P(v'_k | b, x, v'_{<k}, a, y) \cdot \left[ R(b, x, a, y, b', x') + \gamma V^{h-1}(b', x') \right] dx'
\]  

Given \( Q^h_a(b, x) \) for each \( a \in A \), we can proceed to define the \( h \)-stage-to-go value function as the maximizing
action parameter values $y$ for the best action $a$ in each state $(b, x)$ as follows:

$$V^h(b, x) = \max_{a \in A} \max_{y \in \mathbb{R}^d} \{Q^h_a(b, x, y)\}$$

(7)

If the horizon $H$ is finite, then the optimal value function is obtained by computing $V^H(b, x)$ and the optimal horizon-dependent policy $\pi^{*, h}$ at each stage $h$ can be easily determined via $\pi^{*, h}(b, x) = \arg\max_{(a, y)} Q^h_a(b, x, y)$. If the horizon $H = \infty$ and the optimal policy has finitely bounded value, then value iteration can terminate at horizon $h$ if $V^h = V^{h-1}$; then $V^\infty = V^h$ and $\pi^{*, \infty} = \pi^{*, h}$.

4.3 Bounded Approximate SDP (BASDP)

We will now define BASDP, our bounded approximate HMDP symbolic dynamic programming algorithm. BASDP is provided in Algorithm 3 along with a regression subroutine in Algorithm 4; BASDP is a modified version of SDP [17] to support the HMDP model with next-state dependent reward function and synchronous arcs as defined previously along with the crucial addition of line 10, which uses the XADDComp compression method described in Section 3. Error is cumulative over each horizon, so for example, the maximum possible error incurred in an undiscounted BASDP solution is $H \epsilon$. All functions are represented as XADDS, and we note that all of the XADD operations involved, namely addition $\oplus$, multiplication $\otimes$, integration of Dirac $\delta$ functions, marginalization of boolean variables $\sum_{b_i}$, continuous parameter maximization $\max_y$, and discrete maximization $\max_a$, are defined for XADDS as given by [14; 17]. For most of these operations the execution time scales super-linearly with the number of partitions in the XADD, which can be greatly reduced by the XADDComp compression algorithm. We empirically demonstrate the benefits of approximation in the next section.

5 Empirical Results

In this section we wish to compare the scalability of exact SDP (calling BASDP in Algorithm 4 with $\epsilon = 0$) vs. various levels of approximation error $\epsilon > 0$ to determine the trade-offs between time and space vs. approximation error. To do this, we evaluated BASDP on three different domains — MARS ROVER1D, MARS ROVER2D, and INVENTORY CONTROL — detailed next.

MARS ROVER1D: A unidimensional continuous Mars Rover domain motivated by Bresina et al [5] used in order to visualize the value function and the effects of varying levels of approximation. The position of the rover is represented by a single continuous variable $x$ and the goal of the rover is to take pictures at specific positions. There is only one action $move(a_x)$, where $a_x$ is the movement distance. In the description of the problem for the instance shown below, there are two picture points and taking pictures is recorded in two boolean variables $(tp_1$ and $tp_2$). The dynamics for deterministic action $move(a_x)$ are as follows:

$$tp'_1 = \begin{cases} tp_1 \land (x > 40) \land (x < 60) : 1.0 \\ else : 0.0 \end{cases}$$

$$tp'_2 = \begin{cases} tp_2 \land (x < -60) \land (x < -40) : 1.0 \\ else : 0.0 \end{cases}$$

$$x' = x + a_x$$

$$R = R_1 + R_2 - 0.1 \times |a_x|$$

$$R_1 = \begin{cases} (tp'_1) \land (\neg tp_1) \land (x > 50) : 40 - 0.2 \times (x - 50) \\ (tp'_1) \land (\neg tp_1) \land (x < 50) : 40 - 0.2 \times (50 - x) \\ (tp'_1) \land (tp_1) : 1.1 \\ else : -2 \end{cases}$$

$$R_2 = \begin{cases} (tp'_2) \land (\neg tp_2) \land (x > -50) : 60 - 0.2 \times (-x + 50) \\ (tp'_2) \land (\neg tp_2) \land (x < -50) : 60 - 0.2 \times (x + 50) \\ (tp'_2) \land (tp_2) : 1.2 \\ else : -1 \end{cases}$$

In Figure 5, we plot different value functions obtained by compressing with different levels — we note that in general larger $\epsilon$ results in a looser fit, but there are exceptions, owing to the greedy nature of successive pairwise merging for XADDS described in Section 3.

MARS ROVER2D: In this multivariate version of a Mars Rover domain the rover is expected to follow a path. The position is represented by a pair of continuous variables $(x, y)$. There is only one action, $move(a_x, a_y)$, where $|a_x| < 10$ and $|a_y| < 10$. The new position is given by $(x', y') = (x + a_x, y + a_y)$. The reward increases with $x$ and decreases with the absolute value of $y$, that is:

$$R = \begin{cases} (x + y + 25) \land (x > -y + 25) \land (y > 0) : -10 + x - y \\ (x + y + 25) \land (x > -y + 25) \land (y < 0) : -10 + x + y \\ else : -1 \end{cases}$$
In Figure 6, we can clearly see the effect of compression. In the 3D plots, a much simpler surface is obtained for the 5% error compression, and correspondingly, in the diagrams, the number of nodes is greatly reduced, which enables a much faster computation of XADD operations and the bounded error solution.
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Figure 6: Value function at iteration 6 for the MARS ROVER2D domain; (a) Exact value function; (b) Approximate value function with error bounded 5% per iteration; (left) 3D Plots; (right) XADD Diagrams.

Figure 7: Performance plots for MARS ROVER2D and INVENTORY CONTROL2 with 5 different relative errors (eps): (left) Space (number of Nodes); (middle) Time (milliseconds); (right) Maximal error as fraction of the max value.
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Abstract

Finding the most likely (MAP) configuration of a Markov random field (MRF) is NP-hard in general. A promising, recent technique is to reduce the problem to finding a maximum weight stable set (MWSS) on a derived weighted graph, which if perfect, allows inference in polynomial time. We derive new results for this approach, including a general decomposition theorem for MRFs of any order and number of labels, extensions of results for binary pairwise models with submodular cost functions to higher order, and an exact characterization of which binary pairwise MRFs can be efficiently solved with this method. This defines the power of the approach on this class of models, improves our toolbox and expands the range of tractable models.

1 INTRODUCTION

Markov random fields (MRFs), also termed undirected probabilistic graphical models, are a central tool in machine learning with wide use in many areas including speech recognition, vision and computational biology. A model $(V, \Psi)$ is specified by a set of $n$ variables $V = \{X_1, \ldots, X_n\}$ together with (log) potential functions over subsets $c$ of $V$, \( \Psi = \{\psi_c : c \subseteq P(V)\} \), where $P(V)$ is the powerset of $V$. In this paper, each variable $X_i$ may take finite $k_i$ possible values which we label $\{0, \ldots, k_i - 1\}$. Write $x = (x_1, \ldots, x_n)$ for one particular complete configuration and $x_c$ for a configuration just of the variables in $c$. A potential function $\psi_c$ maps each possible setting $x_c$ of its variables $c$ to a real number $\psi_c(x_c)$.

Identifying a configuration of variables that is most likely, termed maximum a posteriori or MAP inference, is very useful in many contexts, yet in general is NP-hard (Shimony, 1994). In our notation this is the combinatorial problem of identifying

\[
x^* = \arg \max_{x = (x_1, \ldots, x_n)} \sum_{c \in C} \psi_c(x_c). \quad (1)
\]

In general, an MRF may be considered a hypergraph together with associated $\psi_c$ functions (see section 2.1 for definitions). A popular alternative representation is a factor graph, which is a bipartite graph where the variables $V$ form one stable partition and each $c \in C$ is a node in the other partition, with an edge from $c$ to each variable it contains. In the special case that all variables $X_i$ take values only in $B = \{0, 1\}$, the model is said to be binary. If $|c| \leq 2 \forall c \in C$ then the model is pairwise. Binary pairwise models play a key role in computer vision both directly and as critical subroutines in solving more complex problems (Pltscher & Kohli, 2012). Note that it is possible to convert a general MRF into an equivalent binary pairwise model (Yedidia et al., 2001; Ravikumar & Lafferty, 2006), though this may lead to a much larger state space.

1.1 RELATED WORK

It is well-known that the MAP estimate can be recovered for junction trees and acyclic graphical models using dynamic programming, junction tree algorithms, as well as max-product message passing (Bertelé & Brioschi, 1972; Pearl, 1988; Wainwright & Jordan, 2008). Such approaches hinge on the graph having bounded dimension or low tree-width, which is indeed the case for many useful Bayesian networks. Subsequently, graphical models with more general (and often dense) topologies yet whose potentials are constrained to be binary pairwise associative (ferromagnetic) functions were shown to be solvable efficiently using graph-

---

3This formulation assumes each configuration has probability $> 0$. When this is not the case, typically 0 may be replaced by a sufficiently small $\epsilon$. Also cost functions are the negative of our $\psi$s, thus submodular cost functions are equivalent to supermodular $\psi$s.
cuts or network flow (Greig et al., 1989; Boykov & Kolmogorov, 2004). Many computer vision and image processing problems can be handled by this class of models. More recently, MAP estimation for cyclic graphical models involving matching and b-matching problems was shown to be solvable efficiently using the max-product algorithm (Bayati et al., 2005; Huang & Jебара, 2007; Sanghavi et al., 2008; Bayati et al., 2008). In previous work, these three known cases were all shown to compile to a maximum weight stable set problem on a perfect graph, which is known to be solvable in polynomial time (Jебара, 2009; Jебара, 2012). This paper derives new results for this approach, first described in (Jебара, 2009; Sanghavi et al., 2009), and examines which other models may be handled in this manner.

An earlier method examining triangulated micro-structure graphs was presented (Jéjou, 1993) in the context of constraint satisfaction problems (CSPs). Valued CSPs (VCSPs) use soft constraints with explicit costs, and are closely related to MAP inference problems. Many other techniques have been developed, including optimal soft arc consistency (Cooper et al., 2010), belief propagation (Weiss et al., 2007) and linear program relaxations (Sontag et al., 2008), which may be considered to proceed through identifying helpful reparameterizations (see section 2.5).

### 2 BACKGROUND

#### 2.1 TERMS FROM GRAPH THEORY

We follow standard definitions and omit some familiar terms, see (Diestel, 2010). A graph $G(V, E)$ is a set of vertices $V$, and edges $E \subseteq V \times V$. Let $n = |V|$ and $m = |E|$. Throughout this paper, unless otherwise specified, all graphs are finite and simple, that is a vertex may not be adjacent to itself (no loops) and each pair of vertices may have at most one edge (no multiple edges).

The complete graph on $n$ vertices, written $K_n$, has all $\binom{n}{2}$ edges. A path of length $n$ is a graph $P_n$ with $n$ edges connecting $n + 1$ vertices as $v_1 - v_2 - \cdots - v_n - v_{n+1}$. An induced subgraph $H(U, F)$ of a graph $G(V, E)$ is a graph on some subset of the vertices $U \subseteq V$, inheriting all edges with both ends in $U$, so $F = \{ (v, w) \in E : v, w \in U \}$. The union of two subgraphs, $H_1(V_1, E_1)$ and $H_2(V_2, E_2)$ of a graph $G(V, E)$, written $H_1 + H_2$, is the induced subgraph of $G$ on $V_1 \cup V_2$.

A hypergraph $(V, E)$ is a generalization of a graph where the elements of $E$ are any non-empty subsets of $V$, not necessarily of size two. A general MRF may be regarded as a hypergraph $(V, C)$ together with functions $\{ \psi_c \} \forall c \in C$. For the special case of a pairwise model, the structural relationships are naturally interpreted as a graph.

A graph is connected if there is a path connecting any two vertices. A cut vertex of a connected graph $G$ is a vertex $v \in V$ such that deleting $v$ disconnects $G$. A graph is 2-connected, equivalently biconnected, if it is connected and contains no cut vertex. A block is

---

2 These graphical models involve topological constraints as well as various constraints on the potential functions (not simply associativity or submodularity).

3 Triangulated, or chordless, graphs are a subclass of perfect graphs.
a maximal connected subgraph with no cut vertex of
the subgraph. Every block is either \( K_2 \) (two vertices
joined by an edge) or a maximal 2-connected subgraph
containing a cycle. Different blocks of \( G \) overlap on at
most one vertex, which must be a cut vertex. Hence
\( G \) can be written as the union of its blocks with every
dge in exactly one block. These blocks are connected
without cycles in the block tree for \( G \).

A stable set in a graph is a set of vertices, no two of
which are adjacent. A weighted graph \((V, E, w)\) is a
graph with a nonnegative real value for each vertex,
called its weight \( w(v) \). A maximum weight stable set
(MWSS) is a stable set with maximum possible weight.
A maximal maximum weight stable set (MMWSS) is
a MWSS of maximal cardinality (this is useful in our
context since, after reparameterization, we may have
many nodes with 0 weight, see sections 2.4 and 2.5).

A clique in a graph is a set of vertices, of which every
pair is adjacent. The clique number of a graph \( G \),
written \( \omega(G) \), is the maximum size of a clique in \( G \).

The complement of a graph \( G(V, E) \) is the graph
\( G'(V, F) \) on the same vertices with an edge in \( F \) iff
it is not in \( E \). Hence \( \omega \) is the clique of a
stable set and vice versa.

A coloring of a graph is a map from its vertices to the
integers (considered the colors of the vertices) such
that no two adjacent vertices share the same color.
The chromatic number of a graph \( G \), written \( \chi(G) \),
is the minimum number of colors required to color it.
Observe that clearly \( \chi(G) \geq \omega(G) \) for any graph \( G \).

A graph \( G \) is perfect iff \( \chi(H) = \omega(H) \) for all induced
subgraphs \( H \) of \( G \). As examples, any bipartite or
chordal graph is perfect. Related concepts (see Theorem 5) are: a hole in a graph \( G \) is an induced subgraph
which is a cycle of length \( \geq 4 \) (note this means the
cycle must be chordless); an antihole is an induced sub-
graph whose complement is a hole. A hole or antihole
is odd if it has an odd number of vertices. Note that,
as a special case, a hole with 5 vertices is equivalent
to an antihole of the same size. It is easily shown that
odd holes and antiholes are not perfect.

### 2.2 Further Terms

This section may be skipped on a first reading, and
referred to later for definitions.

A clique group for a set of variables \( c \) is a clique in
an NMRF corresponding to all possible settings \( x_c \) of
those variables of its MRF, see section 2.4.

An snode is a node in an NMRF relating to a setting
of a single variable from its MRF. Equivalently, it is a
node from a clique group deriving from \( c = \{X_i\} \) for
some \( i \). An enode is a node from a clique group deriv-
ing from some \( c \in C \) with \( |c| \geq 2 \). For example, when
considering binary pairwise models, an enode derives
from an edge of the MRF.

For a graph \((V, E)\), if \( X \subseteq V \) and \( v \in V \setminus X \) then \( v \) is
complete to \( X \) if \( v \) is adjacent to every member of \( X \).
If \( X, Y \subseteq V \) are disjoint, then \( X \) is complete to \( Y \) if
every vertex in \( X \) is complete to \( Y \).

A cutset \( S \) of a graph \( G \) is a set of vertices \( S \subseteq V(G) \)
s.t. \( G \setminus S \) is disconnected. A star-cutset \( S \) of \( G \) is a
cutset s.t. \( \exists \) some \( x \in S \) s.t. \( x \) is complete to \( S \setminus \{x\} \).

A signed graph (Harary, 1953) is a graph \((V, E)\) to-
gether with one of two possible signs for each edge.
This is a natural structure when considering binary
pairwise models, where we characterize edges as either
associative or repulsive, see section 2.6. When dis-
cussing signed graphs, we use the notation \( \oplus \) to show
an associative edge, and \( \ominus \) for a repulsive edge. For
example, \( x \oplus y \ominus z \) is a graph with 3 vertices \( x, y \) and
\( z \), and two edges, where \( x \) and \( y \) are adjacent via an
associative edge, and \( y \) and \( z \) are adjacent via a repulsive
edge.

A frustrated cycle in a signed graph is a cycle with an
odd number of repulsive edges.

A \( B_R \) structure (see Figure 1 for an example) is a
signed graph over variables \( V \) with associative edges
\( E_A \) and repulsive edges \( E_R \) s.t. \((V, E_R)\) is bipartite and
\( \exists \) a disjoint bipartition \( V = V_1 \cup V_2 \) with all \( E_R \) crossing
between the partitions \( V_1 \setminus V_2 \), and no \( E_A \) crossing
between them. Either \( E_A \) or \( E_R \) may be empty, so
for example, this includes any signed graph with only
associative edges.

A \( T_{m,n} \) structure (see Figure 2 for an example) is a
2-connected signed graph containing \( m + n \geq 1 \) trian-
gles on a common base given by: 2 base vertices \( s, t \nconnected via a repulsive edge, so \( s \ominus t \); together with
\( m \geq 0 \) vertices \( r_i \), each adjacent only to \( s \) and \( t \) via
repulsive edges, so \( s \ominus r_i \ominus t \); and \( n \geq 0 \) vertices \( a_i \),
each adjacent only to \( s \) and \( t \) via associative edges, so
\( s \oplus a_i \ominus t \). Note \( T_{m,n} \) would be bipartite, with \( \{s, t\} \) as
one partition and all other vertices in the other, except
that we have the repulsive edge \( s \ominus t \).
A $U_n$ structure (see Figure 3 for an example) is a 2-connected signed graph containing $n \geq 1$ triangles on a common base given by: 2 base vertices $s, t$ connected via an associative edge, so $s \oplus t$; together with $n \geq 1$ vertices $v_i$, each adjacent only to $s$ and $t$ via one associative and one repulsive edge (either way), so either $s \oplus v_i \ominus t$ or $s \ominus v_i \oplus t$.

Note that $U_1$ is the same as $T_{0,1}$ but this is the only overlap. In Lemma 18, we show that $T_{m,n}$ and $U_n$ structures are the only 2-connected signed graphs containing a frustrated cycle that map to a perfect NMRF.

2.3 PROPERTIES OF PERFECT GRAPHS

2.3.1 Complexity of MWSS

Our approach to MAP inference is to reduce the problem to finding a maximum weight stable set on a derived weighted graph, as described in section 2.4. This is helpful only if we can find a MWSS efficiently, yet in general this is still an NP-hard problem for a graph with $N$ vertices. However, if the derived graph is perfect\(^4\), then a MWSS may be found in polynomial time via the ellipsoid method (Grötschel et al., 1984).

Faster exact methods (Yildirim & Fan-Orzechowski, 2006) based on semidefinite programming are possible in $O(N^6)$ and are improved using primal-dual methods (Chan et al., 2009). Alternatively, linear programming can solve MWSS problems but requires $O(N^3\sqrt{K})$ time where $n_K$ is the number of maximal cliques in the graph (Jebara, 2009; Jebara, 2012). Clearly, whenever $n_K$ is small, linear programming can be more efficient than semidefinite programming. However, in the worst case, $n_K$ may be exponentially large in $N$ which makes linear programming useful only in some cases. Message-passing methods can also be applied for finding the maximum weight stable set in a perfect graph though they too become inefficient for graphs with many cliques (Foulds et al., 2011; Jebara, 2012).

Where other methods exist for solving exact MAP inference, the reduction to MWSS is typically not the fastest method, yet there is hope for improvement since the field is advancing rapidly, with significant breakthroughs in recent years (Chudnovsky et al., 2006; Faenza et al., 2011).

2.3.2 Other properties

There is a rich literature on perfect graphs. We highlight key results used later in this paper.

- Theorem 1 ((Gallai, 1962)). The graph obtained by pasting two perfect graphs on a clique is perfect.

- Theorem 2 ((Chvátal, 1985)). The graph obtained by pasting two perfect graphs on a star-cutset is perfect.

- Theorem 3 (Substitution Lemma, (Lovász, 1972)). The graph obtained by substituting one perfect graph for a vertex of another perfect graph is also perfect.

Here, substituting $H$ for $x$ in $G$ means deleting $x$ and joining every vertex of $H$ to those vertices of $G$ which were adjacent to $x$.

- Theorem 4 (Weak Perfect Graph Theorem, (Lovász, 1972)). A graph is perfect iff its complement is perfect.

- Theorem 5 (Strong Perfect Graph Theorem ‘SPGT’ (Chudnovsky et al., 2006)). A graph is perfect iff it contains no odd hole or antihole.

2.4 MAP REDUCTION TO MWSS

Given an MRF model $(V, \Psi)$, construct a nad Markov random field (NMRF), see (Jebara, 2009):

- A weighted graph $\Psi(N, E_N, w)$ with vertices $V_N$, edges $E_N$ and a weight function $w : V_N \rightarrow \mathbb{R}_{\geq 0}$.
- Each $c \in C$ of the original model maps to a clique group of $N$ which contains one node for each possible configuration $x_c$, all pairwise adjacent.
- Generally, nodes are adjacent iff they have inconsistent settings for any variable $X_i$.
- Nonnegative weights of each node in $N$ are set as $\psi_c(x_c) = \min_{x_c} \psi(x_c)$, see section 2.5 for an explanation of the subtraction.

See Figure 4 for an example. (Jebara, 2012) proved that a maximal cardinality set of consistent configuration nodes in $N$ with greatest total weight, i.e. a MMWSS of $N$ (see section 2.1), will identify a globally

\[^4\]There are a few other classes of graphs that also admit efficient MWSS, such as claw-free graphs, where significant recent advances have been made (Faenza et al., 2011), but so far these have not been useful in analyzing MRFs.
consistent configuration of all variables of the original MRF that solves the MAP inference problem (1).

**Sketch proof:** (Slightly different to (Jebara, 2012), this will allow us to extend the result after discussing pruning in section 2.5.) A MMWSS $S$ is consistent by construction and clearly contains at most one node from each clique group. It remains to show that it has at least one from each clique group. Suppose a clique group has no representative. Identify a member of this group which could be added to $S$, establishing a contradiction since $S$ is maximal, as follows: the group overlaps with some variables of $S$, copy the settings of these; for all other variables in the group, pick any setting. Note that if we do not insist on a maximal MWSS, it is possible that we do not get a representative for some clique groups and hence do not obtain a complete MAP configuration for the initial MRF.

### 2.5 REPARAMETERIZATIONS AND PRUNING

A **reparameterization** is a transformation

\[
\{\psi_c\} \rightarrow \{\psi'_c\} \text{ s.t. } \forall x, \sum_{c \in C} \psi_c(x_c) = \sum_{c \in C} \psi'_c(x_c) + \text{constant.}
\]

This clearly does not modify (1) but can be helpful to simplify the problem.

One particular reparameterization is to add a constant just to any $\psi$, function, since any consistent configuration has exactly one setting for each group of variables $c$. Hence we may subtract the minimum $\psi_c(x_c)$ and assume that in each clique group of $N$, the minimum weight of a node is exactly zero. The earlier reduction result in section 2.4 holds provided we insist on a maximal MWSS. To find a MMWSS, it is sufficient first to remove or prune the zero weight nodes, find a MWSS on the remaining graph, then reintroduce a maximal number of the zero weight nodes while maintaining stability of the set. Different reparameterizations will yield different pruned MRFs. By the earlier argument: MWSS will find one member from each of some of the clique groups, then we can always find one of the zero weight nodes to add from each of the remaining groups using any greedy method. Hence we have shown the following result.

**Lemma 6.** MAP inference on an MRF is tractable provided $\exists$ an efficient reparameterization s.t. the MRF maps to a perfect pruned MRF.

### 2.6 SINGLETON TRANSFORMATIONS, BINARY PAIRWISE MRFs AND ASSOCIATIVITY

Another useful reparameterization is what we term a **singleton transformation**, which is a change in one or more $\psi$ functions for a single variable, with corresponding changes to a higher order term which brings it to a convenient form.

Considering binary pairwise models only, it is easily shown that a reparameterization of an edge via singleton transformations, \( \begin{pmatrix} \psi_{00} & \psi_{01} \\ \psi_{10} & \psi_{11} \end{pmatrix} \rightarrow \begin{pmatrix} \psi'_{00} & \psi'_{01} \\ \psi'_{10} & \psi'_{11} \end{pmatrix} \) is valid iff \( \psi_{00} + \psi_{11} - \psi_{01} - \psi_{10} = \psi'_{00} + \psi'_{11} - \psi'_{01} - \psi'_{10} \). Hence this quantity, which we call the associativity of the edge, is invariant with respect to any singleton transformation, and is thus well defined.

We describe an edge as either associative\(^5\), in which case it tends to pull its two end vertices toward the same value, or repulsive, in which case it tends to push its two end vertices apart to different values, according to whether its associativity is $> 0$ or $< 0$. An edge with 0 associativity may be removed since we may transform its edge potential to the zero matrix. A binary pairwise model is associative iff every one of its edges is associative.

An associative edge may be reparameterized s.t. three of its entries are 0, and therefore may be pruned, leaving only either $\psi'_{00}$ or $\psi'_{11}$ (or both, though for our purposes of mapping to a perfect MRF, it is always easier to prune more nodes) with a positive value. Similarly, we may reparameterize a repulsive edge $x \oplus y$ to leave only a \((x = 0, y = 1)\) or \((x = 1, y = 0)\) node.\(^6\)

---

\(^{5}\)Other equivalent terms used are attractive, ferromagnetic or regular. This is equivalent to $\psi$ for the edge being supermodular, or having submodular cost function.

\(^{6}\)For repulsive edges, selecting one or other form is exactly analogous to choosing an orientation of the edge, $x \rightarrow y$ or $x \leftarrow y$. Further, such enodes from repulsive edges are adjacent iff their directed edges connect ‘head to tail’, hence the induced subgraph of an MRF on these edges is a directed acyclic graph.
2.7 SINGLETON CLIQUE GROUPS

Since typically we would like to allow any finite values for singleton potential functions, and singleton transformations as described in section 2.6 without restriction, in this paper we assume that any NMRF includes the complete clique group for each of the single variables of its MRF. In particular contexts, however, one may drop this requirement, and since this would remove nodes from the NMRF, it can only help to show perfection (any induced subgraph of a perfect graph is perfect), though then sometimes care must be taken to confirm the decomposition result of Theorem 7.

3 NEW RESULTS FOR ALL MRFS

Theorem 7 (MRF Decomposition). If MRF_A(V_A, \Psi_A) and MRF_B(V_B, \Psi_B) both map to perfect NMRFs N_A and N_B, and have exactly one variable s in common, i.e. V_A \cap V_B = \{s\}, with consistent ψ_s, then the combined MRF'(V_A \cup V_B, \Psi_A \cup \Psi_B) maps to an NMRF N' which is also perfect. The converse is true by the definition of perfect graphs.

Proof. See section 2.2 for notation. We may assume both \Psi_A and \Psi_B contain the same \psi_s, forming the complete s clique group K_s in N_A and N_B (see section 2.7, though in fact this Theorem holds more generally, provided only that both N_A and N_B have the same nodes from the clique group for s).

Let the possible values of s be \{0, \ldots, k-1\}, and s_i be the snode corresponding to (s = i). Let A_i be all those vertices of N_A \setminus \{s_i\} which have setting s = i, similarly define B_i for N_B. Observe that A_i is complete to A_j for all i ≠ j, and similarly for B_i. N' is the result of pasting N_A and N_B on K_s, together with all edges from A_i to B_j if i ≠ j.

Hence N' admits a star-cutset given by X = K_s + A_1 + \cdots + A_k + B_1 + \cdots + B_k with s_0 complete to X \setminus \{s_0\}. Thus by Theorem 2, it is sufficient to show that N_A + X and N_B + X are each perfect. But this is true by Theorem 3, since N_A + X = N_A + B_1 + \cdots + B_k may be obtained from N_A by substituting (via Theorem 3) B_i + s_i for s_i, i = 1, \ldots, k; and similarly for N_B.

3.1 BLOCK DECOMPOSITION

Theorem 7 is a powerful tool for analyzing MRFs of any order and number of labels. As a special case, we have an immediate corollary.

repulsive enodes is exactly a directed line graph of (V, E_R).

Theorem 8. A pairwise MRF maps to a perfect NMRF for all valid ψ iff each of its blocks maps to a perfect NMRF.

This provides an elegant way to derive a previous result (Jebara, 2009):

Theorem 9. A pairwise MRF whose graph structure is a tree (i.e. no cycles) maps to a perfect NMRF.

Proof. By Theorem 8, we need only consider one edge together with its two ends vertices (then use induction). The edge clique group together with each one of the singleton clique groups is the complement of a bipartite graph, hence is perfect (by Theorem 4). Now paste the two together on the edge clique group to show the whole is perfect (by Theorem 1).

We show the following further general result.

Lemma 10. Neither an odd hole H nor an odd anti-hole A in an NMRF can contain ≥ 2 members, say s_1 and s_2, of any singleton clique group.

Proof. In H, s_1 and s_2 must be next to each other, then moving out round H one node in each direction, we cannot avoid a chord, contradiction. In A, there must be at least 2 nodes between s_1 and s_2 in at least one direction. Taking this way round A, the node next to s_1 must be adjacent to s_2 but not s_1, so has setting s = 1. Continuing round A, the next node must be adjacent to s_1, so must have an s value ≠ 1 but then it is adjacent to its predecessor, contradiction.

4 NEW RESULTS FOR BINARY PAIRWISE MRFS

Lemma 11. Let M be a binary pairwise MRF. ∃ a reparameterization s.t. M maps to perfect pruned NMRF ⇔ ∃ a reparameterization with just one enode per edge in the pruned NMRF which is perfect.

Proof. (⇐) is clear. (⇒) see section 2.6. With a standard reparameterization, we may always achieve just one pruned enode (either 00 or 11 for associative, 01 or 10 for repulsive) from those already present. The result follows from the definition of a perfect graph.

Therefore henceforth, when referring to a pruned NMRF of a binary pairwise MRF, we may assume just one enode per edge.

Lemma 12. An anti-hole A of size ≥ 7 can never occur in a pruned NMRF N from a binary pairwise MRF M.

Proof. Suppose A exists containing an snode, WLOG say s_0. This must be adjacent to ≥ 4 nodes in A, all
of which must have \( s = 1 \) settings. The 2 closest to \( s_0 \) around \( A \) one way must both be adjacent to the closest to \( s_0 \) around \( A \) the other way, which cannot be achieved, hence \( A \) must contain only enodes. By Lemma 11, we have only one enode per edge of \( M \). Two enodes are adjacent in \( N \) if they have one end in common with different settings - since only 2 settings are possible, a triangle in \( N \) must derive from edges in \( M \) that formed a triangle. Given 2 enodes which are adjacent, there is exactly one possible third enode with which they can form a triangle (e.g. for \( s011 \) and \( 01001 \), \( s1u1 \) is the unique third possible enode). Yet \( A \) must contain \( \geq 2 \) triangles which have the same 2 members but a different third member, contradiction. □

Since an antihole of size 5 is equivalent to a hole of the same size, SPGT (Theorem 5) gives the following.

**Lemma 13.** For a binary pairwise MRF, a pruned NMRF is perfect ⇔ it contains no odd hole.

5 WHICH BINARY PAIRWISE MRFS YIELD PERFECT NMRFs

By Theorem 8, we need only consider 2-connected graphs \( G \) (considering both associative and repulsive edges), and by Lemma 13 we need only check for odd holes. \( G \) either contains a frustrated cycle or does not. If it does, we shall see that \( G \) must have the form \( T_{m,n} \) or \( U_n \). If not, we show \( G \) must have the form \( B_R \). See section 2.2 for definitions.

**Lemma 14 ((Harary, 1953)).** The following are equivalent properties for a signed graph \( G \) on vertices \( V \):

1. \( G \) contains no frustrated cycle
2. \( G \) is of the form \( B_R \)
3. \( G \) is flippable to fully associative

(1)⇔(2) by a variant of the standard proof that a graph is bipartite iff it has no odd cycle, considering repulsive edges. (3) means \( \exists \) some subset \( S \subseteq V \) s.t. if we replace each \( X_i \in S \) by \( Y_i = 1 - X_i \), and modify potential functions accordingly, thereby flipping the nature of each edge incident to \( X_i \) between associative and repulsive, then all edges of \( G \) can be made associative. (2)⇔(3) by setting \( S \) as either partition.

**Theorem 15.** A binary pairwise MRF with the form \( B_R \) maps efficiently to a bipartite NMRF \( N \).

**Proof.** Let the partitions of the variables be \( S \) and \( T \) with snodes \( \{s_i^0, s_i^1\} \) from \( S \), and \( \{t_j^0, t_j^1\} \) from \( T \). Choose a reparameterization s.t. any associative edge \( x \oplus y \) maps to an enode \( (x = 0, y = 0) \), and for any repulsive edge pick either form. Hence in \( N \) we have:

\[ \{e_i\} \text{ associative enodes from } S, \text{ form } (s_i = 0, s_j = 0), \]

\[ \{f_i\} \text{ associative enodes from } T, \text{ form } (t_i = 0, t_j = 0), \]

\[ \{a_i\} \text{ repulsive enodes } S \rightarrow T, \text{ form } (s_i = 0, t_j = 1), \]

\[ \{b_i\} \text{ repulsive enodes } S \leftarrow T, \text{ form } (s_i = 1, t_j = 0). \]

Observe \( N \) is bipartite with partitions \( \{a_i, s_i^0, t_j^1, e_i\} \) and \( \{b_i, s_i^1, t_j^0, f_i\} \).

We now explore the case that \( G \) has a frustrated cycle.

**Lemma 16.** Any cycle \( C \) in a binary pairwise MRF generates an induced (chordless) cycle \( H \) in its NMRF \( N \) with size at least as great, and with the same parity (odd/even number of vertices) as the number of repulsive edges (odd/even) in the MRF’s cycle.

In particular, if \( M \) contains any frustrated cycle with \( \geq 4 \) edges, or with 3 edges requiring any snode to link the enodes in \( N \), then this maps to an odd hole in \( N \).

**Proof.** By Lemma 11, we may assume just one enode in \( N \) per edge in \( G \). Form a cycle \( H \) in \( N \) using the enodes corresponding to the edges of \( C \), together with connecting snodes as required (if two enodes meet at a variable and have the same setting, add an snode with the opposite setting). Clearly \( H \) is chordless and \( |H| \geq |C| \).

Pick some enode \( e_1 \) and orientation around \( H \). Consider the end parity of \( e_1 \), that is the setting for the next variable around \( H \). For subsequent enodes, to maintain end parity requires an even (odd) total number of nodes, including possible snodes, for associative (repulsive) edges, and the reverse to flip end parity. Let \( a_m \) and \( a_f \) be the number of times end parity is maintained and flipped respectively using all associative edges around \( H \), and similarly define \( r_m \) and \( r_f \) for all repulsive edges. In order to connect to the other end of \( e_1 \) after traversing \( H \) requires in total (including \( e_1 \)) an odd number of flips, hence \( a_f + r_f \equiv 1 \) (mod 2).

The total number of nodes in \( H \) is comprised of the first enode together with all subsequent nodes, hence

\[ |H| = 1 + 0.a_m + 1.a_f + 1.r_m + 0.r_f \equiv a_f + r_m + 1 \text{ (mod 2)} \equiv r_f + r_m \text{ (mod 2)}. □ \]

Using Lemmas 13 and 16 we show the following result.

**Lemma 17.** Let \( M \) be a binary pairwise MRF that maps to an NMRF \( N \). If \( N \) is not perfect then \( \exists \) a frustrated cycle in \( M \) that maps to an odd hole in \( N \). Hence, \( N \) is perfect ⇔ \( \exists \) such a cycle in \( M \).

**Proof.** By Lemma 13, \( N \) contains an odd hole \( H \). By Lemma 10, any snode in \( H \) is adjacent to two enodes, and hence \( H \) must have derived from a cycle in \( M \). Lemma 16 completes the proof. □

**Lemma 18.** The only 2-connected binary pairwise MRFs containing a frustrated cycle, that map to a perfect NMRF, are of the form \( T_{m,n} \) or \( U_n \).
Proof. See section 2.2 for definitions. By Lemmas 16 and 17, we need only consider a frustrated triangle in $M$ whose enodes in $N$ require no connecting snodes. This triangle may have either (1) one repulsive and two associative edges, which we shall show must be of the form $U_n$ or $T_{m,n}$ with $n \geq 1$, or (2) three repulsive edges, which we shall show must be of the form $T_{m,n}$.

It is simple to check that, in either case, a fourth vertex adjacent to all 3 vertices of the triangle, resulting in a $K_4$ clique, does not admit a reparameterization that avoids a frustrated cycle requiring connecting snodes.

Case 1: Triangle with one repulsive edge. We have a $U_1$ structure. Let the configuration in the MRF be $s \oplus t \oplus x \oplus s$. In order to avoid connecting snodes in $N$, we must have one of the following two reparameterizations: $\{(s = 0, t = 0), (t = 1, v_1 = 0), (v_1 = 1, s = 1)\}$ or $\{(s = 1, t = 1), (t = 0, v_1 = 1), (v_1 = 0, s = 0)\}$. Once one edge has been selected, the others can follow in only one way. Consider what may be added to this graph while remaining 2-connected and avoiding a frustrated cycle with $\geq 4$ edges. Any additional vertex $v_2$ must be attached by disjoint paths to at least 2 vertices $x$ and $y$ of the triangle. If either path has length $\geq 2$ then, by choosing one or other path in the original $U_1$ from $x$ to $y$, we always find a frustrated cycle with $\geq 4$ edges, leading to an odd hole. Using the argument from the preceding paragraph, $v_2$ must be adjacent to exactly 2 vertices of $U_1$. If these vertices are connected by an associative edge, we now have $U_2$; otherwise we have $T_{0,2}$. Checking cases now shows that the only way to add further vertices results in $U_n$ or $T_{m,n}$ structures, with any $m \geq 0, n \geq 1$ allowed.

Case 2: Triangle with three repulsive edges. We have $T_{1,0}$. Similar reasoning to case 1 shows that the only possibilities are $T_{m,n}$ for any $m \geq 1, n \geq 0$.

Taking the results of this section together, we have the following characterization.

Theorem 19. A binary pairwise MRF maps to a perfect NMRF for all valid $\psi_c$ iff each of its blocks (using all edges) has the form $B_R$, $T_{m,n}$ or $U_n$.

5.1 REMARKS

Theorem 19 certainly has theoretical value in establishing the boundaries of the MWSS approach for this class of MRFs. Further, it broadens the landscape of tractable models. Each of the three block categories is itself tractable by other methods in isolation: QPBO (Rother et al., 2007) is guaranteed to be able to handle a $B_R$ structure (though not $T_{m,n}$ or $U_n$), or indeed a $B_R$ structure may be flipped to yield a fully associative model which can be solved with any appropriate technique such as graph cuts; and each $T_{m,n}$ or $U_n$ has low tree width so admits traditional inference methods. To our knowledge, however, our approach is the first to be able to handle an MRF containing $\Omega(n)$ of these structures, including high tree width $B_R$ sections, automatically in polynomial time.

5.1.1 Efficient Detection

Detecting if a binary pairwise MRF with topology $(V, E)$ satisfies our conditions may be performed in time $O(|E|)$: identifying block structure is an application of DFS, then each block type may be efficiently checked. The $T_{m,n}$ and $U_n$ structures are straightforward. For $B_R$, first test if it is bipartite using just $E_R$ (an application of BFS). Next check each component by $E_R$ to see that no $E_A$ cross partitions. Then stitch together partitions from different components (if more than one) using $E_A$. If any $E_A$ cross partitions then it is easy to see 3 a frustrated cycle with $\geq 4$ edges which would lead to an odd hole in the NMRF.

6 HIGHER ORDER SUBMODULAR

As noted in the introduction, (Jebara, 2012) has shown that a fully associative binary pairwise model, which is equivalent to a model with supermodular pairwise $\psi$ functions (submodular cost functions), can always be reparameterized so as to yield a bipartite pruned NMRF. Indeed, we have seen in section 2.6 that, for each associative edge $x \oplus y$, one may reparameterize and prune the edge clique group so as to leave only either form $(x = 0, y = 0)$ or $(x = 1, y = 1)$. Here we extend the analysis to consider higher order models, still focusing on submodular cost functions over binary variables. We shall show that for potentials over 3 variables, a bipartite pruned NMRF is obtained for any topology iff all cost functions are submodular. Further, we show that submodularity is a necessary but strictly insufficient condition to obtain a bipartite pruned NMRF for all orders higher than 3.

Considering other approaches, this is similar to the result of (Zivny et al., 2009) that all order 3 submodular functions over Boolean variables can be represented by order 2 submodular functions using auxiliary variables, but this is not always true when the order $> 3$. Also, (Kolmogorov & Zabih, 2004) showed that submodularity was necessary for a function to be graph-representable. However, (Arora et al., 2012) recently demonstrated a novel graph cuts method for submodular cost functions of any order$^8$ over binary variables. Still, our result usefully clarifies the boundaries of our approach if we restrict to bipartite NMRFs only, and there is hope yet that a broader class of models may

$^8$The time is exponential in the order of the potentials.
map to the wider class of perfect NMRFs.

6.1 NOTATION

Let \( \psi \) be an order \( k \) potential function over \( k \) binary variables \( X = \{X_1, \ldots, X_k\} \). Let one setting be \( x = (x_1, \ldots, x_k) \). Let \( x - ij \) be a setting for all variables other than \( X_i \) and \( X_j \). Let \( \psi_x = \psi(X = x) \). Define the supermodularity \( s \) of \( \psi \) wrt \( X_i, X_j \) on the projection given by \( x - ij \), as \( s_{x - ij} = \psi(X_i = 0, X_j = 0) + \psi(X_i = 1, X_j = 1) - \psi(X_i = 1, X_j = 0) - \psi(X_i = 0, X_j = 1) \) where all other variables in \( X \setminus \{X_i, X_j\} \) are held fixed at \( x - ij \).

Define \( \alpha_k = \sum_{s} \alpha_k = \sum_{s} \alpha_k \). Observe that for \( k = 2 \), this is the supermodularity \( s \). For \( k = 3 \), this is the difference between \( s \) and \( (\text{any}) \) one variable set to 0 and that with the same variable set to 1. For \( k = 4 \), we have the sum of two \( s \) terms minus two others, etc.

\( \forall Y \subseteq P(X) \), let \( O_Y \) and \( I_Y \) be weighted indicator functions. The \( O \) functions are 0 unless all of \( Y \) are 0. The \( I \) functions are 0 unless all of \( Y \) are 1. Otherwise, \( O_Y \) and \( I_Y \) take values \( Z_Y \) and \( A_Y \), respectively. \( Y = b \) means fix variables \( Y \) at value \( b \) where \( b \in \{0, 1\} \).

In order to map to a bipartite pruned NMRF for any topology at order \( k \), we must be able to represent every \( \psi_x \) as the sum of a constant term and nonnegative\(^3\) \( O \) and \( I \) indicator functions over all subsets of \( X \), which correspond exactly to the nodes in the pruned NMRF (which is then clearly bipartite with stable sets corresponding to the \( \{O_Y\} \) and \( \{I_Y\} \)).

6.2 RESULTS

**Theorem 20.** For \( k \geq 2 \), mapping to a bipartite pruned NMRF for any topology \( \Rightarrow \psi \) is supermodular, equivalently every projection of \( \psi \) onto two variables is supermodular.

**Proof.** Given the \( \psi_x \) representation from the previous paragraph, consider which \( A_Y, Z_Y \) terms survive when a general supermodularity term \( s_{x - ij} \) is computed. For some \( Y \), analyze \( A_Y \) terms (a similar result holds for \( Z_Y \) terms): \( Y \) will include either none, one or two of the variables \( \{X_i, X_j\} \). Consider the cases: If none, then \( A_Y \) does not feature in the \( s_{x - ij} \) computation. If one, then we get plus \( A_Y \) (from the \( X_i = X_j = 1 \) term) minus \( A_Y \) (from the alternative other term), so they cancel. Finally, if two, then we simply get plus the \( A_Y \) term. Hence for every \( s_{x - ij} \), it must be equal to the sum of some \( A_Y \) and \( Z_Y \) terms, all of which are constrained to be \( \geq 0 \). Hence all supermodularity terms are \( \geq 0 \).

Further, for \( k = 4 \), it is easily checked that \( \alpha_k = A_X + Z_X \), where we require \( A_X, Z_X \geq 0 \), yet it also equals \( s_{x - ij} = s_{ij} + s_{ij = 0} - s_{ij = 10} \) (for any \( 2 \) variables \( X_i, X_j \) ), which may be positive but equally may be negative.\(^{10} \) Similarly for all \( k > 4 \), we are not able to represent all supermodular \( \psi \) functions.

**Theorem 21.** For general interactions over \( k = 3 \) variables, \( \psi \) is supermodular \( \Leftrightarrow \) we obtain a bipartite pruned NMRF for any topology.

**Proof.** (\( \Rightarrow \)) follows from Theorem 20. (\( \Rightarrow \)) we provide a constructive proof.\(^{11} \)

If \( \alpha_k \geq 0 \), use only \( O_Y \) for \( |Y| \geq 2 \). Set \( Z_X = \alpha_k \). If \( |Y| = 2 \), set \( Z_Y = s_{ij}^Y \). If \( |Y| = 1 \), set \( Z_Y = \psi(Y = 0, (X \setminus Y) = 1) - \psi_11 \). Set constant to \( \psi_11 \) to observe we match \( \psi_x \) values \( \forall x \). Now reparameterize all singleton terms and prune as usual, see section 2.5.

If \( \alpha_k \leq 0 \), use only \( I_Y \) for \( |Y| \geq 2 \). Set \( A_X = -\alpha_k \). If \( |Y| = 2 \), set \( A_Y = s_{ij}^Y \). If \( |Y| = 1 \), set \( A_Y = \psi(Y = 1, (X \setminus Y) = 0) - \psi_000 \). As before, set constant to \( \psi_000 \) to check values, then reparameterize all singleton terms and prune, see section 2.5.

7 CONCLUSIONS

The MWSS approach to MAP inference is an exciting, recent approach, leveraging the rapid progress in combinatorics. Here we have derived new general tools (section 3), defined the scope of the approach in an important, broad setting (sections 4 and 5), where we were able to extend the range of known tractable models, and clarified the power of mapping to bipartite NMRFs (section 6).

Future areas to explore include non-bipartite perfect NMRFs for higher order potentials, and variables with a greater number of labels.
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\(^{10}\) An example \( s_{x - ij} \) for \( k = 4 \) where \( \alpha_k < 0 \): \( \psi(x_1, x_2, x_3, x_4) = 0 \) except \( \psi(0, 0, 0, 0) = 2 \), \( \psi(1, 0, 0, 0) = \psi(0, 0, 1, 0) = \psi(0, 0, 0, 1) = 1 \).

\(^{11}\) In fact, as shown, we need use only either exclusively \( O_Y \) or \( I_Y \) nodes for \( |Y| \geq 2 \), which may further improve efficiency.
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Abstract

Document clustering and topic modeling are two closely related tasks which can mutually benefit each other. Topic modeling can project documents into a topic space which facilitates effective document clustering. Cluster labels discovered by document clustering can be incorporated into topic models to extract local topics specific to each cluster and global topics shared by all clusters. In this paper, we propose a multi-grain clustering topic model (MGCTM) which integrates document clustering and topic modeling into a unified framework and jointly performs the two tasks to achieve the overall best performance. Our model tightly couples two components: a mixture component used for discovering latent groups in document collection and a topic model component used for mining multi-grain topics including local topics specific to each cluster and global topics shared across clusters. We employ variational inference to approximate the posterior of hidden variables and learn model parameters. Experiments on two datasets demonstrate the effectiveness of our model.

1 INTRODUCTION

In the text domain, document clustering (Aggarwal and Zhai, 2012; Cai et al., 2011; Lu et al., 2011; Ng et al., 2002; Xu and Gong, 2004; Xu et al., 2003) and topic modeling (Blei et al., 2003; Hofmann, 2001) are two widely studied problems which have many applications. Document clustering aims to organize similar documents into groups, which is crucial for document organization, browsing, summarization, classification and retrieval. Topic modeling develops probabilistic generative models to discover the latent semantics embedded in document collection and has demonstrated vast success in modeling and analyzing texts.

Document clustering and topic modeling are highly correlated and can mutually benefit each other. On one hand, topic models can discover the latent semantics embedded in document corpus and the semantic information can be much more useful to identify document groups than raw term features. In classic document clustering approaches, documents are usually represented with a bag-of-words (BOW) model which is purely based on raw terms and is insufficient to capture all semantics. Topic models are able to put words with similar semantics into the same group called topic where synonymous words are treated as the same. Under topic models, document corpus is projected into a topic space which reduces the noise of similarity measure and the grouping structure of the corpus can be identified more effectively.

On the other hand, document clustering can facilitate topic modeling. Specifically, document clustering enables us to extract local topics specific to each document cluster and global topics shared across clusters. In a collection, documents usually belong to several groups. For instance, in scientific paper archive such as Google Scholar, papers are from multiple disciplines, such as math, biology, computer science, economics. Each group has its own set of topics. For instance, computer science papers cover topics like operating system, network, machine learning while economics papers contain topics like entrepreneurial economics, financial economics, mathematical economics. Besides group-specific topics, a common set of global topics are shared by all groups. In paper archive, papers from all groups share topics like reviewing related work, reporting experimental results and acknowledging financial supports. Clustering can help us to identify the latent groups in a document collection and subsequently we can identify local topics specific to each group and
global topics shared by all groups by exploiting the grouping structure of documents. These fine-grained topics can facilitate a lot of utilities. For instance, we can use the group-specific local topics to summarize and browse a group of documents. Global topics can be used to remove background words and describe the general contents of the whole collection. Standard topic models (Blei et al., 2003; Hofmann, 2001) lack the mechanism to model the grouping behavior among documents, thereby they can only extract a single set of flat topics where local topics and global topics are mixed and can not be distinguished.

Naively, we can perform these two tasks separately. To make topic modeling facilitates clustering, we can first use topic models to project documents into a topic space, then perform clustering algorithms such as K-means in the topic space to obtain clusters. To make clustering promotes topic modeling, we can first obtain clusters using standard clustering algorithms, then build topic models to extract cluster-specific local topics and cluster-independent global topics by incorporating cluster labels into model design. However, this naive strategy ignores the fact that document clustering and topic modeling are highly correlated and follow a chicken-and-egg relationship. Better clustering results produce better topic models and better topic models in turn contribute to better clustering results. Performing them separately fails to make them mutually promote each other to achieve the overall best performance.

In this paper, we propose a generative model which integrates document clustering and topic modeling together. Given a corpus, we assume there exist several latent groups and each document belongs to one latent group. Each group possesses a set of local topics that capture the specific semantics of documents in this group and a Dirichlet prior expressing preferences over local topics. Besides, we assume there exist a set of global topics shared by all groups to capture the common semantics of the whole collection and a common Dirichlet prior governing the sampling of proportion vectors over global topics for all documents. Each document is a mixture of local topics and global topics. Words in a document can be either generated from a global topic or a local topic of the group to which the document belongs. In our model, the latent variables of cluster membership, document-topic distribution and topics are jointly inferred. Clustering and modeling are seamlessly coupled and mutually promoted.

The major contribution of this paper can be summarized as follows

- We propose a unified model to integrate document clustering and topic modeling together.
- We derive variational inference for posterior inference and parameter learning.
- Through experiments on two datasets, we demonstrate the capability of our model in simultaneously clustering document and extracting local and global topics.

The rest of this paper is organized as follows. Section 2 reviews related work. In Section 3, we propose the MGCTM model and present a variational inference method. Section 4 gives experimental results. Section 5 concludes the paper and points out future research directions.

2 RELATED WORK

2.1 DOCUMENT CLUSTERING

Document clustering (Aggarwal and Zhai, 2012; Cai et al., 2011; Lu et al., 2011; Ng et al., 2002; Xu and Gong, 2004; Xu et al., 2003) is a widely studied problem with many applications such as document organization, browsing, summarization, classification. See (Aggarwal and Zhai, 2012) for a broad overview. Popular clustering methods such as K-means and spectral clustering (Ng et al., 2002; Shi and Malik, 2000) in general clustering literature are extensively used for document grouping.

Specific to text domain, one popular paradigm of clustering methods is based on matrix factorization, including Latent Semantic Indexing (LSI) (Deerwester et al., 1990), Non-negative Matrix Factorization (NMF) (Xu et al., 2003) and Concept Factorization (Cai et al., 2011; Xu and Gong, 2004). The basic idea of factorization based methods is to transform documents from the original term space to a latent space. The transformation can reduce data dimensionality, reduce the noise of similarity measure and magnify the semantic effects in the underlying data (Aggarwal and Zhai, 2012), which are beneficial for clustering.

Researchers have applied topic models to cluster documents. (Lu et al., 2011) investigated clustering performance of PLSA and LDA. They use LDA and PLSA to model the corpus and each topic is treated as a cluster. Documents are clustered by examining topic proportion vector $\theta$. A document is assigned to cluster $x$ if $x = \arg\max_j \theta_j$.

2.2 TOPIC MODELING

Topic models (Blei et al., 2003; Hofmann, 2001) are probabilistic generative models initially created to
model texts and identify latent semantics underlying document collection. Topic models posit document collection exhibits multiple latent semantic topics where each topic is represented as a multinomial distribution over a given vocabulary and each document is a mixture of hidden topics. In the vision domain, topic models (Fei-Fei and Perona, 2005; Zhu et al., 2010) are also widely used for image modeling.

Several models have been devised to jointly model data and their category labels or cluster labels. Fei-Fei (Fei-Fei and Perona, 2005) proposed a hierarchical model to jointly model images and their categories. Each category possesses a LDA model with category-specific Dirichlet prior and topics. In their problem, category labels are observed. In this paper, we are interested in unsupervised clustering where cluster label is unknown. Wallach (Wallach, 2008) proposed a cluster based topic model (CTM) which introduces latent variables into LDA to model groups and each group owns a group-specific Dirichlet prior governing the sampling of document-topic distribution. Each document is associated with a group indicator and its topic proportion vector is generated from the Dirichlet prior specific to that group. (Zhu et al., 2010) proposed a similar model used for scene classification in computer vision. They associate each group a logistic-normal prior rather than a Dirichlet prior. However, in the two models, all groups share a single set of topics. They lack the mechanism to identify local topics specific to each cluster and global topics shared by all clusters. Another issue is topics inherently belonging to group A may be used to generate documents in group B, which is problematic. For instance, when modeling scientific papers, it is unreasonable to use a “computer architecture” topic in computer science group to generate an economics paper. Models proposed in (Wallach, 2008; Zhu et al., 2010) can not prohibit this problem since topics are shared across groups. Eventually, the inferred topics will be less coherent and are not discriminative enough to differentiate clusters.

The idea of using fine-grained topics belonging to several sets rather than flat topics from a single set to model documents is exploited in (Ahmed and Xing, 2010; Chemudugunta and Steyvers, 2007; Titov and McDonald, 2008). (Chemudugunta and Steyvers, 2007) represents each document as a combination of a background distribution over common words, a mixture distribution over general topics and a distribution over words that are treated as being specific to that document. (Titov and McDonald, 2008) proposed a multi-grain topic model for online review modeling. They use local topics to capture ratable aspects and utilize global topics to capture properties of reviewed items. (Ahmed and Xing, 2010) proposed a multi-view topic model for ideological perspective analysis. Each ideology has a set of ideology-specific topics and an ideology-specific distribution over words. All documents share a set of ideology-independent topics. In their problem, the ideology label for each document is observed.

3 MULTI-GRAIN CLUSTERING TOPIC MODEL

In this section, we propose the multi-grain clustering topic model (MGCTM) and derive the variational inference method.

3.1 THE MODEL

The MGCTM model is shown in Figure 1. Given a corpus containing $N$ documents $d \in \{1, 2, \ldots, N\}$, we assume these documents inherently belong to $J$ groups $j \in \{1, 2, \ldots, J\}$. Each group $j$ possesses $K$ group-specific local topics $\{\theta_j^{(k)}\}_{k=1}^{K}$. Local topics are used to capture the semantics specific to each group. Besides, each group $j$ has a group-specific local Dirichlet prior $\alpha_j^{(l)}$. Local topic proportion vectors of documents in group $j$ are sampled from $\alpha_j^{(l)}$. Except local topics for each group, we also assume there exist a single set of $R$ global topics $\{\beta_k^{(g)}\}_{k=1}^{R}$ shared by all groups. Global topics are used to model the universal semantics of the whole collection. A global Dirichlet prior $\alpha^{(g)}$ is used to generate proportion vectors over global topics and is shared by all documents. A global multinomial prior $\pi$ is used to choose group membership for a document. $\pi_j$ denotes the prior probability that a document belongs to group $j$.

Each document is associated with a group indicator and has a multinomial distribution over local topics and a multinomial distribution over global topics. Words in a document can be either generated from local topics or global topics. We introduce a Bernoulli variable for each word to indicate whether this word is sampled from a global topic or a local topic. The Bernoulli distribution for each document is sampled from a corpus level Beta prior $\gamma$. To generate a document $d$ containing $N_d$ words $w_d = \{w_i\}_{i=1}^{N_d}$, we first choose a group $\eta_d$ from the multinomial distribution parametrized by $\pi$. Then from the local Dirichlet prior $\alpha^{(l)}_j$ corresponding to group $\eta_d$, we sample a local topic proportion vector $\theta^{(l)}_d$. From the global Dirichlet prior $\alpha^{(g)}$, a multinomial distribution $\theta^{(g)}_d$ over global topics is sampled. From Beta distribution parameterized by $\gamma$, we sample a Bernoulli distribution $\omega_d$ from which a binary decision is made at each word position to make choice between local topics and global topics. To gen-
Figure 1: Multi-Grain Clustering Topic Model (MGCTM)

generate a word \( w_{di} \), we first pick a binary variable \( \delta_{di} \) from the Bernoulli distribution parameterized by \( \omega_d \). If \( \delta_{di} = 1 \), we assume \( w_{di} \) is generated from a local topic. A local topic \( z^{(l)}_{di} \) is picked up from the local topic proportion vector \( \theta^{(l)}_{\eta_d} \) and \( w_{di} \) is generated from the topic-word distribution corresponding to local topic \( z^{(l)}_{di} \) and group \( \eta_d \). If \( \delta_{di} = 0 \), we assume \( w_{di} \) is generated from a global topic. In this case, a global topic \( z^{(g)}_{di} \) is first picked up from the global topic proportion vector \( \theta^{(g)}_d \) and \( w_{di} \) is generated from the topic-word distribution corresponding to global topic \( z^{(g)}_{di} \).

The generative process of a document in MGCTM can be summarized as follows:

- Sample a group \( \eta \sim \text{Multi}(\pi) \)
- Sample local topic proportion \( \theta^{(l)}_{\eta_d} \sim \text{Dir}(\alpha^{(l)}_{\eta_d}) \)
- Sample global topic proportion \( \theta^{(g)}_d \sim \text{Dir}(\alpha^{(g)}_d) \)
- Sample Bernoulli parameter \( \omega \sim \text{Beta}(\gamma) \)
- For each word \( w \)
  - Sample a binary indicator \( \delta \sim \text{Bernoulli}(\omega) \)
  - If \( \delta = 1 \)
    * sample a local topic \( z^{(l)}_{\eta_d} \sim \text{Multi}(\theta^{(l)}_{\eta_d}) \)
    * sample \( w \sim \text{Multi}(\beta_{z^{(l)}_{\eta_d}}) \)
  - If \( \delta = 0 \)
    * sample a global topic \( z^{(g)}_d \sim \text{Multi}(\theta^{(g)}_d) \)
    * sample \( w \sim \text{Multi}(\beta_{z^{(g)}_d}) \)

We claim that performing document clustering and modeling jointly is superior to doing them separately. MGCTM consists of a mixture model component and a topic model component. Document clustering is accomplished by estimating \( \zeta \) and \( \pi \) of the mixture component. Topic modeling involves inferring \( \omega, \Theta^{(l)}, \theta^{(g)}, \delta, Z^{(l)}, Z^{(g)}, \gamma, A^{(l)}, \alpha^{(g)}, B^{(l)}, B^{(g)} \) of the topic model component. As described in Section 3.2, latent variables are inferred by maximizing the log likelihood of observed data \( \{w_d\}^{D}_{d=1} \) or its lower bound. Performing clustering and modeling separately is equivalent to inferring latent variables of one component while fixing those of the other component. In the case where we first fit documents using topic model and then perform clustering, we are actually clamping the latent variables of topic model component in MGCTM to some predefined values and then estimating the mixture model component by maximizing the log likelihood (or its lower bound) of observations. In the other case where topic modeling follows clustering, latent variables of mixture model component are predefined and we maximize the log likelihood (or its lower bound) only with respect to those of the topic model component. In contrast, performing the two tasks jointly is equivalent to maximizing the log likelihood (or its lower bound) w.r.t latent variables of two components simultaneously. Suppose we aim to maximize a function \( f(x) \) defined over \( x \). \( x \) can be partitioned into two subsets \( x_A \) and \( x_B \). Let \( f(x^*) \) denote the optimal value that can be achieved over \( x \). Let \( f(x^*_A, x_B = c) \) denote the optimal value obtained by optimizing \( x_A \) while fixing \( x_B \) to some preset value \( c \). Let \( f(x^*_B, x_A = d) \) denote the optimal value obtained by optimizing \( x_B \) while fixing \( x_A \) to some preset value \( d \).

Clearly, the following inequalities hold: \( f(x^*) \geq f(x^*_A, x_B = c) \), \( f(x^*) \geq f(x^*_B, x_A = d) \). From this property, we can conclude that jointly performing clustering and modeling grants us better results than doing them separately.

It would be interesting to make a comparison of our model with Gaussian mixture model (GMM) and cluster based topic models (CTM) (Wallach, 2008; Zhu et al., 2010) in the context of document clustering and modeling. In GMM, each document is converted into a term vector. GMM associates each cluster a multivariate Gaussian distribution. To generate a document, GMM first samples a cluster, then generate the document from the Gaussian distribution corresponding to this cluster. In contrast, our model is a mixture of LDAs. Each cluster is characterized by a LDA model with a set of topics specific to this cluster and a unique Dirichlet prior from which document-topic distributions are sampled. To generate a document, our model first samples a cluster, then use the corresponding LDA to generate the document. In GMM, documents are represented with raw terms, which are insufficient to capture underlying semantics. In our model, documents are modeled using LDA, which is
well-known for its capability to discover latent semantics. Different from CTM (Wallach, 2008; Zhu et al., 2010) where all LDAs share a common set of topics, we allocate each LDA a set of topics in our model. This specific design owns two advantages. First, it can explicitly infer group-specific topics for each cluster. Second, it can avoid the problem of using topics of one group to generate documents in another group.

3.2 VARIATIONAL INFERENCE AND PARAMETER LEARNING

The key inference problem involved in our model is to estimate the posterior distribution \( p(\eta, \omega, \Theta^{(l)}, \theta^{(g)}, \delta, Z^{(l)}, z^{(g)}) \) of latent variables \( \mathbf{H} = \{\eta, \omega, \Theta^{(l)}, \theta^{(g)}, \delta, Z^{(l)}, z^{(g)}\} \) given observed variables \( \mathbf{w} \) and model parameters \( \mathbf{\Pi} = (\pi, \gamma, \mathbf{A}^{(l)}, \alpha^{(g)}, \mathbf{B}^{(l)}, \mathbf{B}^{(g)}) \). Since exact inference is intractable, we use variational inference (Wainwright and Jordan, 2008) to approximate the posterior. The basic idea is to employ another distribution \( q(\mathbf{H}|\Omega) \) which is parametrized by \( \Omega \) and approximate the true posterior by minimizing the Kullback-Leibler (KL) divergence between \( p(\mathbf{H}|\mathbf{w}, \mathbf{\Pi}) \) and \( q(\mathbf{H}|\Omega) \), which is equivalent to maximizing a lower bound \( \mathbb{E}_q[\log p(\mathbf{H}, \mathbf{w}|\mathbf{\Pi})] - \mathbb{E}_q[\log q(\mathbf{H}|\Omega)] \) of data likelihood. The maximization is achieved via an iterative fixed-point method. In E-step, the model parameters \( \mathbf{\Pi} \) is fixed and we update the variational parameters \( \Omega \) by maximizing the lower bound. In M-step, we fix the variational parameters and update the model parameters. This process continues until convergence.

The variational distribution \( q \) is defined as follows

\[
q(\eta, \omega, \Theta^{(l)}, \theta^{(g)}, \delta, Z^{(l)}, z^{(g)}) = q(\eta|\zeta)q(\omega|\lambda) \prod_{j=1}^{J} q(\theta^{(l)}_{j}|\mu^{(l)}_{j})q(\theta^{(g)}|\mu^{(g)})
\]

\[
= \prod_{i=1}^{N} q(\delta_{i}|\tau_{i}) \prod_{j=1}^{J} q(z_{i,j}^{(l)}|\phi_{i,j}^{(l)})q(z_{i}^{(g)}|\phi_{i}^{(g)})
\]

where \( \zeta, \{\phi_{i,j}^{(l)}\}_{i=1,j=1}^{N,J} \) and \( \{\phi_{i}^{(g)}\}_{i=1}^{N} \) are multinomial parameters, \( \lambda \) is Beta parameter, \( \mu^{(l)} \) and \( \mu^{(g)} \) are Dirichlet parameters, \( \{\tau_{i}\}_{i=1}^{N} \) are Bernoulli parameters.

In E-step, we compute the variational parameters while keeping model parameters fixed

\[
\lambda_1 = \gamma_1 + \sum_{i=1}^{N} \tau_i, \lambda_2 = \gamma_2 + \sum_{i=1}^{N} (1 - \tau_i)
\]

\[
\mu^{(l)}_{j,k} = \xi_{j}^{(l)} + \sum_{i=1}^{N} \tau_i \xi_{i,j}^{(l)} + 1 - \xi_{j}
\]

\[
\mu^{(g)}_{k} = \alpha_{k}^{(g)} + \sum_{i=1}^{N} (1 - \tau_i) \phi_{ik}^{(g)}
\]

\[
\tau_i = \{1 + \exp(-\Psi(\gamma_1) + \Psi(\gamma_2)) - \sum_{j=1}^{J} \sum_{k=1}^{K} \xi_{i,j}^{(l)}(\Psi(\mu_{j,k}^{(l)}) - \Psi(\sum_{n=1}^{K} \mu_{j,n}^{(l)})) - \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{v=1}^{V} \xi_{i,j,k}^{(l)} w_{iv} \log \beta_{j,k,v}^{(l)} + \sum_{k=1}^{K} \sum_{v=1}^{V} \phi_{ik}^{(g)} w_{iv} \log \beta_{j,k,v}^{(g)}\}^{-1}
\]

\[
\phi_{i,j,k}^{(l)} \propto \exp(\tau_i \xi_{i,j}^{(l)}(\Psi(\mu_{j,k}^{(l)}) - \Psi(\sum_{n=1}^{K} \mu_{j,n}^{(l)})) + \sum_{v=1}^{V} \phi_{ik}^{(g)} w_{iv} \log \beta_{j,k,v}^{(g)})
\]

In M-step, we optimize the model parameters by maximizing the lower bound

\[
\pi_{j} = \frac{D}{d=1} \sum_{j=1}^{D} \zeta_{dj}
\]

\[
\beta^{(l)}_{j,k,v} \sim \sum_{d=1}^{D} \sum_{d=1}^{N_d} \xi_{d,j,k}^{(l)} w_{d,i,v}
\]

\[
\beta^{(g)}_{k,v} \sim \sum_{d=1}^{D} \sum_{d=1}^{N_d} (1 - \tau_{d,i}) \phi_{d,i,k}^{(g)} w_{d,i,v}
\]

We optimize Dirichlet priors \( \mathbf{A}^{(l)}, \alpha^{(g)} \) and Beta priors \( \gamma \) using the Newton-Raphson method described in (Blei et al., 2003).

4 EXPERIMENTS

We evaluate the document clustering performance of our model and corroborate its ability to mine group-specific local topics and group-independent global topics on two datasets.

4.1 DOCUMENT CLUSTERING

We evaluate the document clustering performance of our method in this section.
4.1.1 Datasets

The experiments are conducted on Reuters-21578 and 20-Newsgroups datasets. These two datasets are the most widely used benchmark in document clustering. For Reuters-21578, we only retain the largest 10 categories and discard documents with more than one labels, which left us with 7,285 documents. 20-Newsgroups dataset contains 18,370 documents from 20 groups. In all corpus, the stop words are removed and each document is represented as a tf-idf vector.

4.1.2 Experimental Settings

Following (Cai et al., 2011), we use two metrics to measure the clustering performance: accuracy (AC) and normalized mutual information (NMI). Please refer to (Cai et al., 2011) for definitions of these two metrics.

We compare our method with the following baseline methods: K-means (KM) and Normalized Cut (NC) which are probably the most widely used clustering algorithms; Non-negative Matrix Factorization (NMF), Latent Semantic Indexing (LSI), Locally Consistent Concept Factorization (LCCF) which are factorization based approaches showing great effectiveness for clustering documents. To study how topic modeling can affects document clustering, we compare with three topic model based methods. The first one is a naive approach which first uses LDA to learn a topic proportion vector for each document, then performs K-means on topic proportion vectors to obtain clusters. We use LDA+Kmeans to denote this approach. The second one is proposed in (Lu et al., 2011), which treats each topic as a cluster. Document-topic distribution $\theta$ can be deemed as a mixture proportion vector over clusters and can be utilized for clustering. A document is assigned to cluster $x$ if $x = \arg\max_j \theta_j$. Note that this approach is a naive solution for integrating document clustering and modeling together. We use LDA+Naive to denote this approach. The third one is cluster based topic model (CTM) (Wallach, 2008) which integrates document clustering and modeling as a whole.

In our experiments, the input cluster number required by clustering algorithms is set to the ground truth number of categories in corpus. Hyperparameters are tuned to achieve the best clustering performance. In NC, we use Gaussian kernel as similarity measure between documents. The bandwidth parameter is set to 10. In LSI, we retain top 300 eigenvectors to form the new subspace. The parameters of LCCF are set as those suggested in (Cai et al., 2011). In LDA+Kmeans and LDA+Naive, we use symmetric Dirichlet prior $\alpha$ and $\beta$ to draw document-topic distribution and topic-word distribution. $\alpha$ and $\beta$ are set to 0.1 and 0.01 respectively. In LDA+Kmeans, the number of topics is set to 60. In CTM, we set the number of topics to 60 for Reuters-21578 and 120 for 20-Newsgroups. For MGCTM, we set 5 local topics for each cluster and 10 global topics in Reuters-21578 dataset and 10 local topics for each cluster and 20 global topics for 20-Newsgroups dataset. In MGCTM, we initialize $\zeta$ with clustering results obtained from LDA+Naive. The other parameters are initialized randomly.

4.1.3 Results

Table 1 and Table 2 summarize the accuracy and normalized mutual information of different clustering methods, respectively. It can be seen that topic modeling based clustering methods including LDA+Kmeans, LDA+Naive, CTM and MGCTM are generally better than K-means, normalized cut and factorization based methods. This corroborates our assumption that topic modeling can promote document clustering. The semantics discovered by topic models can effectively facilitate accurate similarity measure, which is helpful to obtain coherent clusters.

Compared with LDA+Kmeans which performing clustering and modeling separately, three methods including LDA+Naive, CTM and MGCTM which jointly performing two tasks achieve much better results. This
corroborates our assumption that clustering and modeling can mutually promote each other and couple them into a unified framework produces superior performance than separating them into two procedures.

Among LDA+Naive, CTM and MGCTM which unify clustering and modeling, our approach is generally better than or comparable with the other two. This is because MGCTM possesses more sophistication in terms of model design, which in turn contributes to better clustering results. LDA+Naive assigns each cluster only one topic, which may not be sufficient to capture the diverse semantics within each cluster. CTM fails to differentiate cluster-specific topics and cluster-independent topics, thereby, the learned topics are not discriminative in distinguishing clusters. Since topics are shared by all clusters, CTM may try to use a topic inherently belonging to cluster A to model a document in cluster B, which is unreasonable and can cause semantic confusion. Our model assigns each cluster a set of topics and can avoid to use topics from one cluster to model documents in another cluster, which is more suitable to produce coherent clusters.

4.2 TOPIC MODELING

In this section, we study the topic modeling capability of our model. We compare with two methods. The first one is a naive approach which first uses K-means to obtain document clusters, then clamps the values of document membership variables \( \zeta \) in MGCTM to the obtained clusters labels and learns the latent variables corresponding to topic model component. We use Kmeans+MGCTM to denote this approach. Again, the purpose of comparing with this naive approach is to investigate whether integrating clustering and modeling together is superior to doing them separately. The other approach is CTM (Wallach, 2008). We use three models to fit the 20-Newsgroups dataset. The reason to choose 20-Newsgroups rather than Reuters-21578 for topic modeling evaluation is that the categories in 20-Newsgroups are more semantically clear than those in Reuters-21578. In CTM, we set the topic number to 120. In MGCTM and Kmeans+MGCTM, we set 5 local topics for each of the 20 groups and set 20 global topics. We evaluate the inferred topics both qualitatively and quantitatively. Specifically, we are interested in two things. First, how coherent a topic (either local topic or global topic) is. Second, how is a local topic related to a cluster.

4.2.1 Qualitative Evaluation

Table 3 shows three global topics inferred from 20-Newsgroups by MGCTM. Each topic is represented by the ten most probable words for that topic. It can be seen that these global topics capture the common semantics in the whole corpus and is not specifically associated with a certain news group. Global topic 9 is about news archive organization. Topic 10 is about time. Topic 19 is about article writing. These topics can be used to generate documents in all groups.

Table 4 shows local topics for 4 obtained clusters\(^1\). As can be seen, local topics effectively capture the specific semantics of each cluster. For instance, in Cluster 1, all the four local topics are highly related with computer, including server, program, Windows, display. In Cluster 2, all topics are about middle east politics, including race, war, religion, diplomacy. In Cluster 3, all topics are about space technology, including space, planets, spacecraft, NASA. In Cluster 4, all topics are closely related with health, including disease, patients, doctors, food. These local topics enable us to understand each cluster easily and clearly, without the burden of browsing a number of documents in a cluster.

In our model, documents in a cluster can only be generated from local topics of that cluster and we prohibit to use local topics of cluster A to generate documents in cluster B. Thereby, each local topic is highly related with its own cluster and has almost no correlation with other clusters. In other words, the leaned local topics are very discriminative to differentiate clusters. On the contrary, topics in CTM are shared by all groups. Consequently, the semantic meaning of a topic is very ambiguous and the topic can be related with multiple clusters simultaneously. These topics are suboptimal to summarize clusters because of their vagueness. In Kmeans+MGCTM, the clusters are pre-defined using K-means, whose clustering performance is much worse than MGCTM as reported in Section 4.1.3. As a result, the quality of learned topics by Kmeans+MGCTM is also worse than MGCTM.

---

\(^1\)Due to space limit, we only show four local topics for each cluster.

---

Table 3: Three Global Topics Inferred from 20-Newsgroups by MGCTM

<table>
<thead>
<tr>
<th>Topic 9</th>
<th>Topic 10</th>
<th>Topic 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>section</td>
<td>time</td>
<td>introduction</td>
</tr>
<tr>
<td>set</td>
<td>year</td>
<td>information</td>
</tr>
<tr>
<td>situations</td>
<td>period</td>
<td>archive</td>
</tr>
<tr>
<td>volume</td>
<td>full</td>
<td>address</td>
</tr>
<tr>
<td>sets</td>
<td>local</td>
<td>articles</td>
</tr>
<tr>
<td>field</td>
<td>future</td>
<td>press</td>
</tr>
<tr>
<td>situation</td>
<td>note</td>
<td>time</td>
</tr>
<tr>
<td>select</td>
<td>meet</td>
<td>body</td>
</tr>
<tr>
<td>hand</td>
<td>case</td>
<td>text</td>
</tr>
<tr>
<td>designed</td>
<td>setting</td>
<td>list</td>
</tr>
</tbody>
</table>
Table 4: Lobal Topics of 4 Clusters Inferred from 20-Newsgroups by MGCTM

<table>
<thead>
<tr>
<th>Cluster 1</th>
<th>Cluster 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topic 1</strong></td>
<td><strong>Topic 1</strong></td>
</tr>
<tr>
<td>sun</td>
<td>muslims</td>
</tr>
<tr>
<td>window</td>
<td>window</td>
</tr>
<tr>
<td>server</td>
<td>server</td>
</tr>
<tr>
<td>motif</td>
<td>motif</td>
</tr>
<tr>
<td>file</td>
<td>file</td>
</tr>
<tr>
<td>manager</td>
<td>manager</td>
</tr>
<tr>
<td>lib</td>
<td>lib</td>
</tr>
<tr>
<td>file</td>
<td>file</td>
</tr>
<tr>
<td>openwindows</td>
<td>openwindows</td>
</tr>
<tr>
<td>display</td>
<td>display</td>
</tr>
<tr>
<td>file</td>
<td>file</td>
</tr>
<tr>
<td>version</td>
<td>version</td>
</tr>
<tr>
<td>xview</td>
<td>xview</td>
</tr>
<tr>
<td>event</td>
<td>event</td>
</tr>
<tr>
<td>xfree</td>
<td>xfree</td>
</tr>
<tr>
<td>mit</td>
<td>mit</td>
</tr>
<tr>
<td>echo</td>
<td>echo</td>
</tr>
<tr>
<td>motif</td>
<td>motif</td>
</tr>
<tr>
<td>xterm</td>
<td>xterm</td>
</tr>
<tr>
<td>color</td>
<td>color</td>
</tr>
<tr>
<td>usr</td>
<td>usr</td>
</tr>
<tr>
<td>application</td>
<td>application</td>
</tr>
<tr>
<td>running</td>
<td>running</td>
</tr>
<tr>
<td>font</td>
<td>font</td>
</tr>
<tr>
<td>xterm</td>
<td>xterm</td>
</tr>
<tr>
<td>program</td>
<td>program</td>
</tr>
<tr>
<td>mit</td>
<td>mit</td>
</tr>
<tr>
<td>server</td>
<td>server</td>
</tr>
<tr>
<td>display</td>
<td>display</td>
</tr>
<tr>
<td>widget</td>
<td>widget</td>
</tr>
<tr>
<td>usr</td>
<td>usr</td>
</tr>
<tr>
<td>sun</td>
<td>sun</td>
</tr>
<tr>
<td>ftp</td>
<td>ftp</td>
</tr>
<tr>
<td>win</td>
<td>win</td>
</tr>
<tr>
<td>window</td>
<td>window</td>
</tr>
<tr>
<td>fonts</td>
<td>fonts</td>
</tr>
<tr>
<td>run</td>
<td>run</td>
</tr>
<tr>
<td>screen</td>
<td>screen</td>
</tr>
<tr>
<td>clients</td>
<td>clients</td>
</tr>
<tr>
<td>tar</td>
<td>tar</td>
</tr>
</tbody>
</table>

Table 5: Coherence Measure (CM) (%) of Learned Topics

<table>
<thead>
<tr>
<th><strong>Kmeans+MGCTM</strong></th>
<th><strong>CTM</strong></th>
<th><strong>MGCTM</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>annotator 1</td>
<td>30.17</td>
<td>28.88</td>
</tr>
<tr>
<td>annotator 2</td>
<td>36.50</td>
<td>43.54</td>
</tr>
<tr>
<td>annotator 3</td>
<td>29.38</td>
<td>35.42</td>
</tr>
<tr>
<td>annotator 4</td>
<td>18.33</td>
<td>25.96</td>
</tr>
<tr>
<td>annotator 5</td>
<td>24.75</td>
<td>24.54</td>
</tr>
<tr>
<td>average</td>
<td>27.83</td>
<td>31.60</td>
</tr>
</tbody>
</table>

4.2.2 Quantitative Evaluation

How to quantitatively evaluate topic models is an open problem (Boyd-Graber et al., 2009). Some researchers resort to perplexity or held-out likelihood. Such measures are useful for evaluating the predictive model (Boyd-Graber et al., 2009). However, they are not capable to evaluate how coherent and meaningful the inferred topics are. Through large-scale user studies, (Boyd-Graber et al., 2009) shows that topic models which perform better on held-out likelihood may infer less semantically meaningful topics. Thereby, we do not use perplexity or held-out likelihood as evaluation metric.

To evaluate how coherent a topic is, we pick up top 20 candidate words for each topic and ask 5 student volunteers to label them. First, the volunteers need to judge whether a topic is interpretable or not. If not, the 20 candidate words in this topic are automatically labeled as “irrelevant”. Otherwise, volunteers are asked to identify words that are relevant to this topic. Coherence measure (CM) is defined as the ratio between the number of relevant words and total number of candidate words.

Table 5 summarizes the coherence measure collected from 5 students. As can be seen, the average coherence of topics inferred by our model surpasses those learned from Kmeans+MGCTM and CTM. In our model, background words in the corpus are organized into global topics and words specific to clusters are mapped into local topics. Kmeans+MGCTM learns local topics based on the cluster labels obtained by K-means. Due to the suboptimal clustering performance of K-means, some documents similar in semantics are put into different clusters while some dissimilar documents are put into the same cluster. Consequently, the learned local topics are less reasonable since they are resulted from poor cluster labels. CTM lack the mechanism to differentiate corpus-level background words and cluster-specific words and these two types of words are mixed in many topics, making topics hard to interpret and less coherent.

To measure the relevance between local topics and clusters in our method, from the 5 learned local topics for each cluster, we ask the 5 students to pick up the relevant ones. The relevance measure (RM) is defined as the ratio between number of relevant topics
Table 6: Relevance Measure (RM) (%) between Topics and Clusters

<table>
<thead>
<tr>
<th></th>
<th>Kmeans+MGCTM</th>
<th>CTM</th>
<th>MGCTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>annotator 1</td>
<td>64</td>
<td>66</td>
<td>72</td>
</tr>
<tr>
<td>annotator 2</td>
<td>47</td>
<td>61</td>
<td>57</td>
</tr>
<tr>
<td>annotator 3</td>
<td>51</td>
<td>54</td>
<td>63</td>
</tr>
<tr>
<td>annotator 4</td>
<td>76</td>
<td>74</td>
<td>81</td>
</tr>
<tr>
<td>annotator 5</td>
<td>45</td>
<td>51</td>
<td>58</td>
</tr>
<tr>
<td>average</td>
<td>56.6</td>
<td>61.2</td>
<td>66.2</td>
</tr>
</tbody>
</table>

and total number of topics to be labeled. In CTM, we choose 5 most related topics for each cluster using the method described in (Wallach, 2008) and ask annotators to label.

Table 6 presents the relevance measure between local topics and clusters. The relevance measure in our method is significantly better than Kmeans+MGCTM and CTM. The suboptimal performance of Kmeans+MGCTM still results from the poor clustering performance of K-means. The comparison of Kmeans+MGCTM and MGCTM in Table 5 and Table 6 demonstrates that jointly performing clustering and modeling can produce better local and global topics than performing them separately. In CTM, topics are shared across groups. A certain topic $T$ can be used to model documents belonging to several groups. Consequently $T$ will be a composition of words from multiple groups, making it hard to associate $T$ to a certain group clearly. On the contrary, our model allocates each cluster a set of cluster-specific topics and prohibit to use local topics from one cluster to model documents in another cluster. Thereby the relevance between learned local topics and their clusters can be improved greatly.

5 CONCLUSIONS AND FUTURE WORK

We propose a multi-grain clustering topic model to simultaneously perform document clustering and modeling. Experiments on two datasets demonstrate the fact that these two tasks are closely related and can mutually promote each other. In experiments on document clustering, we show that through topic modeling, clustering performance can be improved. In experiments on topic modeling, we demonstrate that clustering can help infer more coherent topics and can differentiate topics into group-specific ones and group-independent ones.

In future, we will extend our model to semi-supervised clustering settings. In reality, we may have incomplete external knowledge which reveals that some document pairs are likely to be put into the same cluster. How to incorporate these semi-supervised information into our model would be an interesting question.
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Abstract

Conventional learning with expert advice methods assume a learner is always receiving the outcome (e.g., class labels) of every incoming training instance at the end of each trial. In real applications, acquiring the outcome from oracle can be costly or time consuming. In this paper, we address a new problem of active learning with expert advice, where the outcome of an instance is disclosed only when it is requested by the online learner. Our goal is to learn an accurate prediction model by asking the oracle the number of questions as small as possible. To address this challenge, we propose a framework of active forecasters for online active learning with expert advice, which attempts to extend two regular forecasters, i.e., Exponentially Weighted Average Forecaster and Greedy Forecaster, to tackle the task of active learning with expert advice. We prove that the proposed algorithms satisfy the Hannan consistency under some proper assumptions, and validate the efficacy of our technique by an extensive set of experiments.

1 Introduction

Learning with expert advice has been extensively studied for years in literature [19, 3, 13, 1]. Typically, a conventional learning with expert advice task assumes an online learner acts in an environment with a pool of experts. At each trial, the learner receives an incoming training instance, and must make a prediction on this instance based on the predictions made by the pool of experts. The outcome of the incoming instance will be disclosed by acquiring the feedback from an oracle after the learner has made the prediction, which in turn determines the incurred losses of the learner and the experts as well. The goal of this problem is to enable the online learner be able to make a prediction as accurate as possible. This framework was first introduced by Littlestone and Warmuth [19], who proposed the well-known weighted majority voting algorithms. Over the past decades, the similar problem has been extensively explored by other studies in literature, including Cesa-Bianchi et al. [3, 2], Freund and Schapire [9], Foster and Vohra [8], Haussler et al. [12], Vovk [22] etc.

The existing learning with expert advice methods assume the outcome (e.g., the true class label) of every incoming training instance will be always disclosed from an oracle at each trial. However, requesting the outcome of an instance from the oracle is often expensive or time consuming in many real-world applications. Unlike the conventional approaches, this paper investigates a new framework of active learning with expert advice, in which the outcome of an incoming instance may or may not be disclosed at each trial, depending on if the learner decides to make a request to the oracle. The goal of active learning with expert advice is to train the online learner to make an accurate prediction by making the number of requests to the oracle as small as possible, which is potentially applied for improving online classification with multiple kernel learning [14]. This problem is very challenging because on one hand we need to design an effective strategy to build the online learner for the training instance whenever its outcome is disclosed, and on the other hand, we must decide when the online learner should make a request for an incoming instance.

To overcome the challenge of active learning with expert advice, we present a framework of Active Forecaster algorithms and proposed two specific algorithms: (i) active weighted average forecaster and (ii) active greedy forecaster. We analyze the theoretical regret bound of the proposed algorithms, and validate their empirical efficacy via an extensive set of experiments.

The rest of this paper is organized as follows. Section 2
introduces the problem setting of learning with expert advice and the greedy forecaster algorithm. Section 3 presents the active greedy forecaster algorithm for active learning with expert advice and analyzes its theoretical performance. Section 4 shows our experimental results, and Section 5 concludes this work.

2 Problem Setting and Background

Specifically, we considered solving online classification problem through learning with expert advice. Online classification has been extensively studied in machine learning in the past few years [21, 4, 26, 24] for different problems, like sentiment detection [17], cost-sensitive classification [23], feature selection [25] and etc. To solve online classification problem, the problem setting of a typical learning with expert advice etc. To solve online classification problem, the problem setting of an active learning with expert advice. Unlike the above regular algorithms, the problem setting of an active learning with expert advice is different.

Let the loss function between $p_i$ and experts can achieve a vanishing per-round regret, i.e.,

$$R_T = \max_{1 \leq i \leq N} R_i,T = L_T - \min_{1 \leq i \leq N} L_i,T$$

In general, we wish to design an ideal forecaster that can achieve a vanishing per-round regret, i.e.,

$$R_T = o(T) \iff \lim_{T \to \infty} \frac{1}{T} \left( L_T - \min_{1 \leq i \leq N} L_i,T \right) = 0$$

The above property is known as the Hannan consistency [11]. A forecaster satisfying this property is called a Hannan-consistent forecaster [11, 2].

To solve the above task of learning with expert advice, a natural framework is based on the weighted average prediction strategy. Specifically, at time $t$, the forecaster makes its own prediction as:

$$p_t = \frac{\sum_{i=1}^{N} w_{i,t-1} f_i(x_t)}{\sum_{i=1}^{N} w_{i,t-1}}$$

where $w_{i,t-1}$ are the combination weights assigned to the experts at time $t-1$. The intuitive idea of learning the combination weights is to assign large weights for those experts of low regrets/loss and small weights for those of high regrets/loss.

Next we introduce a special case that leads to the well-known forecaster, called “Exponentially Weighted Average Forecaster” (EWAF). In particular, by choosing $w_{i,t-1} = \exp(\eta L_{i,t-1}) / \sum_{j=1}^{N} \exp(\eta L_{i,t-1})$, where $\eta$ is a positive parameter, the EWAF strategy makes the following prediction:

$$p_t = \frac{\sum_{i=1}^{N} \exp(-\eta L_{i,t-1}) f_i(x_t)}{\sum_{i=1}^{N} \exp(-\eta L_{i,t-1})}$$

In addition to the weighted average forecaster, we also consider another kind of forecaster, known as the “Greedy Forecaster” (GF), which makes the following prediction:

$$p_t = \pi_{[0,1]} \left( \frac{1}{2} + \frac{1}{2\eta} \ln \frac{\sum_{i=1}^{N} \exp(-\eta L_{i,t-1} - \eta f_i(x_t,1))}{\sum_{i=1}^{N} \exp(-\eta L_{i,t-1} - \eta f_i(x_t,0))} \right)$$

where $\pi_{[0,1]}(\cdot) = \max(0, \min(1, \cdot))$. According to the existing studies [2], we have the following theorem of regret bounds of the above EWAF and GF algorithms:

**Theorem 1.** Let the loss function $\ell(p, y) = |p - y|$. Then, for any $T$ and $\eta > 0$, and for all $y_1, \ldots, y_T \in \{0, 1\}$, the regrets of both the EWAF and GF algorithms satisfy

$$R_T = L_T - \min_{1 \leq i \leq N} L_i,T \leq \frac{\ln N}{\eta} + \frac{\eta T}{8}$$

In particular, by choosing $\eta = \sqrt{8\ln N/T}$, the upper bound of the regret becomes $\sqrt{(T/2) \ln N}$.

The above theorem shows both the EWAF and GF algorithms satisfy the Hannan consistency, i.e., $R_T \leq o(T)$, which guarantees that the actual per-round regret $R_T/T$ becomes negligible as $T$ grows.

3 Active Learning with Expert Advice

In this section, we address a new problem of active learning with expert advice. Unlike the above regular
learning with expert advice task where the outcome of every incoming instance is always revealed to the online learner, in an active learning with expert advice task, the outcome of an incoming instance is only revealed whenever the learner has made a request for acquiring the label from the environment/oracle. In this section, we aim to develop a framework of active forecasters to tackle the challenging task of active learning with expert advice.

We first introduce binary variables $z_s \in \{0, 1\}, s = 1, \ldots, t$ to indicate if an active forecaster has decided to request the class label of an incoming instance received at $s$-th trial. We denoted by $\hat{L}_{i,t}$ the loss function experienced by the active learner w.r.t. the $i$th expert, i.e., $\hat{L}_{i,t} = \sum_{s=1}^t \ell(f_i(x_s), y_s)z_s$.

Hence, the class label for the $t$-th example predicted by the active forecaster, denoted by $\hat{p}_t$, is computed as $\hat{p}_t = \pi_{[0,1]}(\hat{p}_t)$, where $\hat{p}_t$ is computed by different approaches for different forecasters:

$$\hat{p}_t = \frac{\sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1}) f_i(x_t)}{\sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1})} \text{ (EWAF);}$$

$$\hat{p}_t = \frac{1}{2} + \frac{1}{2\eta} \ln \frac{\sum_{i=1}^N \exp(\eta f_i(x_t))}{\sum_{i=1}^N \exp(\eta f_i(x_t), 0)} \text{ (GF).}$$

In the above formula of EWAF, since $\hat{p}_t \in [0, 1]$, we always have $\hat{p}_t = \pi_{[0,1]}(\hat{p}_t) = \hat{p}_t$.

The key challenge for active learning with expert advice is to decide when the active forecaster should or should not make a request to acquire the class label w.r.t. an incoming instance from the environment/oracle. A naive solution is to consider a random sampling approach, which however may not be effective enough (this will be considered as a baseline for comparison in our empirical study). To tackle this challenge, our key motivation is to find some appropriate confidence condition such that it helps the online learner decide when we could skip the request of a label whenever the confidence condition is satisfied. To this end, we propose an idea to seek the confidence condition by estimating the difference between $p_t$ and $\hat{p}_t$. Intuitively, the smaller the difference, the more confident we have for the prediction made by the forecaster. Before introducing our proposed confidence conditions, for convenience of presentation, we introduce a notation: $\tilde{H}_{i,t} = \sum_{s=1}^t (1 - z_s) \ell(f_i(x_s), y_s)$. It is easy to see $L_{i,t} = \hat{L}_{i,t} + \tilde{H}_{i,t}$.

**Active Exponentially Weighted Average Forecaster (AEWAF).** We present a confidence condition for AEWAF in the following theorem, which guarantees a small difference between $p_t$ and $\hat{p}_t$.

**Theorem 2.** For a small constant $\delta > 0$, $\max_{1 \leq i,j \leq N} |f_i(x_t) - f_j(x_t)| \leq \delta$ implies $|p_t - \hat{p}_t| \leq \delta$.

**Proof.** For the AEWF strategy, the distance between $p_t$ and $\hat{p}_t$ is computed as follows:

$$|p_t - \hat{p}_t| = \left| \sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1}) f_i(x_t) \right| - \left| \sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1}) f_i(x_t) \right| = \left| \sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1}) (f_i(x_t) - f_j(x_t)) \right|$$

where

$$\gamma_{i,j,t-1} = \exp(-\eta \hat{L}_{i,t-1}) \exp(-\eta \hat{H}_{i,t-1}) \exp(-\eta \hat{L}_{j,t-1})$$

Thus, if $\max_{1 \leq i,j \leq N} |f_i(x_t) - f_j(x_t)| \leq \delta$, it is easy to prove that $|p_t - \hat{p}_t| \leq \delta$.

**Active Greedy Forecaster (AGF).** We now propose a confidence condition for AGF in the theorem below, which guarantees a small difference between $p_t$ and $\hat{p}_t$.

**Theorem 3.** For a small constant $\delta > 0$, $\max_{1 \leq i,j \leq N} |f_i(x_t) - f_j(x_t)| \leq \delta$ implies $|p_t - \hat{p}_t| \leq \delta$.

**Proof.** We can bound $p_t$ from the above as follows:

$$p_t = \pi_{[0,1]} \left( \frac{1}{2} + \frac{1}{2\eta} \ln \frac{\sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1} - \eta \ell(f_i(x_t), 1))}{\sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1} - \eta \ell(f_i(x_t), 0))} \right)$$

$$= \pi_{[0,1]} \left( \frac{1}{2} + \frac{1}{2\eta} \ln \frac{\sum_{i=1}^N \exp(-\eta \hat{H}_{i,t-1} + \hat{H}_{i,t-1} - \eta \ell(f_i(x_t), 1))}{\sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1} + \hat{H}_{i,t-1} - \eta \ell(f_i(x_t), 0))} \right)$$

$$\leq \pi_{[0,1]} \left( \frac{1}{2} + \frac{1}{2\eta} \ln \frac{\sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1} - \eta \ell(f_i(x_t), 1))}{\sum_{i=1}^N \exp(-\eta \hat{L}_{i,t-1} - \eta \ell(f_i(x_t), 0))} \right) + \pi_{[0,1]} \left( \frac{1}{2} \exp(-\eta \hat{H}_{i,t-1}) \right)$$

$$= \hat{p}_t + \pi_{[0,1]} \left( \frac{1}{2\eta} \exp(-\eta \hat{H}_{i,t-1}) \right)$$

where

$$\alpha_{i,t} = \exp(-\eta \hat{L}_{i,t-1} + \ell(f_i(x_t), 1)) \sum_{j=1}^N \exp(-\eta \hat{L}_{j,n-1} + \ell(f_j(x_t), 1))$$

$$\beta_{i,t} = \exp(-\eta \hat{L}_{i,t-1} + \ell(f_i(x_t), 0)) \sum_{j=1}^N \exp(-\eta \hat{L}_{j,n-1} + \ell(f_j(x_t), 0)), \quad i \in [N].$$
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Since $\forall i \in [N]$
\[
\alpha_{i,t} = \sum_{j=1}^{N} \exp \left( -\eta \left[ \hat{L}_{j,t-1} + \ell(f_j(x_t), 0) \right] \right) \times \frac{\exp \left( -\eta \left[ \hat{L}_{i,t-1} + \ell(f_i(x_t), 1) \right] \right)}{\sum_{j=1}^{N} \exp \left( -\eta \left[ \hat{L}_{j,t-1} + \ell(f_j(x_t), 1) \right] \right)}
\]
\[
\beta_{i,t} = \sum_{j=1}^{N} \exp \left( -\eta \left[ \hat{L}_{j,t-1} + \ell(f_j(x_t), 0) \right] \right) \times \frac{\exp \left( -\eta \left[ \hat{L}_{i,t-1} + \ell(f_i(x_t), 1) \right] \right)}{\sum_{j=1}^{N} \exp \left( -\eta \left[ \hat{L}_{j,t-1} + \ell(f_j(x_t), 1) \right] \right)}
\]
\[
= \exp \left( -\eta \left[ \ell(f_i(x_t), 1) - \ell(f_i(x_t), 0) \right] \right)
\]
and $\ln x$ is an increasing function, we have
\[
\ln \sum_{j=1}^{N} \alpha_{i,t} \exp(-\eta \hat{H}_{i,t-1}) \leq \sum_{j=1}^{N} \beta_{j,t-1} \exp(-\eta \hat{H}_{j,t-1}) \leq 2\eta \delta
\]
and $\hat{p}_t \leq \tilde{p}_t + \delta$. Similar to the above analysis, we have
\[
p_t \leq \tilde{p}_t - \delta.
\]

Based on the above analysis of the confidence conditions, we can now present the general framework of active forecasters for online active learning with expert advice, which is summarized in Algorithm 1.

**Algorithm 1 A Framework of Active Forecaster**

**Input:** a pool of experts $f_i, i = 1, \ldots, N$.

**Initialize** tolerance threshold $\delta$ and $L_{i,t} = 0, i \in [N]$.

**for** $t = 1, \ldots, T$ **do**

receive $x_t$ and compute $f_i(x_t), i \in [N]$;
compute $\hat{p}_t$ according to equation (5) and set $\tilde{p}_t = \pi_{\{0,1\}}(\hat{p}_t)$;

**if** the confidence condition is satisfied **then**
skip the label request for instance $x_t$;
**else**
request label $y_t$ and update $\hat{L}_{i,t} = \hat{L}_{i,t-1} + \ell(f_i(x_t), y_t), i \in [N]$;

**end if**

**end for**

As shown in Algorithm 1, at each round, after receiving an input instance $x_t$, we compute the prediction by each expert in the pool, i.e., $f_i(x_t)$. Then, we examine if the confidence condition is satisfied. If so, we will skip the label request for this instance; otherwise, the learner will request the class label for this instance from the environment.

We now present a theorem about the upper bound of the regret of the two active forecasters, i.e.,
\[
\hat{R}_T = \hat{L}_T - \min_{i \in [N]} L_{i,T}
\]
where $\hat{L}_T = \sum_{t=1}^{T} \ell(\hat{p}_t, y_t)$, which is the overall loss experienced by the active forecaster.

**Theorem 4.** Let the loss function $\ell(p, y) = |p - y|$, and denote by $Q$ the total number of requested labels, i.e., $Q = \sum_{t=1}^{T} z_t$, then, for any $T, \eta > 0$ and for all $y_1, \ldots, y_T \in \{0, 1\}$, the regret $\hat{R}_T$ of the two Active Forecasters (AEWAF and AGF) can be bounded as:
\[
\hat{R}_T = \hat{L}_T - \min_{i \in [N]} L_{i,T} \leq \frac{\ln N}{\eta} + \frac{\eta T}{8} + \delta(T - Q).
\]

**Proof.** Firstly according to Theorem 2 and 3, we have the following bound for $L_T - \hat{L}_T$:
\[
\hat{L}_T - L_T = \sum_{t=1}^{T} (\ell(\hat{p}_t, y_t) - \ell(p_t, y_t))
\]
\[
\leq (T - Q) \cdot |\hat{p}_t - p_t| \leq \delta(T - Q).
\]
Combining the above result with Theorem 1, we have the regret of the Active Forecasters bounded:
\[
\hat{R}_T = \hat{L}_T - \min_{1 \leq i \leq N} L_{i,T} = \left( \hat{L}_T - L_T \right) + \left( L_T - \min_{1 \leq i \leq N} L_{i,T} \right)
\]
\[
\leq \delta(T - Q) + \frac{\ln N}{\eta} + \frac{\eta T}{8}.
\]

**Remark.** For the above theorem, if a learner requests the labels for every instance, i.e., $Q=T$, the bound reduces the bound of the regular forecasters. Based on the above theorem, we have the following corollary that shows the proposed Active Forecasters satisfy the Hannan consistency.

**Corollary 5.** Consider $0 < a << T$, if we set $\eta = \sqrt{\frac{8 \ln N}{T(1+8a) - 8aQ}}$ and $\delta = a \eta$, then we have the regret achieved by the proposed algorithms bounded as $o(T)$.

**Proof.** Following the result of Theorem 4, we have
\[
\hat{R}_T \leq \frac{\ln N}{\eta} + \frac{\eta T}{8} + \delta(T - Q)
\]
\[
= \frac{\ln N}{\eta} + \eta \left( \left( a + \frac{1}{8} \right)T - Qa \right)
\]
\[
= 2\sqrt{\ln N} \sqrt{T \left( a + \frac{1}{8} \right) - Qa}
\]
where the last equation holds under the condition $\frac{\ln N}{\eta} = \eta \left( \left( a + \frac{1}{8} \right)T - Qa \right), i.e., \eta = \sqrt{\frac{8 \ln N}{T(1+8a) - 8aQ}}$, and as a result $\delta = a \sqrt{\frac{8 \ln N}{T(1+8a) - 8aQ}}$. Therefore, we have $\hat{R}_T = o(T)$.
4 Experimental Results

In this section, we evaluate the empirical performance of the proposed Active Forecasters for online active learning with expert advice tasks.

4.1 Experts and Compared Algorithms

To construct experts for an online sequential prediction task, we choose to build the pool of experts by adopting five well-known online learning algorithms [7, 5, 20], which include: (implemented as in [16])

- **PERCEPTRON**: the classical Perceptron algorithm [21];
- **ROMMA**: the Relaxed Online Maximum Margin Algorithm [18];
- **ALMA$_p$(α)**: the Approximate Maximal Margin Algorithm [10];
- **PA**: the Passive-Aggressive online learning algorithm [4];
- **AROW**: the Adaptive Regularization Of Weights algorithm [6].

We compare the two proposed active learning algorithms (AEWAF and AGF) with the two regular forecasters (EWAF and GF) algorithm and their random variants as well, which are listed below:

- **EWAF**: the Exponentially Weighted Forecaster [2];
- **GF**: the Greedy Forecaster algorithm [2];
- **REWAF**: the Random Exponentially Weighted Forecaster, a variant of EWAF, which will randomly select the indices according to uniform distribution;
- **RGF**: the Random Greedy Forecaster algorithm, a variant of GF, which will randomly select the indices according to uniform distribution;
- **AEWAF**: the proposed Active Exponentially Weighted Forecaster algorithm;
- **AGF**: the proposed Active Greedy Forecaster algorithm.

4.2 Experimental Testbed and Setup

To evaluate the performance, we conduct experiments on a variety of benchmark datasets from web machine learning repositories. Table 1 shows the details of 9 datasets used in our experiments. All of them can be downloaded from LIBSVM website ¹ and UCI machine learning repository ². These datasets are chosen fairly randomly in order to cover various aspects of datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Name</th>
<th># instances</th>
<th># features</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>a8a</td>
<td>32561</td>
<td>123</td>
</tr>
<tr>
<td>D2</td>
<td>codrna</td>
<td>271617</td>
<td>8</td>
</tr>
<tr>
<td>D3</td>
<td>covtype</td>
<td>581012</td>
<td>54</td>
</tr>
<tr>
<td>D4</td>
<td>gisette</td>
<td>7000</td>
<td>5000</td>
</tr>
<tr>
<td>D5</td>
<td>magic04</td>
<td>19020</td>
<td>10</td>
</tr>
<tr>
<td>D6</td>
<td>mushrooms</td>
<td>8124</td>
<td>112</td>
</tr>
<tr>
<td>D7</td>
<td>spambase</td>
<td>4601</td>
<td>57</td>
</tr>
<tr>
<td>D8</td>
<td>svmguide1</td>
<td>7089</td>
<td>4</td>
</tr>
<tr>
<td>D9</td>
<td>w8a</td>
<td>64700</td>
<td>300</td>
</tr>
</tbody>
</table>

All the expert algorithms learn a linear classifier for a binary classification task. The parameter $p$ and $\alpha$ in ALMA$_p$(α) are set to be 2 and 0.9 respectively. The parameter $C$ in PA is set to 5, and the parameter $\gamma$ is set to 1 for AROW. To make fair comparisons, all the compared forecasters adopt the same setup. The learning rate $\eta$ is set to $\sqrt{8 \ln N/T}$, for all the datasets and forecasters. The sampling ratio for requesting labeled data by the two random algorithms (REWAF and RGF) are set according to the ratio of labeled data requested by AEWAF and AGF using different $\delta$ values, respectively.

Each dataset is randomly divided into two subsets: a training set consisting of 20% of the entire data for training the experts; and a test set consisting of the remaining data for learning the forecasters. The five experts algorithms are applied on the training set to learn the five expert functions $u_i \in \mathbb{R}^d$, $i \in [5]$, where $d$ is the dimension of the instance. To satisfy the assumptions, we adopt $f_i(x) = \pi[0,1](u_i^T x + 0.5)$ as the expert functions. Then we test the forecasters on the test set. All the test experiments were conducted over 20 runs of different random permutations for each test set. All the results were reported by averaging over these 20 runs. For performance metric, we evaluate the forecasters by measuring the regret rate, ratio of requested labeled data, and the running time cost.

4.3 Evaluation of Regular Forecasters

Table 2 summarizes the average performance of the EWAF and GF algorithms for conventional online learning with expert advice on the benchmark datasets.

1http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/
2http://www.ics.uci.edu/~mlearn/MLRepository.html
From the experimental results in Table 2, we can draw several observations. First, the regret rates of EWAF and GF on every dataset are almost the same, which is consistent with the theoretical result that shows that they share the same regret bound. Second, EWAF consumes slightly less time cost than GF for all the cases due to the difference of their solutions. Finally, we found that the larger the dataset size, the smaller the average regret value achieved by the two algorithms. This is consistent with the Hannan property satisfied by the two algorithms, i.e., the average regret is negligible when $T$ is very large.

### 4.4 Evaluation of Active Forecasters on Fixed Ratio of Queries

In this subsection, the tolerance threshold $\delta$ for AEWAF and AGF is set as 0.2. Table 3 summarizes the average performance of the REWAF and AEWAF algorithms over the experimental datasets. From the experimental results, we can draw several observations as follows.

First of all, since we choose the sampling threshold $\rho$ according to the ratios of required labels by AEWAF using a fixed tolerances $\delta$, the differences between the ratios of requested labeled data for AEWAF and REWAF are not statistically significant, which has been verified by statistical t-tests. This implies that the statistical differences between the regret rates achieved by AEWAF and REWAF, if any, are not caused by the differences between their ratios of the requested labeled data.

Second, compared with REWAF, AEWAF achieves statistically lower regret rates on all the datasets, which validates the effectiveness of the proposed active learning strategy and also indicates the importance of exploiting the degree of agreements between different experts. In addition, AEWAF can achieve comparable regret rates with EWAF by requesting a significantly less amount of labels; while REWAF suffers significantly more regret rates by requesting the same amount of labels. This shows that AEWAF could be an attractive alternative to the EWAF in order to save the expensive labeling efforts in a real application.

Third, the time cost of the AEWAF algorithm is in general comparable to or slightly higher than that of the REWAF algorithm because the proposed confidence conditions can be evaluated rather efficiently.

Finally, we would also like to examine if the proposed active learning strategy can be generalized to different types of forecasting algorithms. To this purpose, we also evaluate the performance of the RGF and AGF algorithms. Table 4 summarizes the experimental results on all the datasets. As compared to the last experiment, similar observations can be drawn from the experimental results. We found that AEWAF and AGF request almost the same ratios of labels and achieve comparable regret rates on all the datasets; while REWAF and RGF achieve comparable regret rates, which are significantly higher than those of the two proposed

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Alg.</th>
<th>Regret (%)</th>
<th>Measures</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>EWAF</td>
<td>0.286 ± 0.001</td>
<td>0.694</td>
<td></td>
</tr>
<tr>
<td>D2</td>
<td>EWAF</td>
<td>0.207 ± 0.001</td>
<td>1.019</td>
<td></td>
</tr>
<tr>
<td>D3</td>
<td>EWAF</td>
<td>0.066 ± 0.001</td>
<td>10.942</td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>EWAF</td>
<td>0.609 ± 0.001</td>
<td>0.574</td>
<td></td>
</tr>
<tr>
<td>D5</td>
<td>EWAF</td>
<td>0.373 ± 0.001</td>
<td>0.332</td>
<td></td>
</tr>
<tr>
<td>D6</td>
<td>EWAF</td>
<td>0.483 ± 0.001</td>
<td>0.157</td>
<td></td>
</tr>
<tr>
<td>D7</td>
<td>EWAF</td>
<td>0.758 ± 0.001</td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td>D8</td>
<td>EWAF</td>
<td>0.506 ± 0.001</td>
<td>0.123</td>
<td></td>
</tr>
<tr>
<td>D9</td>
<td>EWAF</td>
<td>0.164 ± 0.001</td>
<td>1.760</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data</th>
<th>Alg.</th>
<th>Regret (%)</th>
<th>Query (%)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>R.</td>
<td>0.364 ± 0.017</td>
<td>77.35 ± 0.23</td>
<td>0.685</td>
</tr>
<tr>
<td>A.</td>
<td>0.292 ± 0.001</td>
<td>77.44 ± 0.01</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td>D2</td>
<td>R.</td>
<td>0.191 ± 0.025</td>
<td>42.48 ± 0.16</td>
<td>0.756</td>
</tr>
<tr>
<td>A.</td>
<td>0.202 ± 0.001</td>
<td>42.46 ± 0.01</td>
<td>0.941</td>
<td></td>
</tr>
<tr>
<td>D3</td>
<td>R.</td>
<td>0.088 ± 0.002</td>
<td>74.26 ± 0.05</td>
<td>10.465</td>
</tr>
<tr>
<td>A.</td>
<td>0.064 ± 0.000</td>
<td>74.25 ± 0.01</td>
<td>11.958</td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>R.</td>
<td>1.342 ± 0.102</td>
<td>45.40 ± 0.59</td>
<td>0.566</td>
</tr>
<tr>
<td>A.</td>
<td>0.598 ± 0.003</td>
<td>45.40 ± 0.01</td>
<td>0.568</td>
<td></td>
</tr>
<tr>
<td>D5</td>
<td>R.</td>
<td>0.907 ± 0.076</td>
<td>40.94 ± 0.33</td>
<td>0.256</td>
</tr>
<tr>
<td>A.</td>
<td>0.344 ± 0.004</td>
<td>41.00 ± 0.01</td>
<td>0.300</td>
<td></td>
</tr>
<tr>
<td>D6</td>
<td>R.</td>
<td>1.575 ± 0.067</td>
<td>10.80 ± 0.38</td>
<td>0.104</td>
</tr>
<tr>
<td>A.</td>
<td>0.530 ± 0.004</td>
<td>10.63 ± 0.01</td>
<td>0.119</td>
<td></td>
</tr>
<tr>
<td>D7</td>
<td>R.</td>
<td>1.062 ± 0.066</td>
<td>71.64 ± 0.73</td>
<td>0.080</td>
</tr>
<tr>
<td>A.</td>
<td>0.756 ± 0.004</td>
<td>71.67 ± 0.01</td>
<td>0.091</td>
<td></td>
</tr>
<tr>
<td>D8</td>
<td>R.</td>
<td>0.718 ± 0.047</td>
<td>49.36 ± 0.50</td>
<td>0.100</td>
</tr>
<tr>
<td>A.</td>
<td>0.535 ± 0.006</td>
<td>49.41 ± 0.01</td>
<td>0.117</td>
<td></td>
</tr>
<tr>
<td>D9</td>
<td>R.</td>
<td>0.248 ± 0.006</td>
<td>40.79 ± 0.17</td>
<td>1.489</td>
</tr>
<tr>
<td>A.</td>
<td>0.169 ± 0.000</td>
<td>40.82 ± 0.01</td>
<td>1.636</td>
<td></td>
</tr>
</tbody>
</table>
active algorithms. These results indicate that the proposed active learning strategy can be generalized to different types of forecasting algorithms, and again validate the efficacy of the proposed active learning algorithms.

Table 4: Evaluation of RGF and AGF on all the dataset. R. denotes RGF and A. denotes AGF. δ is set as 0.2.

<table>
<thead>
<tr>
<th>Data</th>
<th>Alg.</th>
<th>Measures</th>
<th>Regret (%)</th>
<th>Query (%)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>R.</td>
<td>0.362 ± 0.022</td>
<td>76.61 ± 0.26</td>
<td>0.905</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A.</td>
<td>0.288 ± 0.003</td>
<td>76.56 ± 0.04</td>
<td>0.974</td>
<td></td>
</tr>
<tr>
<td>D2</td>
<td>R.</td>
<td>0.474 ± 0.028</td>
<td>42.38 ± 0.21</td>
<td>1.363</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A.</td>
<td>0.199 ± 0.002</td>
<td>42.40 ± 0.01</td>
<td>1.542</td>
<td></td>
</tr>
<tr>
<td>D3</td>
<td>R.</td>
<td>0.089 ± 0.002</td>
<td>74.21 ± 0.06</td>
<td>14.416</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A.</td>
<td>0.063 ± 0.001</td>
<td>74.21 ± 0.01</td>
<td>15.959</td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>R.</td>
<td>1.344 ± 0.088</td>
<td>45.53 ± 0.71</td>
<td>0.610</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A.</td>
<td>0.592 ± 0.005</td>
<td>45.27 ± 0.04</td>
<td>0.611</td>
<td></td>
</tr>
<tr>
<td>D5</td>
<td>R.</td>
<td>0.923 ± 0.096</td>
<td>40.13 ± 0.39</td>
<td>0.442</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A.</td>
<td>0.335 ± 0.009</td>
<td>40.32 ± 0.07</td>
<td>0.498</td>
<td></td>
</tr>
<tr>
<td>D6</td>
<td>R.</td>
<td>1.633 ± 0.053</td>
<td>10.21 ± 0.41</td>
<td>0.206</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A.</td>
<td>0.543 ± 0.005</td>
<td>10.22 ± 0.07</td>
<td>0.231</td>
<td></td>
</tr>
<tr>
<td>D7</td>
<td>R.</td>
<td>1.088 ± 0.080</td>
<td>71.18 ± 0.82</td>
<td>0.113</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A.</td>
<td>0.752 ± 0.007</td>
<td>71.27 ± 0.06</td>
<td>0.126</td>
<td></td>
</tr>
<tr>
<td>D8</td>
<td>R.</td>
<td>0.726 ± 0.043</td>
<td>46.97 ± 0.48</td>
<td>0.164</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A.</td>
<td>0.559 ± 0.015</td>
<td>47.01 ± 0.40</td>
<td>0.185</td>
<td></td>
</tr>
<tr>
<td>D9</td>
<td>R.</td>
<td>0.247 ± 0.005</td>
<td>40.55 ± 0.21</td>
<td>2.110</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A.</td>
<td>0.171 ± 0.001</td>
<td>40.59 ± 0.01</td>
<td>2.303</td>
<td></td>
</tr>
</tbody>
</table>

4.5 Evaluation of Active Forecasters on Varied Ratios of Queries

Firstly, Figure (1) shows the performance of the REWAF and AEWAF algorithms on mushrooms with varied ratios of queries. AEWAF outperforms REWAF with all the ratios of queries, which verifies the proposed active strategies are effective and promising.

Figure 1: Comparison of REWAF and AEWAF on mushrooms.

Secondly, Figure (2) shows the performance of the RGF and AGF algorithms on mushrooms with varied ratios of queries. AEWAF outperforms REWAF with all the ratios of queries, which again verifies the proposed active strategies are effective and promising.

Figure 2: Comparison of RGF and AGF on mushrooms.

Finally, Figure (3) and (4) shows the comparisons of REWAF and AEWAF, RGF and AGF on all the remaining datasets, respectively, where similar observations can be found from the results.

5 Conclusion

This paper addressed a new problem of active learning with expert advice for online sequential prediction tasks. We proposed two novel strategies for active learning with expert advice by extending two existing forecasting algorithms in an online active learning setting. We analyze the theoretical regret bounds for the proposed algorithms, which guarantee the proposed algorithms satisfy the important Hannan consistency. We have conducted an extensive set of experiments to evaluate the efficacy of the algorithms. Promising empirical results validate the effectiveness of our technique.

Despite the encouraging results, some limitations and open challenges of the current work remain. One issue is about the settings of the learning rate $\eta$ and tolerance parameter $\delta$, which were fixed manually in our experiments. It would be more attractive if one is able to design a self-tuned strategy for the active learning task. Further, the current regret bounds may be further improved, e.g., by adopting different loss functions or other strategies. Another future work may be exploring the principles of semi-supervised learning for improving active learning with expert advice [15]. These issues can be further explored in the future work.
Figure 3: Comparison of regret rates with respect to varied ratios of queries.
Figure 4: Comparison of regret rates with respect to varied ratios of queries.
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Abstract

In this paper, we present the Bennett-type generalization bounds of the learning process for i.i.d. samples, and then show that the generalization bounds have a faster rate of convergence than the traditional results. In particular, we first develop two types of Bennett-type deviation inequality for the i.i.d. learning process: one provides the generalization bounds based on the uniform entropy number; the other leads to the bounds based on the Rademacher complexity. We then adopt a new method to obtain the alternative expressions of the Bennett-type generalization bounds, which imply that the bounds have a faster rate $o(N^{-\frac{1}{2}})$ of convergence than the traditional results $O(N^{-\frac{1}{2}})$. Additionally, we find that the rate of the bounds will become faster in the large-deviation case, which refers to a situation where the empirical risk is far away from (at least not close to) the expected risk. Finally, we analyze the asymptotical convergence of the learning process and compare our analysis with the existing results.

1 Introduction

In learning theory, one of the major concerns is to obtain the generalization bounds of the learning process for i.i.d. samples, which measure the probability that a function obtained in the i.i.d. learning process has a sufficiently small error [Vapnik, 1998, Bousquet et al., 2004]. Generalization bounds have been widely used to study many topics of learning theory, e.g., the consistency of ERM-based learning processes [Vapnik, 1998], the asymptotic convergence of empirical process [Van der Vaart and Wellner, 1996] and the learnability of learning models [Blumer et al., 1989]. Deviation (or concentration) inequalities play an essential role in obtaining generalization bounds. There are many popular deviation and concentration inequalities, e.g., Hoeffding’s inequality, McDiarmid’s inequality, Bennett’s inequality, Bernstein’s inequality and Talagrand’s inequality. Among them, Hoeffding’s inequality and McDiarmid’s inequality have been intensively used to obtain the generalization bounds based on the covering number (or uniform entropy number) and the Rademacher complexity, respectively [Mendelson, 2003, Van der Vaart and Wellner, 1996]. To obtain the generalization bounds based on the VC dimension, Vapnik [1998] applied some classical inequalities, for example, Chernoff’s inequality and Hoeffding’s inequality, but also developed specific concentration inequalities. Bartlett et al. [2005] presented generalization bounds based on the local Rademacher complexity by using Talagrand’s inequality. Additionally, there are also other works to study the generalization bound in statistical learning theory [Ben-David et al., 2010, Mohri and Rostamizadeh, 2010]. However, to our best knowledge, there is little theoretical investigation into the generalization bounds derived from Bennett’s inequality.

1.1 Motivation

The paper is motivated by the difference between Hoeffding’s inequality [Hoeffding, 1963] and Bennett’s inequality [Bennett, 1962]. It is well-known that Hoeffding’s inequality is achieved by only exploiting the expectation information, and Bennett’s inequality is based on both of expectation and variance. Intuitively, the Bennett-type generalization bounds should have a faster rate of convergence than that of the Hoeffding-type results. However, to our best knowledge, this issue has not been well explored in the literature. In this paper, we will give a theoretical argument to show the faster rate of the Bennett-type results.
1.2 Overview of Main Results

In this paper, we are mainly concerned with the following three aspects: (1) Bennett-type deviation inequality; (2) Bennett-type generalization bounds; (3) rate of convergence.

By extending the classical Bennett’s inequality, we use the martingale method to develop a Bennett-type deviation inequality for the case of multiple random variables and this inequality leads to the generalization bounds based on the uniform entropy number (UEN). Moreover, under the bounded-difference condition, we present another Bennett-type deviation inequality that is similar to McDiarmid’s inequality. We use this deviation inequality to further obtain the generalization bounds based on the Rademacher complexity. Note that the aforementioned generalization bounds are said to be of Bennett-type, because they are derived from the Bennett-type deviation inequalities.

In order to analyze the rate of convergence of the bounds, one needs to obtain the alternative expressions of the Bennett-type generalization bounds. Differing from the Hoeffding-type bounds [see (7)], the expression of Bennett-type bounds [see (16)] are not well-defined and thus it is difficult to directly present the alternative expressions of the Bennett-type bounds. Instead, one generally transforms the Bennett-type bound to the Bernstein-type one and then obtains the corresponding alternative expression showing that the bound has the rate $O(N^{-\frac{1}{2}})$ of convergence, which is in accordance with the classical result (8). Here, we use a new method to obtain another alternative expression of the Bennett-type bound and show that the Bennett-type bounds have a faster rate $o(N^{-\frac{1}{2}})$ of convergence than the classical result $O(N^{-\frac{1}{2}})$. Additionally, we point out that the rate of the bounds will become faster as the discrepancy between the empirical risk and the expected risk becomes larger. This situation is called as the large-deviation case [see Remark 4.3].

Note that it is well-known that the rate of the empirical Rademacher complexity is up to $O(N^{-\frac{1}{2}})$ [see (10)], and thus it seems to be a contradiction that the Bennett-type bounds have a faster rate $o(N^{-\frac{1}{2}})$) [see Remark 5.1]. An explanation to the contradiction is given to support the theoretical findings on the faster rate of convergence.

1.3 Organization of the Paper

The rest of this paper is organized as follows. Section 2 formalizes the main issues of this paper and briefs the classical results. In Section 3, we present two Bennett-type deviation inequalities for the case of multiple random variables. Section 4 provides the generalization bounds and a new upper bound of the Rademacher complexity is presented in Section 5. In Section 6, we analyze the asymptotic convergence of the i.i.d. learning process and the last section concludes the paper. The proofs of the main results are given in the long version of this paper.2

2 Preliminaries

In this section, we first introduce some notations to formalize the proposed research of this paper, and then present the definitions of the covering number, the uniform entropy number and the Rademacher complexity. Moreover, we also briefly the classical results of the Hoeffding-type generalization bounds of the i.i.d. learning process.

2.1 Problem Setup

Let $X \subset \mathbb{R}^I$ and $Y \subset \mathbb{R}^J$ be an input space and its corresponding output space, respectively. Denote $Z := X \times Y \subset \mathbb{R}^{I+J}$ with $K = I + J$. Let $G \subset Y^X$ be a function class with the domain $X$ and the range $Y$. Given a loss function $\ell : Y^2 \to \mathbb{R}$, it is expected to find a function $g^* \in G : X \to Y$ that minimizes the expected risk over $G$

$$E(\ell \circ g) := \int \ell(g(x), y) dP(z), \quad g \in G, \quad (1)$$

where $P(z)$ stands for the distribution of $z = (x, y)$.

Generally, the distribution $P(z)$ is unknown and thus the target function $g^*$ cannot be directly obtained by minimizing (1). Instead, we can apply the empirical risk minimization (ERM) principle to handle this issue [Vapnik, 1998]. Given a function class $G$ and a set of i.i.d. samples $Z^N_1 := \{z^{(n)}_n\}_{n=1}^N$ drawn from $Z$, we define the empirical risk of $g \in G$ as

$$E_N(\ell \circ g) := \frac{1}{N} \sum_{n=1}^N \ell(g(x^{(n)}_n), y^{(n)}_n), \quad (2)$$

which is considered as an approximation to the expected risk (1). Let $g_N \in G$ be the function that minimizes the empirical risk (2) over $G$ and deem $g_N$ as an estimate to $g^*$ with respect to $Z^N_1$.

In the aforementioned i.i.d. learning process, we are mainly interested in the following two types of quantities:

---

1. The reason is that it is difficult to directly obtain the analytical expression of the inverse function of $\Gamma(x) = x - (x + 1) \ln(x + 1)$.

2. https://sites.google.com/site/czhang1015/
• $E(\ell \circ g_N) - E_N(\ell \circ g_N)$, which corresponds to the estimation of the expected risk from an empirical quantity;
• $E(\ell \circ g_N) - E(\ell \circ g^*)$, which corresponds to the performance of the ERM-based algorithm.

Recalling (1) and (2), since

$$E_N(\ell \circ g^*) - E_N(\ell \circ g_N) \geq 0,$$

we have

$$E(\ell \circ g_N) = E(\ell \circ g_N) - E(\ell \circ g^*) + E(\ell \circ g^*) \leq E_N(\ell \circ g^*) - E_N(\ell \circ g_N) + E(\ell \circ g^*) - E(\ell \circ g^*) + E(\ell \circ g^*) \leq 2 \sup_{g \in \mathcal{G}} |E(\ell \circ g) - E(\ell \circ g^*)| + E(\ell \circ g^*),$$

and thus

$$0 \leq E(\ell \circ g_N) - E(\ell \circ g^*) \leq 2 \sup_{g \in \mathcal{G}} |E(\ell \circ g) - E_N(\ell \circ g)|,$$

with

$$E(\ell \circ g_N) - E_N(\ell \circ g_N) \leq \sup_{g \in \mathcal{G}} |E(\ell \circ g) - E_N(\ell \circ g)|. \tag{3}$$

This shows that the asymptotic behaviors of the aforementioned two quantities, when the sample number $N$ goes to infinity, can both be described by the supremum

$$\sup_{g \in \mathcal{G}} |E(\ell \circ g) - E_N(\ell \circ g)|,$$  

which is the so-called generalization bound of the i.i.d. learning process.

For convenience, we define the loss function class

$$\mathcal{F} := \{z \mapsto \ell(g(x), y) : g \in \mathcal{G}\},$$

called $\mathcal{F}$ as the function class in the rest of this paper. By (1) and (2), given a sample set $Z_1^N$ drawn from $\mathcal{Z}$, we briefly denote for any $f \in \mathcal{F}$,

$$E_f := \int f(z) d\mathcal{P}(z); \quad E_N f := \frac{1}{N} \sum_{n=1}^{N} f(z_n).$$

Thus, we rewrite the generalization bound (3) as

$$\sup_{f \in \mathcal{F}} |E_f - E_N f|.$$

### 2.2 Complexity Measures of Function Classes

Generally, the generalization bound of a certain learning process is achieved by incorporating the complexity measure of the function class, e.g., the covering number, the VC dimensions, and the Rademacher complexity. This paper is mainly concerned with the covering number, the uniform entropy number (UEN) and the Rademacher complexity.

#### 2.2.1 Covering Number and Uniform Entropy Number (UEN)

The following is the definition of the covering number and we refer to Mendelson [2003] for details.

**Definition 2.1** Let $\mathcal{F}$ be a function class and $d$ be a metric on $\mathcal{F}$. For any $\xi > 0$, the covering number of $\mathcal{F}$ at radius $\xi$, denoted by $N(\mathcal{F}, \xi, d)$, is the minimum size of a cover of radius $\xi$.

For clarity of presentation, we give a useful notation for the following discussion. Given a sample set $Z_1^N := \{z_n\}_{n=1}^{N}$ drawn from $\mathcal{Z}$, we denote $\mathcal{Z}_1^N := \{z'_n\}_{n=1}^{N}$ as the ghost-sample set drawn from $\mathcal{Z}$ such that the ghost sample $z'_n$ has the same distribution as $z_n$ for any $1 \leq n \leq N$. Denote $\mathcal{Z}_1^{2N} := \{\mathcal{Z}_1^N, \mathcal{Z}_1^N\}$. Setting the metric $d$ as the $\ell_p(Z_1^N)$ ($p > 0$) norm, we then obtain the covering number $N(\mathcal{F}, \xi, \ell_p(Z_1^N))$.

The uniform entropy number (UEN) is a variant of the covering number and we refer to Mendelson [2003] for details. By setting the metric $\ell_p(Z_1^N)$ ($p > 0$), the UEN is defined as follows:

$$\ln N_p(\mathcal{F}, \xi, N) := \sup_{\mathcal{Z}_1^N} \ln N(\mathcal{F}, \xi, \ell_p(Z_1^N)). \tag{4}$$

#### 2.2.2 Rademacher Complexity

The Rademacher complexity is one of the most frequently used complexity measures of function classes and we refer to Bousquet et al. [2004] for details.

**Definition 2.2** Let $\mathcal{F}$ be a function class and $\{z_n\}_{n=1}^{N}$ be a sample set drawn from $\mathcal{Z}$. Denote $\{\sigma_n\}_{n=1}^{N}$ as a set of random variables independently taking either value of $\{-1, 1\}$ with equal probability. The Rademacher complexity of $\mathcal{F}$ is defined as

$$\mathcal{R}(\mathcal{F}) := E \sup_{f \in \mathcal{F}} \left\{ \frac{1}{N} \sum_{n=1}^{N} \sigma_n f(z_n) \right\} \tag{5}$$

with its empirical version

$$\mathcal{R}_N(\mathcal{F}) := E_\sigma \sup_{f \in \mathcal{F}} \left\{ \frac{1}{N} \sum_{n=1}^{N} \sigma_n f(z_n) \right\}, \tag{6}$$

where $E$ stands for the expectation taken with respect to all random variables $\{z_n\}_{n=1}^{N}$ and $\{\sigma_n\}_{n=1}^{N}$, and $E_\sigma$ stands for the expectation only taken with respect to random variables $\{\sigma_n\}_{n=1}^{N}$.

### 2.3 Classical Hoeffding-type Generalization Bounds

Next, we summarize some classical results of the generalization bounds. Note that the following bounds are
said to be of Hoeffding-type, because they are derived from (or strongly related to) Hoeffding’s inequality and Hoeffding’s lemma [Hoeffding, 1963].

First, based on the covering number, one can use Hoeffding’s inequality (or Hoeffding’s lemma) to obtain the following generalization bound w.r.t. a function class $\mathcal{F}$ with the range $[a, b]$ [see Mendelson, 2003, Theorem 2.3]: for any $N \geq \frac{8(b-a)^2}{\xi^2}$,

$$\Pr\left(\sup_{f \in \mathcal{F}} |E^N f - E f| > \xi\right) \leq 8EN \left(\mathcal{F}, \xi/8, \ell_1(Z_{2N}^1)\right) \exp\left\{-\frac{N\xi^2}{32(b-a)^2}\right\},$$

(7)

which is one of the most frequently used generalization results in statistical learning theory. Because of its well-defined expression, we can directly obtain its alternative expression: for any $N \geq \frac{8(b-a)^2}{\xi^2}$, with probability at least $1 - \epsilon$,

$$\sup_{f \in \mathcal{F}} |E^N f - E f| \leq O\left(\left(\frac{\ln\mathcal{N}(\mathcal{F}, \xi/8, \ell_1(Z_{2N}^1)) - \ln(\epsilon/8)}{N}\right)^{\frac{1}{2}}\right).$$

(8)

Following the alternative expression (8), it is observed that the generalization bound $\sup_{f \in \mathcal{F}} |E^N f - E f|$ has a convergence rate of $O(N^{-\frac{1}{2}})$.

On the other hand, McDiarmid’s inequality can provide the following generalization bound based on the Rademacher complexity [see Bousquet et al., 2004, Theorem 5]: for any $\epsilon > 0$ and $f \in \mathcal{F}$, with probability at least $1 - \epsilon$,

$$E^N f \leq E f + 2\mathcal{R}(\mathcal{F}) + (b - a) \left(\frac{\ln(1/\epsilon)}{N}\right)^{\frac{1}{2}} \leq E^N f + 2\mathcal{R}(\mathcal{F}) + 3(b - a) \left(\frac{\ln(2/\epsilon)}{2N}\right)^{\frac{1}{2}},$$

(9)

which is also of Hoeffding-type, because McDiarmid’s inequality is actually derived from Hoeffding’s lemma under the condition that $f$ has the bounded-differences property [see Bousquet et al., 2004, Theorem 6]. Furthermore, it is followed from Sudakov minoration for Rademacher processes [Talagrand, 1994b,a, Latala, 1997] and Massart’s finite class lemma (Dudley’s entropy integral) [Mendelson, 2003, Van der Vaart and Wellner, 1996] that:

$$\frac{c}{\ln N} \sup_{\alpha > 0} \sqrt{\frac{\ln\mathcal{N}(\mathcal{F}, \xi, \ell_2(Z_N^1))}{N}} \leq \mathcal{R}(\mathcal{F}) \leq \frac{\mathcal{R}(\mathcal{F})}{\sqrt{\ln(2N)}} + 12\sqrt{\ln(2N)} \int_0^\infty \sqrt{\frac{\ln\mathcal{N}(\mathcal{F}, \xi, \ell_2(Z_N^1))}{N}} d\xi,$$

(10)

which shows the lower and the upper bounds of the empirical Rademacher complexity $\mathcal{R}(\mathcal{F})$. The combination of (9) and (10) implies that the rate of convergence of $\sup_{f \in \mathcal{F}} |E^N f - E f|$ is up to $O(N^{-\frac{1}{2}})$ as well.

### 3 Bennett-type Deviation Inequalities

By extending the classical Bennett’s inequality [Bennett, 1962] to the case of multiple random variables, this section will present two Bennett-type deviation inequalities for the i.i.d. learning process. We also refer to Bousquet [2002] for the application of Bennett’s inequality in the empirical process.

**Theorem 3.1** Let $f$ be a function with the range $[a, b]$ and $Z^N = \{z_n\}_{n=1}^N$ be a set of i.i.d. samples drawn from $Z$. Define a function $F : \mathbb{R}^K \rightarrow \mathbb{R}$ as

$$F(Z^N) := \sum_{n=1}^N f(z_n).$$

(11)

Then, we have for any $0 < \xi < N(b - a)$,

$$\Pr\left\{|E^N f - F(Z^N)| > \xi\right\} \leq 2e^{N\Gamma(\frac{\xi}{2N})},$$

(12)

where

$$\Gamma(x) := x - (1 + x)\ln(1 + x).$$

(13)

The proof of this result is processed by the martingale method. Compared to the classical Bennett’s inequality, this result is valid for the case of multiple random variables and provides the convenience to obtain the generalization bound of the i.i.d. learning process. Especially, the two inequalities will coincide, if there is only one random variable.

Moreover, recalling the classical McDiarmid’s inequality [see Bousquet et al., 2004, Theorem 6], it is actually derived from Hoeffding’s lemma under the condition that $f$ has the bounded-differences property. Thus, McDiarmid’s inequality has a similar expression to that of Hoeffding’s inequality and the two inequalities coincide if there is only one random variable. Similarly, we obtain another Bennett-type deviation inequality under the bounded-difference condition:

**Theorem 3.2** Let $z_1, \cdots, z_N$ be $N$ independent random variables taking values from $Z$. Assume that

---

\[\text{[Talagrand, 1994]}\text{ and Massart's finite class lemma (Dudley's entropy integral)}\]

\[\text{[Mendelson, 2003, Van der Vaart and Wellner, 1996]}\]

\[\text{[Bartlett, 2008]}\]

\[\text{[http://www.cs.berkeley.edu/~bartlett/courses/281b-sp08/19.pdf]}\]

\[\text{[http://ttic.uchicago.edu/~karthik/dudley.pdf]}\]
there exists a positive constant such that the function $H : \mathcal{Z}^N \rightarrow \mathbb{R}$ satisfies the bounded-difference condition: for any $1 \leq n \leq N$,

$$\sup_{z_1, \ldots, z_n : z_n} \left| H(z_1, \ldots, z_n, \ldots, z_N) - H(z_1, \ldots, z_n', \ldots, z_N) \right| \leq c. \quad (14)$$

Then, we have for any $\xi > 0$

$$\Pr \left\{ H(z_1, \ldots, z_n, \ldots, z_N) - \mathbb{E}H(z_1, \ldots, z_n, \ldots, z_N) \geq \xi \right\} \leq \exp \left\{ N \Gamma \left( \frac{\xi}{Nc} \right) \right\},$$

where $\Gamma(x)$ is defined in (13).

The inequality (15) is an extension of the classical Bennett’s inequality and the two results will coincide if there is only one random variable as well.

Subsequently, we will use the above two deviation inequalities to obtain the generalization bounds based on the uniform entropy number and the Rademacher complexity, respectively.

4 Bennett-type Generalization Bounds

In this section, we will show the Bennett-type generalization bounds of the i.i.d learning process. The derived bounds are based on the uniform entropy number (UEN) and the Rademacher complexity, respectively. Note that since the presented bounds (16), (18) and (23) are derived from the Bennett-type deviation inequalities, they are said to be of Bennett-type as well.

4.1 UEN-based Generalization Bounds

By using the deviation inequality (12) and the symmetrization inequality [see Bousquet et al., 2004, Lemma 2], we can obtain a Bennett-type generalization bound based on the uniform entropy number:

Theorem 4.1 Assume that $\mathcal{F}$ is a function class with the range $[a, b]$. Let $\mathcal{Z}_1^N$ and $\mathcal{Z}_1^N'$ be drawn from $\mathcal{Z}$ and denote $\mathcal{Z}_1^N := \{\mathcal{Z}_1^N, \mathcal{Z}_1^N'\}$. Then, given any $0 < \xi \leq (b - a)$, we have for any $N \geq \frac{8(b-a)^2}{\xi^2}$,

$$\Pr \left\{ \sup_{f \in \mathcal{F}} |E_f - \mathbb{E}_N f| > \xi \right\} \leq 8N_1(\mathcal{F}, \xi/8, 2N) \exp \left\{ N \Gamma \left( \frac{\xi}{8(b-a)} \right) \right\}. \quad (16)$$

This theorem implies that the probability of the event that the generalization bound $\sup_{f \in \mathcal{F}} |E_f - \mathbb{E}_N f|$ is larger than any $\xi > 0$ can be bounded by the right-hand side of (16). We can find that the expression of the bound is similar to that of Bennett’s inequality.

Different from the aforementioned Hoeffding-type result (7) and its alternative expression (8), it is difficult to directly achieve the alternative expression of the Bennett-type bound (16), because it is difficult to obtain the analytical expression of the inverse function of $\Gamma(x) = x - (x+1)\ln(x+1)$. Instead, one generally uses the term $\frac{-x^2}{24(2x/3)}$ to approximate the function $\Gamma(x)$ and then get the so-called Bernstein’s inequality. In the same way, we can obtain the following alternative expression of the Bennett-type result (16):

$$\sup_{f \in \mathcal{F}} |E_N f - \mathbb{E} f| \leq \frac{4(b - a)\left( \ln N_1(\mathcal{F}, \xi/8, 2N) - \ln(\epsilon/8) \right)}{3N} + \frac{(b - a)\sqrt{2\left( \ln N_1(\mathcal{F}, \xi/8, 2N) - \ln(\epsilon/8) \right)}}{\sqrt{N}},$$

which implies that the rate of convergence of the Bennett-type bound is also up to $O(N^{-\frac{1}{2}})$. It is in accordance with the rate of the aforementioned classical results (8). For convenience, the alternative expression is said to be of Bernstein-type if no confusion arises.

4.2 Bennett-type Alternative Expression and Faster Rate of Convergence

Recalling the process of obtaining Hoeffding’s inequality and Bennett’s inequality, the former is achieved by using the information of expectation, while the latter needs to consider the information of both expectation and variance. Intuitively, the Bennett-type result (16) should have a faster rate of convergence than that of the Hoeffding-type result (7). From this point of view, we introduce a new method to obtain another alternative expression of the Bennett-type result (16) and show that the rate of the generalization bound $\sup_{f \in \mathcal{F}} |E_N f - \mathbb{E}_N f|$ can reach $o(N^{-\frac{1}{2}})$, when $N$ goes to infinity:

Theorem 4.2 Follow the notations and conditions of Theorem 4.1. Then, given any $0 < \xi \leq (b - a)$ and for any $N \geq \frac{8(b-a)^2}{\xi^2}$, we have with probability at least $1 - \epsilon$,

$$\sup_{f \in \mathcal{F}} |E_N f - \mathbb{E}_N f| \leq \frac{8(b-a)\left( \ln N_1(\mathcal{F}, \xi/8, 2N) - \ln(\epsilon/8) \right)}{2\xi N_1^\frac{1}{2}}. \quad (18)$$
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where \( \beta_1 \in (0.0075, 0.4804) \),
\[
\epsilon := 8N_1(\mathcal{F}, \xi/8, 2N) \exp \{N \Gamma(x)\},
\]
and \( 0 < \gamma(\beta_1; x) \leq 2 \) \((x \in (0, 1/8]) \) with
\[
\gamma(\beta_1; x) := \frac{\ln \left( \frac{((x + 1) \ln(x + 1) - x) / \beta_1}{\ln x} \right)}{\ln(x + 1) + 1}.
\]

\textbf{Proof.} Since any \( f \in \mathcal{F} \) is a bounded function with the range \([a, b]\), the supremum \( \sup_{f \in \mathcal{F}} |Ef - ENf| \) will not be larger than \((b - a)\). Therefore, the quantity \( \frac{\ln(\xi/8, 2)}{8(b - a)} \) in (16) will not be larger than 1/8. Set \( x = \frac{\xi}{8(b - a)} \) with \( x \in (0, 1/8) \) and consider the following equation with respect to \( \gamma > 0 \)
\[
\Gamma(x) = x - (x + 1) \ln(x + 1) = -\beta_1(x^\gamma),
\]
where \( \beta_1 \) is some positive constant. Denote the solution to the equation (20) w.r.t. \( \gamma \) as
\[
\gamma(\beta_1, x) := \frac{\ln \left( \frac{((x + 1) \ln(x + 1) - x) / \beta_1}{\ln x} \right)}{\ln(x + 1) + 1}.
\]

By numerical simulation, we find that given any \( \beta_1 \in (0.0075, 0.4804) \), there holds that \( 0 < \gamma(\beta_1; x) \leq 2 \) for any \( x \in (0, 1/8] \) (see Fig. 1). Then, given any \( x \in (0, 1/8] \) and \( \beta_1 \in (0.0075, 0.4804) \), we have for any \( \gamma \in [\gamma(\beta_1; x), 2) \)
\[
x - (x + 1) \ln(x + 1) \leq -\beta_1 x^\gamma < -\beta_1 x^2.
\]

By combining Theorem 4.1 and (22), we can straightforwardly show an upper bound of the generalization bound \( \sup_{f \in \mathcal{F}} |ENf - Ef| \): letting
\[
\epsilon := 8N_1(\mathcal{F}, \xi/8, 2N) \exp \{N \Gamma(x)\},
\]
and with probability at least \( 1 - \epsilon \),
\[
\sup_{f \in \mathcal{F}} |ENf - Ef| \leq 8(b - a) \left( \frac{\ln N_1(\mathcal{F}, \xi/8, 2N) - \ln(\epsilon/8)}{\beta_1 N} \right)^{\frac{1}{\xi}}.
\]

where \( 0 < \gamma(\beta_1; x) \leq 2 \) with \( x \in (0, 1/8] \).

The above theorem shows a Bennett-type alternative expression of the generalization bound \( \sup_{f \in \mathcal{F}} |ENf - Ef| \), which provides a faster rate \( o(N^{-\frac{1}{\xi}}) \) of convergence than the rate \( O(N^{-\frac{1}{2}}) \) of the classical result (8) and the Bernstein-type result (17). The main starting point of this theorem is whether there exists a positive constant \( \beta_1 \) such that the function \( \gamma(\beta_1; x) \) is smaller than 2 for any \( x \in (0, 1/8] \) [see (20) and (21)], i.e., there holds that \( 0 < \gamma(\beta_1; x) < 2 \) for any \( 0 < x \leq 1/8 \). In the proof, we show that the value interval \((0.0075, 0.4804)\) of \( \beta_1 \) supports \( \Gamma(x) = -\beta_1 x^\gamma(\beta_1; x) < -\beta_1 x^2 \) for any \( x \in (0, 1/8) \). As shown Fig. 1, given any \( \beta_1 \in (0.0075, 0.4804) \), the function \( \gamma(\beta_1; x) \) is smaller than 2 w.r.t. \( x \in (0, 1/8] \). Meanwhile, given any \( x \in (0, 1/8] \), the function \( \gamma(\beta_1; x) \) is monotonically increasing w.r.t. \( \beta_1 \in (0.0075, 0.4804) \). However, the function \( \gamma(\beta_1; x) \) is not monotonically decreasing w.r.t. \( x \in (0, 1/8] \) for any \( \beta_1 \in (0.0075, 0.4804) \). In fact, \( \gamma(\beta_1; x) \) is monotonically decreasing when \( \beta_1 \in (0.0075, 0.4434) \) and has one single minimizer \( x_0 \in (0, 1/8) \) of \( \gamma(\beta_1; x) \) when \( \beta_1 \in (0.4434, 0.4804) \) with \( \gamma(\beta_1; x_0) = 0 \).

4.3 Large-deviation Case

Subsequently, we will show that the Bennett-type bounds can reach a faster rate of convergence in the large-deviation case.

\textbf{Remark 4.3} The word “large-deviation” means that the discrepancy between the empirical risk and the expected risk is large (or not small). Given any \( \xi > 0 \), one of our major concerns is the probability \( Pr \{\sup_{f \in \mathcal{F}} |ENf - Ef| > \xi\} \), and then we say that the case the value of \( \xi \) approaches to \((b - a)\) is of large-deviation.\(^6\)

Actually, the large-deviation case is referring to a situation where the empirical quantity \( ENf \) is far away from (at least not close to) the expected risk \( Ef \). As shown in Fig. 1, for any \( \beta_1 \in (0.0075, 0.4434) \), the curve of \( \gamma(\beta_1; x) \) is monotonically decreasing w.r.t. \( x \) with the range \([a, b]\).

\(^6\)The function class \( \mathcal{F} \) is composed of bounded functions.
\(x \in (0, 1/8]\), and for any \(\beta_1 \in (0.4434, 0.4804)\) the function \(\gamma(\beta_1; x)\) is still smaller than 2 for any \(x \in (0, 1/8]\). Moreover, there holds that for any \(\beta_1 \in (0.0075, 0.4804)\),

\[
\lim_{x \to 0^+} \gamma(\beta_1, x) := \lim_{x \to 0^+} \frac{\ln \left( \frac{(x+1) \ln (x+1) - x}{\beta_1} \right)}{\ln(x)} = 2.
\]

This illustrates that the rate \(O(N^{-\frac{1}{2}})\) \((\gamma(\beta_1; x) \leq \gamma)\) of the Bennett-type generalization bound (18) becomes faster as the empirical quantity \(E_N f\) goes further away from the expected risk \(E f\) \((i.e. x \text{ approaches to } 1/8)\). However, when \(E_N f\) approaches to \(E f\) \((i.e. x \text{ goes to } 0)\), the rate \(O(N^{-\frac{1}{2}})\) will approach to \(O(N^{-\frac{1}{4}})\), which is in accordance with the classical Hoeffding-type results.

In contrast, the Hoeffding-type results consistently provide the rate \(O(N^{-\frac{1}{4}})\) regardless of the discrepancy between \(E_N f\) and \(E f\). Thus, the Bennett-type results can give a more detailed description to the asymptotical behavior of the learning process.

### 4.4 Effect of the Parameter \(\beta_1\)

As addressed in the introduction, the main motivation of this paper is to study whether the Bennett-type generalization bounds have a faster rate of convergence than that of the Hoeffding-type generalization results, because the Bennett-type results are derived from the incorporation of the expectation information and the variance information and in contrast, the Hoeffding-type results are only related to the expectation information. However, the main challenge to analyze the rate lies in obtaining the alternative expression of the bound (16), because it is difficult to analytically express the inverse function of \(\Gamma(x)\). Instead, we exploit the term \(-\beta x^2\) to substitute \(\Gamma(x)\) \(\text{[see (20)] and Fig. 2}\) illustrates the validity of this method. In Fig. 2, the curve \(e^{-x^2/32}\) and \(e^{\Gamma(x/8)}\) correspond to the Hoeffding-type bound (7) and the Bennett-type bound (16), respectively. Evidently, setting \(\beta_1 = 0.4804\) makes the curve \(e^{-0.4804(x/8)^2}\) almost coincide with the curve \(e^{\Gamma(x/8)}\).

### 4.5 Rademacher-complexity-based Generalization Bounds

By using the deviation inequality (15), we can obtain the generalization bounds based on the Rademacher complexity:

**Theorem 4.4** Assume that \(F\) is a function class consisting of functions with the range \([a, b]\). Let \(Z = \{z_i\}_{i=1}^N\) be a set of i.i.d. samples drawn from \(Z\). Then, for any \(f \in F\), we have with probability at least

\[
1 - \epsilon,
\]

\[
E f < E_N f + 2R(F) + (b - a) \left( \frac{\ln(1/\epsilon)}{\beta_2 N} \right)^{\frac{1}{2}}
\]

\[
< E_N f + 2R_N(F) + 3(b - a) \left( \frac{\ln(2/\epsilon)}{\beta_2 N} \right)^{\frac{1}{2}}, \tag{23}
\]

where \(\beta_2\) is taken from the interval \((0.0075, 0.3863)\), \(\epsilon := \exp \{N \Gamma(x)\}\) and \(0 < \gamma(\beta_2; x) \leq \gamma < 2\) \((x \in (0, 1])\) with \(\gamma(\beta_2; x)\) defined in (19).

The above theorem presents the Bennett-type generalization bounds based on the Rademacher complexity. Compared to the classical Rademacher-complexity-based results (9), the new bounds (23) incorporate a term \(O(N^{-\frac{1}{4}})\) \((i.e., o(N^{-\frac{1}{4}})\) because \(\gamma < 2\) with a faster rate of convergence than the term \(O(N^{-\frac{1}{4}})\) appearing in (9), when \(N\) goes to infinity.

### 5 Bounds of Rademacher Complexities

Recalling (16) and (23), it is observed that there might be a contradiction:

**Remark 5.1** The generalization bound (16) has the faster rate \(o(N^{-\frac{1}{4}})\), while the magnitude of the empirical Rademacher complexity has been proved to be \(O(N^{-\frac{1}{4}})\) as shown in the classical result (10).

In order to explain this contradiction, we should consider the following two questions:
(Q1) whether the empirical Rademacher complexity $\mathcal{R}_N(\mathcal{F})$ can totally describe the behavior of Rademacher complexity $\mathcal{R}(\mathcal{F})$;

(Q2) whether the classical results (10) are either applicable to $\mathcal{R}(\mathcal{F})$.

5.1 Answer to Question Q1

Recalling (9) and (23), the quantity $(Ef - E_N f)$ is originally bounded by the Rademacher complexity $\mathcal{R}(\mathcal{F})$, while it is difficult to compute $\mathcal{R}(\mathcal{F})$ due to the unknown distribution of $Z_1^N$. Instead, by using deviation inequalities (e.g. Hoeffding’s inequality and Bennett’s inequality), one can further bound $\mathcal{R}(\mathcal{F})$ by using its empirical version $\mathcal{R}_N(\mathcal{F})$ as follows: with probability as least $1 - \epsilon/2$,

$$\mathcal{R}(\mathcal{F}) \leq \mathcal{R}_N(\mathcal{F}) + (b - a) \left( \frac{\ln(2/\epsilon)}{2N} \right)^{1/2},$$

and

$$\mathcal{R}(\mathcal{F}) \leq \mathcal{R}_N(\mathcal{F}) + (b - a) \left( \frac{\ln(2/\epsilon)}{\beta_2 N} \right)^{1/2}.$$

However, the behavior of Rademacher complexity $\mathcal{R}(\mathcal{F})$ cannot be totally described by its empirical version $\mathcal{R}_N(\mathcal{F})$. In fact, the joint distribution of $\sum \sigma_n f(z_n)$ may not be a Rademacher process because $z$ is a random variable of an unknown distribution.

5.2 Answer to Question Q2

Recalling (10), the lower and the upper bounds of $\mathcal{R}_N(\mathcal{F})$ are respectively derived from the Sudakov minoration for Rademacher processes and Massart’s finite class lemma, both of which are strongly related to (or have the similar forms as that of) the Hoeffding-type results. Thus, all Hoeffding-type conclusions mentioned in Section 2.3 are consistent.

However, as answered above, the joint distribution of $\sum \sigma_n f(z_n)$ may not be a Rademacher process. Since Sudakov minoration is not valid for an arbitrary process [see Talagrand, 1994b,a, Latała, 1997], the lower bound of $\mathcal{R}_N(\mathcal{F})$ with the rate $O(N^{-1/2})$ is not applicable to the lower bound of $\mathcal{R}(\mathcal{F})$.

Additionally, we also need to consider the following question: why do we not use Bennett’s inequality to obtain the upper bound of $\mathcal{R}_N(\mathcal{F})$? In fact, in order to obtain the upper bound of $\mathcal{R}_N(\mathcal{F})$, one needs to consider the following term $E e^{r f(z)}$. Since $r$ is a Rademacher variable taking values from $\{\pm 1\}$ with equivalent probability for a given sample $z$, there holds that

$$E e^{r f(z)} = \frac{e^{f(z)} + e^{-f(z)}}{2} \leq e^{(f(z))^2/2},$$

which differs from the related formula (28) in Lemma A.1 that is built in the case that the distribution of $z$ is unknown.

6 Asymptotical Convergence

Based on the generalization bound (16), we study the asymptotic convergence of the i.i.d. learning process. We also give a comparison with the existing results.

Recalling (13), it is noteworthy that there is only one solution $x = 0$ to the equation $\Gamma(x) = 0$ and $\Gamma(x)$ is monotonically decreasing when $x \geq 0$ [see Fig. 3]. Following Theorem 4.1, we can directly obtain the following result indicating that the asymptotic convergence of the i.i.d. learning process is determined by the uniform entropy number $\ln N_1(\mathcal{F}, \xi/8, 2N)$.

![Figure 3: The Function Curve of $\Gamma(x)$](image)

**Theorem 6.1** Under the notations and conditions of Theorem 4.1, if the following condition is supported:

$$\lim_{N \to +\infty} \frac{\ln N_1(\mathcal{F}, \xi/8, 2N)}{N} < +\infty,$$

then we have for any $\xi > 0$,

$$\lim_{N \to +\infty} \Pr \left\{ \sup_{f \in \mathcal{F}} |Ef - E_N f| > \xi \right\} = 0.$$
As shown in Theorem 6.1, if the uniform entropy number \( \ln N_1(\mathcal{F}, \xi/8, 2N) \) satisfies the condition (24), the probability of the event

\[
\sup_{f \in \mathcal{F}} |Ef - ENf| > \xi
\]

will converge to zero for any \( \xi > 0 \), when the sample number \( N \) goes to infinity. This is in accordance with the classical result shown in (7): the probability of the event that \( \sup_{f \in \mathcal{F}} |Ef - ENf| > \xi \) will converge to zero for any \( \xi > 0 \), if the uniform entropy number \( \ln N_1(\mathcal{F}, \xi/8, 2N) \) satisfies the same condition as (24).

### 7 Conclusion

In this paper, we present the Bennett-type generalization bounds and analyze the rate of convergence of the derived bounds. In particular, we first extend the classical Bennett’s inequality to develop two Bennett-type deviation inequalities. Based on the derived inequality, we then obtain the generalization bounds based on the uniform entropy number and the Rademacher complexity, respectively.

Moreover, we show that the Bennett-type generalization bounds have a faster rate \( o(N^{-\frac{1}{2}}) \) of convergence than the rate \( O(N^{-\frac{1}{2}}) \) of the classical Hoeffding-type results [see (7) and (8)]. Especially, we show that the rate will become faster in the large-deviation case, where the empirical risk \( ENf \) is far away from the expected risk \( Ef \). In contrast, the Hoeffding-type results provide the rate \( O(N^{-\frac{1}{2}}) \) regardless of the discrepancy between \( ENf \) and \( Ef \). From view of this point, the Bennett-type results give a more detailed description to the asymmetrical behavior of the learning process.

We give an explanation to the “contradiction” mentioned in Remark 5.1. As shown in Talagrand [1994b,a], Latala [1997], Sudakov minoration provides a lower bound of the empirical Rademacher complexity \( R_N(\mathcal{F}) \) with the rate \( O(N^{-\frac{1}{2}}) \) [Mendelson, 2003], because the empirical Rademacher complexity \( R_N(\mathcal{F}) \) actually is a special case of subgaussian process given a sample set \( \{zn\}_{n=1}^N \). In contrast, it is difficult to specify the distribution characteristics of \( R(\mathcal{F}) \) and thus the classical result (10) could not be applied to bound \( R(\mathcal{F}) \).
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